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ABSTRACT The basis of visual measurement is camera calibration. In the traditional calibrationmethod, the
radial and tangential distortion models usually are adopted. Because of the randomness of lens distortion, the
above fixed form distortion model cannot accurately express the distortion distribution. To solve the above
problems, a calibration method with a new distortion model is presented in the paper. First, an exact linear
model is obtained, using only the corner coordinates of the image center region; then, using this model,
the projection deviation of all corner points in the pixel plane can be obtained, that is, the point cloud of
projection deviation distribution; finally, the Kriging interpolation method is used to obtain a continuous
projection deviation distribution function which can accurately express lens distortion in the pixel plane.
Using this function and the corresponding linear model, all two-dimensional image points can be accurately
projected into three-dimensional space. To compare with the traditional method, the mean error of projection
andmeasurement error are calculated in the experiment, and the experimental results show that the calibration
method is more accurate and more suitable for measuring requirements.

INDEX TERMS Camera calibration, distortion model, kriging interpolation.

I. INTRODUCTION
Camera calibration is the process of solving the internal and
external parameters and distortion coefficient of the cam-
era by the three-dimensional coordinates of the space target
point and its two-dimensional projection coordinates [1]–[7].
Camera calibration is a key step in machine vision, and its
accuracy has a direct impact on the measurement accuracy of
the vision system [8].

Up to now, camera calibration methods can be divided into
two types, which are the target-based calibration methods and
the self-calibration methods. However, the self-calibration
method has some limits in practical measurements, and the
calibration accuracy is relatively low. Thus, we focus on
the target-based calibration method here. A two-step cali-
bration method based on the targets is proposed by Tsai
in [9]. The classic two-step method is concise in the process,
but has a low accuracy. Weng proposed a camera model
with three kinds of distortion, which can adapt to the lens

The associate editor coordinating the review of this manuscript and

approving it for publication was Amin Zehtabian .

distortion [10]–[12]. A more simple, flexible, and high-
accuracy method was proposed by Zhang, in which a
non-linear method is used to solve the distortion parame-
ters [13]. This method does not require an expensive cali-
bration model and is therefore highly practical. Since then,
camera calibration methods and theories have been widely
used. Most of the present calibration methods are based on
the Zhang’s camera model. Bradley and Heidrich presented
a method, which uses a rectification error to calibrate cam-
era accurately [14]. Yannick Hold-Geoffroy and Yao use
a convolutional neural network for camera calibration, and
internal and external parameters and distortion coefficient of
the camera can be precisely solved [15], [16]. A geometry-
based camera calibration technique is proposed by Jen-Hui
Chuang in [17], which improves the speed of solving the
model parameters. These calibration methods are based on
the principle of using small-aperture imaging and fixed mod-
els, which optimize for different initial value solving meth-
ods and improve accuracy. Since distortions are an inherent
property of the lens and the optimization of the initial values
only by the fixed form model, the improved accuracy is
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limited. Therefore, many scholars have improved the calibra-
tion accuracy by correcting the lens distortion of the camera.

Conrady proposed a famous model in which he classified
lens distortions into radial and tangential distortion, and sug-
gested the calibration of these distortions using the plumb-
line method [18], [19]. The model has been widely used since
then [10], [20]. The literature [21] has made some mathemat-
ical changes to the model. Subsequently, a non-parametric
radial distortion model has been proposed in [22], but it only
applies radial distortion. Although radial distortion accounts
for most of the lens distortion, it is not enough for indus-
tries that require high accuracy. In the literature [23], three
different models were used to calibrate different regions and
better results were obtained. Lens distortion was corrected
by using a digital image correlation method in [24]. Since
camera distortion is random due to lens manufacturing errors,
the above traditional methods use a fixed form of distortion
model, which does not accurately describe the distribution of
distortion [25], [26].

Thus, a method of camera calibration based on Kriging
interpolation is proposed in this paper. In the present work,
the camera parameters with the distortion-free camera model
is obtained by improved Zhang’s method, which only uses the
central region points of the image. Then, the image distortion
is corrected using the Kriging interpolation method. Finally,
a method of measuring the distance is proposed by using
the parallel line to test the accuracy and performance of the
method. This paper is organized as follows: A linear calibra-
tion model is proposed in Section II. In Section III, a dis-
tortion model based on Kriging interpolation is presented.
A computer simulation experiment and a method of measur-
ing planar dimensions is given to verify the correctness of
our method in Section IV. The conclusions of this paper are
presented in Section V.

II. LINEAR MODEL
Currently, camera calibration usually uses the method of the
literature [13], which maps a 3D spatial scene onto a 2D
camera image plane. Considering the radial and tangential
distortions, the mapping model of world coordinates to pixel
coordinates can be expressed as:XcYc
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where r =
√
x2u + y2u, k1 and k2 are radial distortion parame-

ters, p1 and p2 are tangential distortion parameters. The final

FIGURE 1. Calibration images.

FIGURE 2. The projection error of Zhang and proposed methods.

nonlinear optimization is completed using LM(Levenberg-
Marquardt) algorithm.

According to the literature [27], it is known that the camera
is affected by lens distortion in the projection centre region is
relatively small. In proposedmethod only the feature points in
the area around the projection centre are used for calibration,
as are shown in the red area of 400× 400 in Figure.1, so that
the influence of distortions can be ignored. Then calibration
model (1-3) can be simplified to the following form:

s

 upvp
1

 = A
[
r1 r2 t

]XwYw
1

 = H

XwYw
1

 (4)

In the equation (4), Zw= 0, (up, vp) represents the undis-
torted pixel coordinates, (Xw,Yw) represents for the world
coordinates, ri(i = 1, 2) is the ith column vector of the rota-
tion matrix, t is the translation vector, the internal reference

matrix A =

α γ u0
0 β v0
0 0 1

, and the homographic H is a 3× 3

matrix.
Using the corner data in Figure. 1, the calibration of

Zhang’s and proposed method is completed respectively.
As is shown in Figure. 2, the projection error distribution
of two methods from the pixel plane to 3D space is given,
where the error is the distance between the projection point
and the real 3D point. It can be seen that in the central
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region of the image, Zhang’s projection deviation is larger,
whereas it is smaller in this paper. However, the projection
deviation outside the central region shows the opposite result.
It indicates that Zhang’s distortion model is a fixed form
model based on fitting form and will be affected by all
calibration points. As the calibration image points gradually
move away from the central region, the distortion function
becomes more influenced by the calibration image points
outside of the central region. These points are usually severely
distorted, which can sacrifice the calibration accuracy in the
central region. As for the method in this paper, since only
the corner points within the central region (400× 400) are
used for calibration, the projection deviation in the central
region is relatively small, whereas the deviation out of the
central region is relatively large. In practical applications, it is
not sufficient to complete the calibration and measurement
using only the central region. Therefore, to overcome the
shortcoming of the existing distortion model, a new distortion
model will be given in the following section.

III. DISTORTION MODEL
Lens distortion is an inherent property of the cameras, and
it is difficult to eliminate through physical methods, but it
can be corrected by mathematical methods. Since there is
randomness in the distribution pattern of distortion error, the
traditional distortion modes are often not able to accurately
describe the distortion. Meanwhile, the traditional distortion
models are usually obtained based on fitting, and the model
will be affected by large detection error in the process of solv-
ing. Therefore, an image distortion model based on Kriging
interpolation is proposed in this paper.

A. ANALYSIS OF PROJECTION DEVIATION
Using the method in Section II of this paper, the world coor-
dinates corresponding to the corner points of the check board
can be projected as pixel coordinates, which will be consid-
ered as ideal pixel coordinates. In real imaging systems, due
to the prevalence of lens distortion, the imagewill be distorted
by the deviation between the ideal pixel coordinates and the
actual pixel coordinates detected by the corner point detection
algorithm, which can be expressed by the following equation:

δm = m1 − m0 (5)

where m1 represents the actual pixel coordinates of the cor-
ner point, m0 represents the ideal pixel coordinates calcu-
lated using Equation (4), δm represents the deviation between
the Ideal pixel coordinates and the actual pixel coordinates,
which is composed of two parts together: δu (deviation in the
U-direction) and δv (direction in the V-direction). Using the
actual pixel coordinates ud and vd of the corner point as U
and V respectively, the scatter plot of two three-dimensional
deviation distribution can be obtained by using one of δu or δv
as Z value, the deviations obtained through the single images
are shown in Figures 3,4.

These scatter points only describe the pixel distortion devi-
ation corresponding to the corner points of the check board,

FIGURE 3. Projection deviation in U-direction.

FIGURE 4. Projection deviation in V-direction.

which do not reflect the pixel distortion deviation correspond-
ing to any pixel points in the whole pixel plane. Therefore,
the above scatter map is interpolated into a continuous devia-
tion correction surface by using Kriging interpolation in this
paper, so as to obtain a continuous distortion function.

B. KRIGING INTERPOLATION PRINCIPLE
In order to more accurately describe the lens distortion of
the camera, through the known scatter point data, find the
trend in the data and predict the points in the unknown region,
according to this trend, this method of predicting the points
according to a certain data trend can be done with Kriging
interpolation.

The Kriging interpolation method, in a statistical sense,
is a method for unbiased and optimal estimation of the values
taken by the regionalized variables in a finite region, starting
from the correlation and variability of the variables. The ordi-
nary Kriging function satisfies the second-order smoothness
assumption and the intrinsic assumption that the regionalized
variable Z (x) consists of two components, the expectation m
and the residual e(x), as is shown in (6).

Z (x) = m+ e(x) (6)

where the expectation m is unknown and the expectation of
the residual e(x) is 0. The second-order smooth assumption
of the variable Z (x) is:

E [Z (x + h)− Z (x)] = 0

Var [Z (x + h)− Z (x)] = 2γ (h) (7)

where γ (h) is the proposed variable function based on the
spatial variability structure or the spatial continuity of the
random variable, the value γ (h) can be calculated in the case
of the limited sample. As in equation (8):

γ (h) =
1

2N h

Nh∑
i=1

[Z (xi + h)− Z (xi)]2 (8)
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FIGURE 5. U-direction deviation correction surface.

where Nh means the number of sample pairs used to calculate
the value of the variable function of the n-dimensional space
sample, the subscript h indicates that Nh is a function related
to the distance h. Z (xi + h) refers to the value of the random
variable, which deviates from the point xi by a distance h,
Z (xi) indicates the value of the random variable at xi, and
h is the spatial interval distance of the sample points. The
estimation formula for the Kriging estimation method is:

ẑ(x0) =
n∑
i=1

λiz(xi) (9)

z(xi) is the known value of the random function at (xi, yi)
whereas ẑ(x0) is the estimation of the random function at
(x0, y0). λi is a set of weight coefficients at the ith point
and n is the number of observed values used for estimation.
Satisfying the ẑ0 estimate of unbiased and when the variance
of estimation error is minimized, with the aid of Lagrange
multipliers and performing extreme value operations, the
derivation leads to the Kriging equations.

∑n

i=1
λiγ

(
xi, xj

)
+ µ = γ

(
xj, x0

)
, j = 1, . . . , n∑n

i=1
λi = 1

(10)

Its matrix form is:
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λ1
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λn
µ

 =

γ01
...

γ0n
1

 (11)

where γij = γ (xi − xj), represents that the distance is the
value of the variance function between xi and xj. Both the
left coefficient matrix and the vector to the right of the equal
sign are known, so the system of linear equations can be
solved to obtain the weights λi(i= 1, . . . ,n) and the Lagrange
multiplier µ. The above introduction to Kriging interpolation
theory allows a reasonable addition to the data for unknown
regions based on existing data.

In this paper, we use functions to describe the lens dis-
tortion surface and use interpolation functions to correct the
image distortion. By comparing with other kriging methods,
the ordinary kriging interpolation method is more efficient
in fitting and the deviation surface obtained is smoother,
which can describe the lens distortion better, so in this paper,
the ordinary kriging interpolation method is used for camera
calibration.

FIGURE 6. V-direction deviation correction surface.

FIGURE 7. Projection deviation of Multiple images in U direction.

C. THE KRIGING-BASED MODEL DISTORTION FUNCTION
The distortion correction function can be solved in the pixel
plane by combining the scatter points in A of III and the Krig-
ing interpolation theory in B of III. The corner point detection
algorithm in the literature [28] is used to detect the corner
points of a set of calibration board images as raw data, and the
deviation correction surface is generated by combining the
kriging interpolation function. The initial parameters passed
into the interpolation model are the actual pixel coordinates
ud and vd , in addition the δu, which allows to obtain the
deviation correction function about the U direction. Simi-
larly, the deviation correction function in V direction can
be obtained, as are shown in Figures 5 and 6. Finally, the
generated continuous function can be used to achieve error
correction for arbitrary pixel points. The correction forms are
as follows:

up = ud + δu (ud , vd )

vp = vd + δv (ud , vd ) (12)

where up and vp are the pixel coordinates after correction,
which are the ideal image coordinates. The δu and δv in
Eq. (12) can be described by the interpolation function as
follows.

δu = fu (ud , vd )

δv = fv (ud , vd ) (13)

where fu and fv are the Kriging interpolation function of the
adapted surfaces.

According to the multiple calibration images, several sets
of δu and δv values are obtained, and all the deviations are
projected into two three-dimensional spatial coordinate sys-
tems to obtain deviation correction surfaces generated by the
above method, as are shown in Figures 7 and 8, which are
then interpolated.

In order to obtain surfaces that accurately the lens distor-
tion, all surfaces are obtained by using a fitting method, as are
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FIGURE 8. Projection deviation of Multiple images in V direction.

FIGURE 9. U-direction deviation correction surface.

FIGURE 10. V-direction deviation correction.

shown in Figures 9 and 10. In this way, the error caused
by using a single surface to represent the distortion can be
averaged.

The flow chart of the proposed camera calibration method
in this paper is given, as is shown in Figure 11.

IV. EXPERIMENT
A. RESIDUAL COMPARISON OF PROJECTION
In the experiment, the camera is a MER-125-30UM model
camera produced by DAHENG Image, whose image resolu-
tion is 3840 pixels× 2784 pixels. A 25mmfixed-lens camera
is used to capture nine patterns of a check board, as is shown
in Figure 1. The size of the check board grid is 4× 4 mm,
and the method in [28] is used to detect the corner points in
the image. According to the method proposed in this paper,
the camera is calibrated by (4) using the corner points in the
400× 400 area around the image projection center, and then
the distorted pixel points are corrected by a deviation cor-
rection surface to complete the calibration experiment. The
corrected pixel points are projected into the world coordinate
system using the linear model (4), and the error between
the projected points and the actual world coordinates are
calculated. The formula is as follows:

Eij = ||M − M̂ij||2, i= 1, . . . ,m, j= 1, . . . ,n (14)

where || · || is the second paradigm of the vector, i denotes
the number of corner points for each picture, j indicates the

FIGURE 11. Flow chart of proposed method.

number of the pictures. The point Eij is the error correspond-
ing to each calibrated picture.

The above process is repeated 9 times, each time the cam-
era is calibrated with 9 patterns. For comparison purposes,
the experiments also give the projected errors which use
the Zhang’s calibration method for the same data, and the
experimental results are listed in Table 1.

From the experimental data in Table 1, it can be seen that
the maximum projection error calculated by the proposed
method is less than 1.6099e−12mm and the average projection
error is less than 7.1962e−14mm; the maximum projection
error of Zhang’s is less than 0.2320mm and the average
projection error is less than 0.0063mm. Further statistics show
that the mean projection error of the proposed method in
each experiment is about 5.9408e−14mm. By comparing the
root mean square (RMS), the proposed method is better than
Zhang’s calibration method, with less dispersion of the data.

B. PARALLEL LINE DISTANCE MEASUREMENT METHOD
In the traditional calibration method, the objective function
is usually the squared sum of the projected errors in all the
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TABLE 1. The projected errors.

corner point coordinates, which is minimized in the opti-
mization process. However, it is not sufficient to measure
the accuracy of the calibration method by only the inverse
projection error of the corner point coordinates, more points
should be used as a basis for measuring the accuracy of the
calibration. Then, a parallel line ranging method is proposed,
measurement the known distance of two sides of the square
on the check board, to evaluate the accuracy of different
calibration methods. The specific steps of the method are as
follows:

(1) Nine calibration check board images are used to com-
plete the calibration of the proposed method and Zhang’s
method respectively. The intrinsic matrix Amine and Azhang are
as follows.

Amine =

 5.0721e+03 −1.5678 1.9639e+03

0 5.0701e+03 1.3201e+03

0 0 1

 ,
Azhang =

 4.9437e+03 −2.4154 1.9506e+03

0 4.9459e+03 1.3370e+03

0 0 1

 .
(2) Select one of the calibrated images as measured image,

the rotation matrix are

Rmine =

 0.9917 −0.0242 −0.1266
0.0263 0.9995 −0.0155
−0.1262 0.0187 0.9918


and

Rzhang =

 0.9918 −0.0240 0.1259
0.0268 0.9994 −0.0209
−0.1253 0.0241 0.9918

 ,
the translational vector are

Tmine =

−37.6149−27.4417
165.5312

 and Tzhang =

−37.1987−27.9862
162.1240

 .

FIGURE 12. Parallel line ranging.

FIGURE 13. Window corner point detection.

The edge detection algorithm of the literature [29], [30] is
used to detect any two edges of the square in the image, as is
shown in Figure 12. The effect of corner point detection is
shown in Figure 13. The pixel coordinates of the square edges
are projected to world coordinates form the calibration data
of the two above calibration methods.

(3) The two lines lie in the same plane of the world coor-
dinate system (Z = 0), then the world coordinates of the
edge points can be fitted in the world coordinate system. The
equations of the parallels are as follows.

L1 : Ax + By+ C1 = 0, Z = 0

L2 : Ax + By+ C2 = 0, Z = 0 (15)

The whole measurement can be represented in Figure 14,
where the square is one of the check board grids in the
picture, and its true distance d = |C1 − C2| /

√
A2 + B2 is

the distance between L1 and L2 on the measurement plane.
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TABLE 2. Parallel line ranging results.

FIGURE 14. Parallel line detection principle.

The experiment is repeated to obtain multiple sets of exper-
imental data, and the results are listed in Table 2. It is shown
that the mean absolute error (MAE) of the proposed method
is 0.0271 mm whereas Zhang’s method is 0.0673 mm. The
RMS error is 3.9552 mm and 3.9799 mm respectively. The
experimental results show that the method proposed in this
paper has a high measurement accuracy.

V. CONCLUSION
To improve the calibration accuracy, a new distortion model
is proposed. Different from the previous models, the ran-
domness of distortion distribution is fully considered. In this
paper, the correction surface is obtained by Kriging interpola-
tion, which can accurately describe the distortion distribution
of a camera. In the experiment, compared with the traditional
method, the calibration method has been directly verified
to improve the measurement accuracy. This method is more
suitable for correction of lens with large distortion, such as
fish eyes.
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