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ABSTRACT The Open Radio Access Network (RAN) concept has been gaining wide acceptance in recent
network architectures, including 5G New Radio (NR) network deployments. Current Open RAN radio
implementation efforts, aim at integrating several white-box hardware elements and executing digital pro-
cessing on open-source software. When building such a software-based, 5G Open RAN platform, challenges
include achieving real-time execution times for demanding computational blocks of the 5GNRphysical layer
processing, such as Low Density Parity Check (LDPC) decoding. In this context, having already identified
both the capabilities as well as the challenges that Field-programmable Gate Arrays (FPGAs) offer for
accelerating LDPC, we present our novel LDPC FPGA accelerator system. In this paper, we contribute the
implementation details of our FPGA accelerator design as well as the process of integrating the accelerator
with OpenAirInterface (OAI), the basis for our 5G NR platform. For the first time in the literature, we show
an FPGA-based LDPC accelerator fully integrated with a complete software platform, that is able to achieve
more than 1.6Gbps decoding throughput and up to 13 times faster execution times compared to single
core software implementations. Finally, in our results, we show that LDPC encoding is more challenging
to accelerate due to lower computational complexity.

INDEX TERMS 5G New Radio (5G NR), accelerator, field-programmable gate array (FPGA), low density
parity check (LDPC), radio access network (RAN).

I. INTRODUCTION
A. BACKGROUND
Open Radio Access Network (RAN) architectures rely on
a split of the RAN functionalities, among the Radio Unit
(RU), the Distributed Unit (DU) and the Central Unit (CU).
The RU acts as the analog and digital front end for the
radio signal while the baseband unit (BBU) functions are
split between the DU and CU. The DU is responsible for
the digital signal processing of the physical layer. One of
the most ambitious promises of the Open RAN concept
is to enable the implementation of most RAN function-
alities on white-box hardware and open-source software,
including the physical layer processing on the DU. Several
previous works exploit the concept of implementing the
physical layer processing of the base station on software
and general-purpose processor machines. BigStation [1]
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aims at supporting multi-user multiple-input multiple-output
(MU-MIMO) in 4G Long Term Evolution (LTE) by utiliz-
ing several commodity machines while Agora [2] showcases
5G New Radio (NR)-like massive MIMO with a single
many-core server. Work in SWORD [3] presents a research-
oriented, software-based platform for exploring advance-
ments in the field ofmassiveMIMO.A variety of open-source
software projects exists either for LTE or 5G NR, such as
OpenAirInterface (OAI) [4]. Closed source software solu-
tions include Intel’s FlexRAN [5] and Amarisoft’s LTE and
5G NR suite [6].

However, computationally demanding processes such as
the Low Density Parity Check (LDPC), the channel coding
scheme for the physical uplink shared channel (PUSCH)
and physical downlink shared channel (PDSCH) of 5G
NR, impose the need for hardware accelerators. Works on
software-based processing highlight the need of offload-
ing LDPC decoding to Graphics Processing Units (GPUs)
or Field-programmable Gate Arrays (FPGAs) [2], [4].
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The O-RAN Alliance already works on standardizing the
interfacing of such hardware accelerators with the software
frameworks [7].

B. RELATED WORK
The researchers’ focus on processing LDPC in hardware has
led to notable results. Ref. [8] introduces a sub-base matrix
pruning scheme and the architecture for LDPC, improving
the throughput. Ref. [9] presents an improved hard-decision
LDPC decoder and explores the trade-off between latency
and performance. Both of the above works target 5G NR
applications but are not integrated in 5G platforms. Regard-
ing FPGA implementations, [10] and [11] propose novel
architectures on Altera FPGAs for improving LDPC decod-
ing in terms of throughput, complexity and performance.
LDPC decoders on Xilinx FPGAs are proposed in [12], [13],
and [14]. In contrast to the above hardware description
languages (HDL) designs, the work in [15] shows LDPC
decoders using high-level synthesis (HLS). Even though
some of the above FPGA works consider the 5G NR environ-
ment, not all of them support all the 5G LDPC configurations.
Furthermore, none of them reports the design of a complete
accelerator, including integration and evaluation with a com-
plete physical layer processing platform. The GPU decoder
for LDPC shown in [16] improves the sum-product algorithm
(SPA) and shows FPGAs to be faster but GPUs to prevail
with respect to development time. Similarly, [17] targets 5G
Cloud RAN improving GPU resources utilization. The above
GPU-based LDPC decoders are not integrated or evaluated
in a complete physical layer system. An application-specific
integrated circuit (ASIC) LDPC decoder, fully supporting
WLAN and Wi-MAX is in [18]. Regarding 5G NR LDPC
decoding, ASICs are presented in [19] and [20]. Ref. [19]
improves the hardware area while it maintains the decod-
ing performance. Ref. [20] proposes the combined min-sum
(CMS) decoder achieving low complexity, area efficiency and
high throughput. Ref. [21] proposes a 5GNRLDPC encoding
ASIC with decreased hardware complexity and increased
encoding throughput. None of the above ASIC solutions are
reported as part of a complete 5G processing system.

In all the aforementioned works there are no reported
integration results for a complete LDPC accelerator sys-
tem. Efforts towards implementing a complete FPGA-based
accelerator are reported in the OAI open-source 5G software
project. The FPGA design and driver are provided from the
industry and no implementation details are available to the
public. Their paper [4] reports a throughput of 300Mbps over
the channel with no LDPC configuration specifications. The
most complete and notable effort is in [22] introducing a GPU
LDPC decoding accelerator for NVIDIA GPUs, integrated
with the OAI 5G full-stack software. Its evaluation takes
into account not only the processing times but the complete
offloading process between the host and the GPU.

The industry offers individual LDPC IP Cores for FPGAs
such as the LDPC IP Core of Intel [23] and Xilinx [24].
FPGA solutions are also provided by Creonic [25] and

Accelercomm [26] with additional functionalities of the 5G
NR LDPC decoding chain. Finally, the NVIDIA Aerial [27]
offers Software Development Kits (SDKs) for GPUs in
software-based 5G RANs, including LDPC processing.

C. PROBLEM STATEMENT
Previously, our works were focused on our Soft and Open
Radio Design for Rapid Development, Profiling, Validation
and Testing (SWORD) platform [3] targeting LTE and utiliz-
ing the codebase of OpenAirInterface [28]. SWORD serves
as a testbed for research, development and validation of
advanced concepts for base station physical layer process-
ing [29], [30]. Currently, our efforts focus on extending the
platform towards supporting computationally demanding 5G
NR modes in real-time operation [31]. In order to address
the LDPC challenge we opt for hardware acceleration based
on FPGAs given that hitherto published LDPC accelerators
were not integrated in a complete software-based 5G system.
Consequently, the research question left unanswered are:

1) Which are the challenges and design considerations for
efficiently integrating the two platforms together, FPGA
and software on a general purpose machine?

2) How much can LDPC encoding and decoding benefit,
in terms of execution times, from FPGA offloading,
in the context of an entire physical layer system?

3) Where do the bottlenecks lie and how much do they
affect the speedup gains that can be achieved?

D. CONTRIBUTIONS
The current paper introduces a 5G NR compliant,
FPGA-based, LDPC accelerator system using commercial
off-the-self (COTS), open-source and custom developed
components, including the Xilinx LDPC IP Core. The accel-
erator is integrated with the open-source software OpenAir-
Interface, which is also the basis of our research platform.
For the first time in the literature, we aim to answer the
aforementioned research questions by contributing (a) the
FPGA design and software integration details, as well as
(b) the results that can be achieved from the LDPC accelerator
when evaluated in a complete system. This work further
promotes research in the field of FPGA-based LDPC process-
ing architectures since it highlights the necessary steps and
potential challenges for integrating such novel architectures
into complete systems.

This work, is an extension of the FPGA prototype of our
previous work in [32]. A more detailed analysis is performed
and several additional features are introduced by studying the
previously identified bottlenecks and future improvements:

1) We develop an optimized scheme for offloading packs
of multiple code blocks in a single PCIe transfer and
achieve by extensive pipelining a speedup of 13.5 com-
pared to the single core OAI software decoder; a result
improving significantly our previous [32] work.

2) We offload the Cyclic Redundancy Check (CRC) of the
3GPP 5G NR coding chain [33] and achieve savings in
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execution times of up to 76.8 us compared to the soft-
ware CRC implementation; these savings are additional
to the LDPC acceleration.

3) Moreover, we fully integrate our FPGA accelerator with
the full-stack 5G NR OAI software for the base station
and validate its functionality and decoding performance.

The paper is structured as follows. First, in Section II we
present a detailed analysis of our improved FPGA design of
the LDPC accelerator. Then, in Section III we contribute the
integration steps of the accelerator with the OAI codebase.
In Section IV we validate the FPGA accelerator system in
both physical layer as well as full-stack simulations and we
present the results that we achieve. Finally, in Section V we
indicate future directions before concluding in Section VI.

II. FPGA ACCELERATOR DESIGN
The current section presents the updated FPGA design of
our LDPC accelerator based on our initial work in [32]. The
high-level architectural overview of both the FPGA-based
accelerator and the software framework where it is integrated,
is shown in Fig. 1. On the FPGA side, we utilize two readily
available components which we integrate together and build
all the additional functionalities on top of them. First, for
the LDPC encoding and decoding processing we use the
commercially available Xilinx LDPC IP Core. Second, the
implementation of the Gen2, 8-lane PCIe external interface
of the FPGA is based on the Reusable Integration Framework
for FPGA Accelerators (RIFFA) [34]. RIFFA has proven to
be a satisfying solution so far, utilizing the available PCIe
bandwidth efficiently and with the RIFFA PCIe IP Core
exposing simple and easy to integrate hardware interfaces on
the FPGA side, the Channel Interfaces.

The newly developed, custom VHDL modules, LDPC
Encoder and Decoder Wrappers, include all the required
logic to perform the corresponding LDPC processing. Each
of these two modules is connected to its own RIFFA Channel
Interface as shown in Fig. 1. The distinct interfaces provide
independent and parallel access for both the LDPC encoding
and decoding functionalities. In this architectural configura-
tion, RIFFA is responsible for (de)multiplexing data to/from
the two Channel Interfaces on the PCIe link.

The FPGA architecture has a streaming functionality
where code blocks and their configurations are not stored
anywhere in the FPGA, instead they are just propagated
from one component to another. To support this organization,
individual code blocks or packs of code blocks carry their
configuration and status data on a 128-bit header. The above
design decisions allow for a minimal latency pipeline, since:

• Buffering is minimized and thus there is no need for
external memory which has increased read/write latency
when compared to fabric memory.

• Each of the LDPC Encoder and Decoder Wrappers can
still accommodate, by using buffers local to the compo-
nents, the maximum number of code blocks of the max-
imum size that OAI supports, in a single PCIe transfer.

This is 34 code blocks of 26112 bits/Log-Likelihood
Ratio (LLR) values each.

• There is no need for storing per-code block parameters, a
feature that allows the pipelining of multiple code blocks
with different configurations.

In the following two subsections, the VHDL design of the
LDPC Encoder and Decoder Wrappers is described in detail.

A. FPGA LDPC DECODER WRAPPER
The LDPC Decoder Wrapper is the VHDL entity responsi-
ble for performing all LDPC decoding related processing.
Its internal structure is shown in Fig. 2, which also high-
lights the additions on our previous LDPC prototype in [32].
It includes the Xilinx LDPC IP core and all the logic required
to interface it with the rest of the system, as well as to perform
additional functionalities. All components are designed to be
fully compatible to the AXI4-Stream interface.

The novel modules that have been developed and added
to the LDPC Decoder Wrapper are three. First, are the Pack
and Un-Pack components. These modules support multiple
code blocks to be offloaded in the same, continuous, PCIe
transfer. This allows for better utilization of the PCIe link
since PCIe is optimized for larger transfers. Also, a larger
number of code blocks can better take advantage of our highly
pipelined design and efficiently utilize the available LDPC
decoder IP Core throughput. Second novel module is the
Decoder CRC that accelerates the CRC functionalities of the
5G NR decoding chain. It is depicted in detail in Fig. 3.
The CRC I/O Control component enables or bypasses the
CRC functionalities based on the header of each code block.
If CRC is enabled, the data are routed to the CRC Core. The
CRC Core calculates, 8-bits in parallel, the CRC value of
each decoded code block and compares it with the original,
decoded CRC. It supports all the polynomials, CRC24A,
CRC24B and CRC16 that the specification defines in [33].
The third module is the RIFFA Channel to AXI4-Stream of
Fig. 2 that has been significantly revised since our previous
work in [32]. It translates the RIFFA Channel Interfaces to
AXI4-Stream interfaces that the rest of the design uses. It is
responsible for initiating and controlling the length of the
transmit and receive PCIe data transfers that can now carry
several code blocks.

With the use of the above three novel modules the complete
flow of the FPGA receiving, processing and transmitting a
single code block or a pack of code blocks is as follows:

(a) The first component of the pipeline, the RIFFA Channel
to AXI4-Stream module, handles the reception of PCIe
transfers via the receive RIFFA Channel Interface. It per-
forms the translation, forwards the incoming transfers to
a master AXI4-Stream interface and keeps them in local
buffering. Then, in the case of a pack of multiple code
blocks in the same PCIe transfer, the Un-Pack module
performs the unpacking.

(b) Next is the In FSM that handles the three distinct
AXI4-Stream input interfaces of the LDPC Decoder
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FIGURE 1. Architecture of the FPGA-based LDPC accelerator system.

FIGURE 2. Internal architecture of the LDPC decoder wrapper. Highlighted
in orange are the components that have been currently developed or
completely re-worked compared to our previous work [32].

FIGURE 3. Internals of the decoder CRC module.

IP Core. It feeds the header of each code block to the con-
trol interfaces while the data that follow are forwarded to
the data interface.When the LDPC decoding is complete,
the Out FSM handles the IP Core’s output interfaces.
First, it appends the output of the status interface as a
header to the outgoing code block and then, it extracts the
decoded data from the data interface. These two modules
were developed in our previous work [32].

(c) The Decoder CRC module follows, which performs the
CRC checking, and stores the result in the position of the
original CRC at the end of the code block.

FIGURE 4. Internal architecture of the LDPC encoder wrapper. Highlighted
in orange are the components that have been currently developed or
completely re-worked compared to our previous work [32].

(d) Then, the Pack module performs the code block packing
into a single PCIe transfer. Finally, the RIFFA Channel
to AXI4-Stream module forwards the PCIe transfer to
the transmit RIFFA Channel Interface after translating it
from the slave AXI4-Stream interface.

B. FPGA LDPC ENCODER WRAPPER
The LDPC Encoder Wrapper handles all LDPC encoding
related functionalities and its architecture is shown in Fig. 4.
Similarly to the LDPC Decoder Wrapper, the newly devel-
oped Pack and Un-Pack modules regarding the code block
packing are included in the design. TheEncoder CRCmodule
that is additionally developed, performs a part of the 5G NR
specified CRC functions. In the case of code blocks that
constitute segments of a transport block, the corresponding
CRC is calculated, 8-bits in parallel, and is appended at
the correct position at the end of each code block. After
CRC appending, the number of filler bits that is defined in
the 3GPP specification is appended as well. Finally, having
identified in [32] the LDPC output representation that OAI
requires, we also offload the OAI format matching function-
ality that was previously being performed in software. The
OAI Format module re-arranges the encoder IP Core output
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of continuous bits, to the format of each bit being represented
in a whole byte word as OAI requires. Having analysed the
functionalities of the above, newly developed blocks, the flow
of data being received, encoded and transmitted back to host,
is the same as for the LDPC Decoder Wrapper.

III. OAI SOFTWARE INTEGRATION
The completion of the FPGA-based LDPC accelerator system
concludes with the integration into the OpenAirInterface
codebase. OAI has been our target software platform of
choice from previous works [3], [31] since it has several fea-
tures that make it fit our needs for building a research-grade
platform. It is (a) entirely software-based which makes it
appropriate for the Open RAN concept, (b) open-source and
thus suitable for research purposes, (c) modular enough to
add/remove components with limited effort and (d) closely
following the 3GPP 5G NR specification.

For interfacing the host workstation with the FPGA accel-
erator over PCIe, the RIFFA framework and driver is used.
On top of the RIFFA software, for integrating the main
OAI processing application with the functions that RIFFA
provides, the custom Encoder andDecoder Offloading Func-
tions are developed. Each of the Offloading Functions is
bound to the corresponding RIFFA Channel Interface that the
LDPC Encoder or Decoder Wrapper resides on the FPGA
side. The two different RIFFA Channel Interfaces can be
accessed at the same time by different threads thus allowing
independent transfers of data to and from the LDPC Encoder
and Decoder Wrappers on the FPGA. The entire architec-
ture is illustrated in Fig. 1. Both the Encoder and Decoder
Offloading Functions perform similar functionalities. First,
they formulate the 128-bit header that is attached to each code
block or pack of code blocks. To do so, they map already
existing OAI parameters to the format that the LDPC IP Core
requires and calculate additional ones regarding the number
of code blocks to be offloaded, the sizes of the PCIe transfers,
the CRC offloading functionalities, etc. Code block pack-
ing follows where multiple code blocks are arranged inside
the buffer to be transmitted by means of memory copies.
The RIFFA function call for transmitting the buffer to the
FPGA, over PCIe is then performed. Even though the transmit
function only returns after the transmission is complete, the
system is designed in order for the reception to be initiated
from the FPGA side and start even before transmission is
complete. This allows for a highly pipelined operation in the
case of large number of code blocks in the same PCIe pack,
where different code blocks of the pack can be at the same
time in the transmit, the LDPC processing and the receive
pipeline. The Offloading Functions then call the RIFFA
receive function, and when the reception is complete, the
resulting packed code blocks are copied to the output buffers.
Finally, useful status parameters are extracted from the header
of each received code block, such as the number of LDPC
decoding iterations performed or the result of the decoded
CRC checking. The above development of the Offloading
Functions leads to the FPGA-based accelerator supporting all

the available combinations of LDPC parameters at run-time,
in an automated away and thus being fully 5G NR compliant.
Furthermore, caution has been taken to minimize expensive
software operations such as memory copies in order to keep
the FPGA offloading overheads to the absolutely necessary
ones.

Apart from the development of the custom Offloading
Functions, complete integration with OAI includes modifi-
cations in the LDPC data formats. First, while both the OAI
and Xilinx LDPC decoder accept LLR values of 8-bit size
as their input, the Xilinx decoder requires that the values are
saturated to 6-bits and have their sign inverted. To achieve
this, the OAI code for performing the existing LLR 8-bit
saturation is extended with Single Instruction Multiple Data
(SIMD) optimizations resulting in negligible overhead for the
additional operations. Second, the output representation of
the OAI LDPC encoder accommodates a single encoded bit
inside a byte word. To avoid re-arranging the output of the IP
Core to the above format in software, by means of expensive
bit-shifting operations, the format matching functionality is
now being performed on the FPGA side.

IV. RESULTS AND ANALYSIS
In this section, we are presenting the implementation and
integration results of our FPGA-based LDPC accelerator. The
FPGA accelerator design of section II is implemented on a
XilinxVC707 development boardwhich features the Virtex-7
XC7VX485T-2FFG1761 FPGA. The entire FPGA develop-
ment and implementation workflow is done within the Xilinx
Vivado software suite. The accelerator is physically mounted
on a Gen 2 × 8 PCIe slot of a Linux workstation. The
workstation is operating Ubuntu with a low-latency kernel
and has an 18-core Intel(R) Core(TM) i9-7980XE CPU @
2.60GHz and 64GB of RAM.

A. FPGA DESIGN IMPLEMENTATION RESULTS
All the user interfaces of the PCIe components as well as
the LDPC encoder and decoder wrappers have achieved an
operating frequency of 250MHz in the FPGA. The impact of
the entire design on the fabric resources of the FPGA is shown
in Table 1.

TABLE 1. FPGA resources utilization.

The utilization is kept low to medium for most of the
resource types, with the LDPC Decoder IP Core taking
up the largest share of it. The above results indicate that
it is possible to include more processing blocks inside
the FPGA in the future. These could include more func-
tionalities of the LDPC coding chain of 5G NR such as
(de)segmentation, rate-(de)matching and (de)interleaving.
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Also, given the availability of more independent RIFFA
Channel Interfaces, entirely independent blocks could also
potentially be offloaded. These could include more instances
of LDPC Encoder/Decoder Wrappers for increased LDPC
throughput or other demanding physical layer processing
blocks such as Fast Fourier Transforms (FFTs) or Inverse
FFTs (IFFTs).

Regarding power, we use the power estimation tool of the
Xilinx Vivado software suite to provide a power measure-
ment for the entire accelerator design regardless of run time
parameters such as LDPC configuration, design idle time, etc.
The tool reports a total on-chip power of 5.897W. Out of this,
0.332W is attributed to static power while 5.565W is dynamic
power due to the design activity. The 5.565W of dynamic
power is distributed among the different FPGA components
as shown in Table 2.

TABLE 2. FPGA dynamic power distribution.

We observe that the absolute largest amount of power
is attributed to the RIFFA PCIe IP Core component, and
to its internal FPGA transceiver in particular, that han-
dles the PCIe interfacing of the accelerator. This finding
should be taken into consideration when designing and
evaluating the power of individual LDPC processing archi-
tectures on FPGAs. Significant power overheads can occur
when such an architecture is integrated into a complete
system.

B. VALIDATION AND DECODING PERFORMANCE RESULTS
After integrating the FPGA accelerator with the OpenAirIn-
terface codebase for the base station processing, we validate
its functionality in terms of correctness. To do so, first,
we utilize the physical layer simulators that OAI provides.
In nr_dlsim and nr_ulsim simulators, the FPGA accelerated
encoder and decoder are validated respectively, for all the
available 5G NR Modulation Coding Scheme (MCS) and
number of resource blocks (RBs) values that OAI supports.
Additionally to the physical layer validation in previous
work [32], the FPGA accelerator has now also been verified
in the context of the entire 5G NR stack by using the RF
Simulator full-stack tool that OAI provides.
Regarding LDPC decoding performance, the Xilinx LDPC

IP Core that we use for the FPGA decoding, is implementing
normalized and offset min-sum decoding algorithms. The
above algorithms offer increased decoding performance since
they constitute a better approximation than the min-sum
approximation that the OAI software decoder utilizes. In the
context of our system, we have experimentally identified the
normalized min-sum algorithm, with a normalization value
of 0.75, to yield the best performance results. The Xilinx
LDPC IP Core user guide provides an extensive evaluation

FIGURE 5. FPGA-based decoding performance against OAI decoder.
Results presented are for QAM64, code block size K = 8448, 5 decoding
iterations and all supported code rates of base graph 1, R = 1/3, 2/3 and
8/9 correspondingly.

of the decoder performance with regards to several LDPC
parameters and our FPGA implementation does not alter this
performance in any way. Still, in order to justify our choice
with numbers and show that there is no sacrifice in decoding
performance, we provide an indicative comparison of the
decoding performance of the OAI and FPGA implementa-
tions. Measurements taken include the entire physical layer
stack in order to be able to extract conclusions regarding the
decoding performance in the context of a complete system.
For the same reasons, we present the results of the decoding
performance in terms of Block Error Rate (BLER) instead of
Bit Error Rate (BER), if a single code block does not pass the
CRC check then it is reported as erroneous. In Fig. 5 we show
the decoding performance for both the FPGA-based decoder
and the OAI software decoder for selected configurations.We
observe that, for 5 decoding iterations, for the code rate of
R = 8/9 there is a performance advantage of about 1.5dB
of the FPGA decoder. As the code rate becomes lower and
the number of available parity bits increases the decoding
performance of the two implementations slowly converges.
Results are consistent with the findings in [35] where the
min-sum OAI decoder is significantly outperformed by nor-
malized min-sum and offset min-sum decoders.

C. SPEEDUP AND EXECUTION TIME RESULTS
In order to evaluate the latency and throughput capabilities
of our FPGA-based LDPC accelerator, we perform exe-
cution times benchmarking by utilizing the ldpctest test-
bench that OAI provides. All FPGA related execution time
measurements take into consideration the entire offloading
process and include, host-to-FPGA, LDPC processing and
FPGA-to-host times. All OAI software execution time mea-
surements are extracted by executing the LDPC encoder and
decoder on a single core of the host general purpose machine.
The LDPC decoding throughput numbers presented for our
FPGA accelerator refer to decoded throughput. In contrast
to encoded throughput that also includes parity bits, decoded
throughput takes into account only the decoded, original,
information bits which are the ones that matter to the end user.
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It is calculated as

Throughput =
CBs× K
Tdec

(1)

where K is the code block size, CBs the number of decoded
code blocks and Tdec the execution time required to decode
all the aforementioned code blocks.

1) LDPC DECODER ACCELERATION RESULTS
Regarding LDPC decoding in OpenAirInterface, the LDPC
parameters that affect the computational complexity and thus
the execution times of the OAI software decoder are:
• Code block sizeK that includes all the original, uncoded,
information bits.

• Code rate R, that indicates the ratio of original informa-
tion bits K to the total number of encoded bits N that
also include parity bits. For a givenK , a smaller Rmeans
more parity bits to decode.

• Base Graph (BG) that is inferred based on K and R as
defined in the 5G NR specification [33].

• Number of iterations for the decoding algorithm that can
affect the complexity in a linear fashion.

• Number of distinct code blocks (CBs) to be decoded.
If the original message is larger than the maximum
CB size of K = 8448 it has to be segmented into
several CBs.

Additional results and a detailed quantitative analysis regard-
ing the above relation of LDPC parameters to the OAI soft-
ware decoder implementation can be found in [35].

Based on the above explanation of LDPC parameters,
in Fig. 6 and 7 we present extensive speedup results of
the FPGA-based LDPC decoder, when compared with the
software OAI LDPC decoder, at 2 and 5 decoding iterations
respectively, and for 4 different numbers of code blocks
packed in the same PCIe transfer. The selected LDPC config-
urations presented include the largest code block size, K =
8448, of BG1, a relatively small code block size, K = 1280
of BG2 and the minimum and maximum code rates, R =
1/5, 2/3 and R = 1/3, 8/9, of both BGs, correspondingly.
The results of both figures, for offloading a single code block,
validate the findings of our previous work in [32] where not
all LDPC configurations are favoured by FPGA offloading.
Smaller code block sizes and small number of iterations result
in less computations where hardware acceleration can be
overshadowed by the overheads of the PCIe data transfers.
However, in the context of high throughput 5G NR config-
urations where the number of code blocks increases due to
increased QAM modulation order and increased number of
allocated resource blocks, the picture changes drastically.

Our latest improvements of packing multiple code blocks
in a single PCIe transfer allow for a more efficient utilization
of the available PCIe bandwidth and pipelining capabilities
of our FPGA design, which in turn, results to significant
speedup gains. From the 2 figures, the most significant results
occur for 5 decoding iterations. For the most computationally
demanding decoding configuration of 5 iterations, K = 8448

FIGURE 6. FPGA accelerated LDPC decoding speedup, when compared to
OAI software decoder, for 2 decoding iterations. The configurations
include the minimum and maximum code rates of selected code block
sizes of K = 1280 and 8448, of both BGs and for number of code blocks
(CBs) 1, 10, 25, and 34. In previous work [32] only the results for 1 CB
were extracted.

and R = 1/3, the speedup plateaus after the number of
offloaded code block increases to 10 due to approaching the
maximum throughput of the LDPC decoder IP Core. It is
worth noting, that for the less demanding code rate of 8/9,
at 5 iterations, our pipelined offloading design can efficiently
utilize the increased LDPC IP Core throughput as the number
of code blocks increases, reaching a speedup of 13.5.
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FIGURE 7. FPGA accelerated LDPC decoding speedup, when compared to
OAI software decoder, for 5 decoding iterations. The configurations
include the minimum and maximum code rates of selected code block
sizes of K = 1280 and 8448, of both BGs and for number of code blocks
(CBs) 1, 10, 25 and 34. In previous work [32] only the results for 1 CB
were extracted.

In order to highlight the advantages of our FPGA accel-
erator, in Table 3, we isolate the best performing LDPC
decoding configurations out of the extensive benchmarking
results presented in Figures 6 and 7. We showcase execution
times for both the FPGA decoder and the OAI software
decoder as well as the throughput that the FPGA decoder
achieves. The configurations presented are:

TABLE 3. FPGA LDPC decoding best metrics & configurations.

(a) 2 Iterations, 34 CBs,R = 8/9,K = 8448with the highest
decoding throughput of 1.650Gbps.

(b) 5 Iterations, 34 CBs, R = 1/3, K = 8448 with the largest
reduction in absolute execution time of 6.9× 103uswhen
compared to single core OAI decoder.

(c) 5 Iterations, 34 CBs, R = 8/9, K = 8448 with the
greatest speedup of 13.5.

The results comparison with the software OAI decoder is
done for a single core but modern systems utilize several
general-purpose processor cores to decode multiple blocks
in parallel. This, in the best case, can reduce the execution
time of processing multiple code blocks down to the time
of processing a single code block. Still, our results indicate
that the latency of our FPGA LDPC decoder accelerator can
potentially compete against such multi-core implementations
as well. For example, for decoding a single code block ofK =
8448,R = 1/3 with 5 iterations the OAI software decoder
requires 252.3us. Our FPGA accelerator can decode 8 code
blocks of the same configuration in less time, at 211.8us.
A trade-off analysis between number of available cores and
latency/throughput requirements can be performed in a con-
text specific to each system.

Finally, on top of the significant speedups that we have
shown for LDPC decoding, our newest additions of offload-
ing the CRC calculations further reduce execution times.
To evaluate this, we compare the CRC execution times
between the OAI software and the FPGA-based implemen-
tation of the CRC calculation and checking. In Table 4 we
summarize the results for two different configurations:
(i) MCS 28 and 106 RBs, resulting in 10 code blocks and

decoded in 5 iterations.
(ii) MCS 28 and 273 RBs, resulting in 25 code blocks and

decoded in 5 iterations.

TABLE 4. CRC offloading execution times.

When the CRC functionalities are performed in software,
the FPGA offloading time includes only LDPC decoding
while the software post decoding time includes CRC calcu-
lation, extraction of decoded CRC and comparison. When
the CRC functionalities are performed in the FPGA, the
offloading time includes both decoding and CRC calculation
and comparison whereas the software post decoding time
only includes the extraction of the CRC comparison result.
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FIGURE 8. FPGA accelerated LDPC encoding speedup when compared to
OAI software encoder. Results are shown for two different code block
sizes, K = 1280, 8448 and for 1,8,16 and 32 code blocks (CBs). In previous
work [32] only the results for 1 CB were extracted.

We observe that the execution times savings in the post
decoding time are proportionate to the number of code blocks.
Given the small latency penalty in the total offloading time of
about 10uswhen offloading CRC to the FPGA, the maximum
reduction in execution time for configuration (ii) is 76.8us.

2) LDPC ENCODER ACCELERATION RESULTS
Our results in [32] for encoding a single code block indicated
that offloadingmight not be favourable, especially for smaller
code block sizes. Given our newest additions to our FPGA
accelerator where we can offload several code blocks at once,
and process them in a pipelined manner, we re-evaluate the
execution times and speedup achieved. In Fig. 8, we show
the speedup results for our FPGA LDPC encoder, for code
block sizes K = 1280, 8448 and four different numbers of
code blocks when compared to the OAI software encoder.

Our latest results once again validate that offloading
smaller code block sizes for LDPC encoding is not efficient.
Additionally to our previous work, we now show that even
when offloading multiple code blocks of the maximum size,
K = 8448, the software-based OAI encoder starts outper-
forming the FPGA accelerator. There are several reasons
for this. First, the OAI software LDPC encoder is highly
optimized for processing several code blocks at once and this
explains the reduction in speedup, for the large code block
size K = 8448, as the number of code blocks increases. The
second reason, is the much less computationally demanding
nature of LDPC encoding where the software execution times
are considerably lower compared to the LDPC decoding.
The above leads to any acceleration on the FPGA being

FIGURE 9. OAI LDPC encoder, FPGA encoder offloading and processing
total, and FPGA processing only execution times for code block size
K = 8448 and for 1,8,16 and 32 code blocks.

overshadowed by the PCIe data transfers. This issue is high-
lighted in Fig. 9 where we present detailed execution time
results for both the FPGA and OAI encoder. We observe that
from the FPGA offloading plus processing total time, only
a relatively small amount is attributed to the FPGA encoder
processing. The rest is offloading overheads which can take
up to 62% of the total time for encoding 32 code blocks of
the maximum sizeK = 8448. The PCIe transfers between the
two platforms are identified to having the largest contribution
to these overheads. In particular, the FPGA-to-host transfer,
is observed to constitute a throughput bottleneck by having,
in the worst case, 24 times larger size than the host-to-FPGA
transfer due to the inclusion of parity bits and the representa-
tion of one encoded bit with an 8-bit word. With the overhead
of data transfers being identified as the main obstacle for
achieving meaningful acceleration for the LDPC encoding
process, we propose that encoding accelerators should imple-
ment newer PCIe generations with higher number of lanes,
than the Gen 2 × 8 used in the current work. This will result
in more available PCIe bandwidth.

3) COMPARISON TO RELATED WORK
In order to provide additional context to our work, in this
subsection, we compare the latency and throughput results
of our FPGA-based accelerator with selected, notable related
publications that target different hardware platforms for 5G
NR LDPC decoding. Some of the comparisons are only
indicative and serve the purpose of just showcasing the
current state-of-the-art results in LDPC decoding. Direct
comparisons for drawing hard conclusions on a fair basis
between different implementations in the literature can be a
challenging task to perform for several reasons:
• Most related works perform standalone evaluation of
their LDPC architectures. Our work takes into account
overheads from integration of our accelerator into a
complete, software-based 5GNR platform and evaluates
the execution time of the entire offloading process.

• Available works in the literature often provide limited
results in terms of different LDPC configurations (code
block size, code rate, etc.) or even omit mentioning their
configurations at all.

• Benchmarking methodology and measurements are not
always suitable for performing comparisons or are not
described in enough detail.
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TABLE 5. LDPC decoders comparison.

• Different platforms offer different trade-offs such as
power consumption, resources utilization, etc., that are
not highlighted when performing an execution time and
throughput only comparison.

With the above considerations in mind, in Table 5, we present
the decoding latency and throughput results of our work
along with indicative, related ones for different implemen-
tation platforms. As many LDPC parameters as possible are
included for each table entry. In some cases, missing parame-
ters have been inferred from the available parameters of each
publication, to the best of our knowledge.

In [22], a GPU LDPC decoding accelerator is presented.
Similarly to our work, the accelerator is fully 5G NR com-
patible and integrated with the OAI software. We observe
that for decoding 1 CB with the exact same configuration,
the decoding latency measurement that the GPU provides
is 87us while the FPGA provides 61.65us. The FPGA also
has an execution time advantage when decoding 25 CBs
in 608.40us compared to the GPU that requires 700us for
decoding 20 CBs (the closest available number of CBs).
However, the FPGA decoder lacks in throughput in the above
two cases as well as in the maximum throughput of 1.6Gbps
achieved. Still, it is not clear if the measured throughput
for the GPU refers to encoded or decoded throughput. Our
FPGA accelerator throughput is calculated as the decoded
throughput, taking into account only the decoded information
bits. Finally, GPUs are known to consume more power than
FPGAs in many applications but the authors do not provide
an exact measurement to verify this. In [19] and [20], the
ASICs that are proposed achieve a maximum throughput
of 10.860 and 3.040Gbps correspondingly but without any
latency measurement. ASICs are known to operate at higher
frequencies and consume less power than FPGAs, at the cost
of no flexibility and reprogrammability that FPGAs offer.
In contrast to our work, the above two ASIC implementations
do not support all the 5G NR LDPC configurations and
their throughput is evaluated standalone without integration
in a complete system. Finally, in [12] an FPGA architecture
is proposed for LDPC decoding, targeting Xilinx Kintex

Ultrascale+ devices. The authors provide a measurement
of 71Mbps of decoded throughput for one particular LDPC
configuration and for a standalone evaluation of their design.

V. FUTURE WORK
Based on the results that we presented in the previous
section, we discuss on potential future improvements of our
FPGA-based LDPC accelerator system. First, due to the
increased interest in hardware acceleration for LDPC, more
specialized hardware is becoming available. The Xilinx Zynq
Ultrascale+ FPGAs include the Soft Decision Forward Error
Correction (SD-FEC) [36] hardened blocks that are dedicated
only for LDPC and Turbo codes processing at 667MHz. Such
an FPGA is integrated into the Xilinx T1 Telco Accelerator
card [37] that also supports newer PCIe generations and
increased number of lanes. Porting our design in such state-
of-the-art boards has the potential to further improve latency
and throughput results. Another way forward with regards to
better execution time results, would be to offload consecutive
functionalities of the 5G NR specified coding chain [33]
to the FPGA. Such functionalities include (de)segmentation,
rate-(de)matching and (de)interleaving and offloading them
could result in significant acceleration as profiling results
of our previous work show that they contribute a non triv-
ial amount of the total physical layer processing time [32].
Given the wide acceptance that the O-RAN Alliance speci-
fications have been gaining, it could be beneficial to claim
such compliance. For interfacing with hardware accelera-
tors, the O-RAN Alliance is considering adopting the Wire-
less Baseband Device (BBDEV) library. Adding support for
BBDEV interfacing to the FPGA accelerator would require
development of additional VHDL components to handle all
the operations that BBDEV defines, other than just transmit-
ting/receiving to/from a queue. Finally, given that modern
general purpose machines can include several tenths of cores
it would be worth performing a trade-off analysis that takes
this into account. Multiple LDPC code blocks can be pro-
cessed by different software threads and thus the total LDPC
decoding execution time can potentially be reduced down to
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the decoding of a single block. Thus, given the number of
cores that can be allocated for performing LDPC decoding,
the LDPC configurations that favour FPGA offloading might
differ.

VI. CONCLUSION
In the current paper we showcased, for the first time, a high
throughput, FPGA-based accelerator for LDPC processing
that is fully integrated with a research oriented, software-
based, and 5G NR compliant platform. Drawing from our
previous experience, we have presented a highly efficient
FPGA design, based on a Xilinx IP Core, for LDPC encoding,
decoding and CRC calculations of the 5G NR coding chain.
When integrated with OAI, the accelerator can achieve an
LDPC decoding throughput of up to 1.6Gbps and a speedup
of up to 13 timeswhen compared to the single core implemen-
tation of the OAI LDPC decoder.Moreover, the LDPC encod-
ing process is of much less computational complexity and
thus acceleration by hardware offloading is more challenging
to achieve. Finally, we indicate potential future improvements
to our accelerator system for achieving better performance
andwider interoperability as the Open RAN concept requires.
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