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ABSTRACT Tokenization is a significant primary step for the training of the Pre-trained Language Model
(PLM), which alleviates the challenging Out-of-Vocabulary problem in the area of Natural Language
Processing. As tokenization strategies can change linguistic understanding, it is essential to consider the
composition of input features based on the characteristics of the language for model performance. This study
answers the question of ‘‘Which tokenization strategy enhances the characteristics of the Korean language
for the Named Entity Recognition (NER) task based on a language model?’’ focusing on tokenization,
which significantly affects the quality of input features. We present two significant challenges for the NER
task with the agglutinative characteristics in the Korean language. Next, we quantitatively and qualitatively
analyze the coping process of each tokenization strategy for these challenges. By adopting various linguistic
segmentation such as morpheme, syllable and subcharacter, we demonstrate the effectiveness and prove
the performance between PLMs based on each tokenization strategy. We validate that the most consistent
strategy for the challenges of the Korean language is a syllable based on Sentencepiece.

INDEX TERMS Named entity recognition, Korean pre-trained languagemodel, natural language processing,
tokenization, linguistic segmentation, agglutinative language.

I. INTRODUCTION
Tokenization, the process of segmenting text into sub-unit
tokens, is an essential and fundamental step for the Natural
Language Processing (NLP) task. Therefore, the segmenta-
tion method constituting this step determines the strategy’s
effectiveness. Raw text is segmented into subword units
in the NLP field and used as an input for language mod-
els. Recent subword tokenization is a powerful method to
alleviate the challenging Out-of-Vocabulary (OOV) problem
[31], and algorithms such as Byte-Pair Encoding (BPE) [43],
Wordpiece [49], or Sentencepiece [20] correspond to this.
Tokenization using these methods is robust against the OOV
problem compared to lexical standard-based tokenization,
allowing the model to better capture the semantic and syn-
tactic meaning of words in context by decomposing words
into smaller token units. We prove its effectiveness for the
Korean language with agglutinative characteristics, which
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are difficult to segment, compared to English or European
languages using Latin alphabets.

Named entity recognition (NER) is a critical task that
identifies mentions of named entities from an unstructured
text and identifies predefined semantic types such as a person,
location, or organization [28]. It is often used as a preproces-
sor to address various NLP tasks, such as question answering
and information retrieval. Therefore, the performance of the
NER model is fundamental as it directly affects the perfor-
mance of these tasks. State-of-the-art NER systems are based
on a Pre-trained Language Model (PLM) and have achieved
outstanding performances in a variety of downstream tasks in
the NLP field, such as text classification [48], answering of
questions [15], and text generation [2]. The self-supervised
learning objectives of PLM, such as masked language mod-
eling (MLM) and next sentence prediction (NSP), allow it to
more effectively handle a language’s semantic and syntactic
information within text.

Despite the outstanding performance of PLM in the
Korean NER task, it is necessary to fully understand the
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characteristics of the language for the PLM to extract mean-
ingful entity information effectively. Language model-based
studies using alphabetic languages in recent NER tasks
address the sequence labeling problem by segmenting tokens
in units without entirely understandable linguistic features
before subword tokenization [29], [47]. On the other hand, the
Korean language requires an in-depth linguistic segmentation
method rather than a whitespace unit. This is because the
meaning of a word changes according to the postposition
of the entity, as does the meaning of a syllable or mor-
pheme based on the consonant and vowel system consisting
of the initial consonant, vowel, and final consonant. Thus,
to effectively classify entities into predefined classes in the
Korean NER task, it is necessary to create a model that can
fully understand the language linguistically via the separation
of a meaningful entity from the postposition or the careful
consideration of a syllable or morpheme unit composed of
consonants and vowels.

Amore detailed linguistic segmentation scheme is required
for this. Some concepts in this study can be confusing if
not clearly stated, and we will clarify the concepts here.
Linguistic Segmentation (LS) refers to dividing tokens into
linguistically granular units before the tokenization step,
and tokenization implies subword tokenization. Linguis-
tic tokenization strategies encompass these two concepts.
We implement this with the sequential combination of lan-
guage segmentation and subword tokenization.

Research needs to extract entities based on a complete
understanding of the characteristics of the Korean language.
This extraction is not done with the existing classical lexical
standard-based tokenization or the segmentation schemes that
are effective for alphabetic languages, but with linguistic
tokenization strategies leveraging linguistically detailed unit
segmentations such as morpheme, syllable, and subcharac-
ter. We construct input features with various linguistic tok-
enization strategies so that PLM can fully understand the
corpus when considering the linguistic characteristics. PLMs,
generated according to the input features tokenized by each
strategy, learn the data to different degrees of understanding.
We verify the experimental results which reveal that PLMs,
which ably reflect language characteristics, demonstrate a
superior ability to capture entities in the Korean NER task.
The contributions are summarized as follows:

1. We present two linguistic issues in the NER task of the
Korean language with agglutinative characteristics. In this
regard, we prove the importance of linguistic tokenization
strategies centered on the Korean language by analyzing the
quantitative and qualitative effects of the strategies.

2. We pre-train the RoBERTa model using three subword
algorithms (BPE, Wordpiece, Sentencepiece) and verify their
effectiveness in the NER task to reveal the most appropriate
tokenization method to apply linguistic segmentation.

3. We propose an objective comparison of the performance
based on linguistic tokenization strategies in the Korean NER
task by pre-training the language model with the linguis-
tic segmentation and tokenization method verified in (2) to

TABLE 1. Consonant and vowel letters based on their position.

answer our primary motivation, i.e., ‘‘Which linguistic tok-
enization strategy is most optimal for the Korean NER task
using a language model?’’

II. BACKGROUND
Korean, unlike general phonemic writing systems such as
alphabets, uses a combination of consonants and vowels
called jamo as a character as shown in Table 1. The consonant
is classified as either an initial consonant or a final consonant
depending on the configuration position, and double con-
sonants are used depending on the word combination. For
example, as shown in Table 2, theword ‘ (seed)’ is written
like ‘ ’ instead of ‘ ’, which is a combination
of the initial consonant letters (‘ ’), vowel letters (‘ ’)
and final consonant letter (‘ ’), which may not exist in any
character.

The Korean language is agglutinative in its morphology.
An agglutinative language with intermediate characteristics
of isolating and inflectional language is a synthetic language
with morphology. For example, the role of a word is deter-
mined by the root and suffixes. As shown in Table 3, unlike
an inflectional language, which is distinguished from an
agglutinative language by its tendency to use an inflectional
morpheme as a root to express syntactic or semantic features,
its words may contain different morphemes to determine
their meanings, but all of these morphemes tend to remain
unchanged after their unions.

The smallest component units of a Korean sentence are
eojeol, which are separated by whitespace units. They make
take 3 different forms: ‘word only’, ‘substantive with a gram-
matical morpheme’ and ‘stem with grammatical morpheme’.
Thus, ‘word only’ and ‘substantive’ can represent the entity
for the NER perspective. A grammatical morpheme, which
denotes grammatical relations by suffixing a substantive such
as a noun or numeral, is called a josa. Grammatical mor-
phemes represent diverse grammatical relations by suffixing
a stem, and it is referred to as the ‘ending’. For example,
the sentence ‘ (I eat bread)’ is composed
of three eojeol: ‘ (I)’ acts as the subject by combining with
the josa ‘ ’, ‘ (bread)’ serves as the object by combining
with the josa ‘ ’ and the stem ‘ (eat)’ acts as a verb by
combining with the ending ‘ ’.

III. RELATED WORKS
A. NAMED ENTITY RECOGNITION
NER aims to recognize the identification of entities that
have a specific meaning from unstructured text. Most NER
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TABLE 2. An example of syllable combinations in the word ‘ (seed)’.
‘nan’ implies that there is no letter. Unlike the other two positions, the
last consonant may not have the letter.

TABLE 3. Examples of phrases according to the combination of
morphemes. The ‘stem’ ‘ (jab-)’, which means ‘catch’ above, cannot be
composed alone, but can be composed with the ‘ending’ ‘ (da)’.

approaches are based on a sequence labeling task that predicts
the word which is the entity in a given sentence. Tradi-
tional feature-based machine learning algorithms, like Hid-
den Markov Models (HMM) [9], Support Vector Machine
(SVM) [10], Decision Trees [42], Conditional Random Field
(CRF) [24], and Maximum Entropy Models [14], have been
applied in supervised learning-based NER systems [1], [34],
[44], [50]. These approaches use hand-crafted features that
are an abstraction over text where a word is represented by
one or many boolean, numeric, or nominal values. It does not
consider the semantic context. To tackle this problem, neural
NER models based on deep learning have been proposed
[7], [25]. Because these approaches capture semantic con-
text using distributed representation instead of hand-crafted
features, they have been successful in many NLP tasks,
including NER. More recently, PLMs based on transform-
ers [46] with large corpus have been proposed to enhance
the context-aware distributed representation [8], [30]. These
approaches have achieved state-of-the-art performance for
the NER task.

Previous studies used traditional machine learning
approaches for the NER task in Korean [6], [12], [26],
which did not take into account the agglutinative charac-
teristics of the Korean language and required hand-crafted
features. To alleviate this problem, some studies tried apply-
ing deep-learning-based approaches (e.g., Recurrent Neural
Network (RNN) and Convolution Neural Network (CNN))
with methods to consider linguistic characteristics of the
Korean language such as morpheme and syllable features
[13], [22], [23], [36]. The current state-of-the-art system for
a Korean NER is based on the PLM. Ma and Hovy [18] used
subword tokenization with PLM, in which the OOV problem

is dramatically reduced. Further, Matteson et al. [27] pro-
posed a PLM with a tokenization strategy that combines the
subcharacter with aWordpiece algorithm to capture linguistic
features in Korean.

B. RECENT TOKENIZATION METHODS
Recent representative tokenization methods such as BPE,
Wordpiece, and Sentencepiece have applied subword algo-
rithms that address OOV problems. For example, BPE is a
subword algorithm that iteratively replaces the most frequent
pair of bytes in a sequence with a single, unused byte. The
Wordpiece algorithm does not rely on the frequency of char-
acter pairs, but adds the character pairs that maximize the
likelihood to the vocabulary using a language model. Sen-
tencepiece is similar to Wordpiece in that it uses a language
model to build the vocabulary. It is a language-independent
subword tokenizer that does not require any language-
specific processing. It provides both BPE and unigram-based
implementations [19].

C. TOKENIZATIONS FOR KOREAN
Some studies address OOV problems in Korean with various
segmentation methods [17], [21], [40]. Ott et al. [4] demon-
strate that applying BPE is more effective in reducing the
OOV rate than using standard lexicon-based tokenization.
In addition, some studies show that a model with subcharacter
segmentation has a lower OOV rate for specific tasks [27].
Other studies compare the performance of Korean domain
tasks in tokenization, considering linguistic features [33],
[35], [39]. Still, the composition of input does not have
sufficient quality, and it is not clear which method is opti-
mal for considering the various agglutinative characteristics
of the Korean language. In other words, the comparison
on Korean tokenizations, a significant component required
for understanding the language, is insufficient, and there is
a lack of information for objective indicators. This study
experiments with the performance of the Korean NER task
with various tokenization strategies considering the linguistic
characteristics of the Korean language and provides objective
interpretations.

IV. ENHANCED TOKENIZATION STRATEGIES FOR
KOREAN
A. LINGUISTIC CHALLENGES IN NER
NER, especially for morphologically rich languages like
the Korean language, is challenging due to the nuances of
an agglutinative language and the intermediate characteris-
tics between isolating and inflectional languages. The chal-
lenges are synthetically divided into two parts in the NER
task. The first challenge is that the meaning of an eojeol
can vary depending on the grammatical morpheme that is
post-positioned in constructing the eojeol. For example, the
meaning of the noun ‘ (I)’ can change depending on the
josa postpended to it, such as ‘ (I am)’, ‘ (to me)’
or ‘ (my)’. Also, the meaning of the verb ‘ (be)’
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TABLE 4. Example tokenization of a Korean sentence, ‘ .’ (‘Geobukseon is a warship of the Joseon dynasty era.’).
LS indicates linguistic segmentations and includes Original, Morpheme, Syllable, and Subcharacter, which split sentences using linguistic techniques. Each
slash (/) symbol in the sentence denotes a separator.

TABLE 5. Transformation of word token by jamo subcharacter
composition. The red character indicates each transformed subcharacter.

depends on the ending that follows, such as ‘ (will be)’
or ‘ (or)’. The second challenge is that a jamo, which
consist of a consonant and vowel, can be represented differ-
ently depending on the meaning of the morpheme, which is
the smallest meaningful lexical unit.

Table 5 shows the flexibility of jamo to change themeaning
of the morpheme completely. In the first line, ‘ (cow)’ com-
posed of ‘ ’ and ‘ ’ is transformed in meaning to ‘ ’ which
means ‘nose’ due to the variations of the initial consonants.
In the second line, the initial consonant ‘ ’ remains fixed, and
the vowel changes from ‘ ’ to ‘ ’ which changes themeaning
to ‘ (poem)’. Finally, in the third line, a ‘ (cow)’ consisting
of the original meaning, i.e., ‘ ’ and ‘ ’ can be changed to
‘ (hand)’ by adding ‘ ’ which serves as the final consonant.

B. LINGUISTIC SEGMENTATIONS
Inspired by previous linguistic studies, we scrutinize the
effectiveness of tokenization strategies with various linguistic
segmentations by morphologically granular morpheme, syl-
lables, and subcharacters. To utilize tokenized text as input
features for language models, we construct tokenization with
linguistic segmentation (LS) as a vital process. The Korean
language, which is an agglutinative language, uses eojeol,
which not only divide sentences with simple whitespaces, but
are also divisible into richmorphological units. Therefore, for
language models to recognize entities based on a complete
understanding of text, more detailed segmentation methods
are essential for the challenges described in previous sections.

In this section, we describe the effectiveness of segmen-
tation by morphemes, syllables, and subcharacters. The two
former can capture the relationship between the entity and
josa, which cannot be identified in eojeol, and the lat-
ter is effective at understanding jamo. Table 4 shows the
results of applying LS and LS + Tokenization to a sample
sentence ‘ ’, which means

‘Geobukseon is awarship of the Joseon dynasty era.’. It shows
that each LS is morphologically different according to the
tokenization strategy applied to the unigram algorithm-based
Sentencepiece. The description of each LS is as follows.

Original separates sentences into eojeol units by whites-
pace. However, there is no segmentation of the grammatical
morpheme attached to the postposition. In the table 4 men-
tioned above, there are entities representing ARTIFACT (AF)
and DATE (DT), respectively. In general linguistic expres-
sions, each of the former corresponding to ‘ (Geobuk-
seon)’ and the latter, corresponding to ‘ (Joseon
dynasty era)’ is followed by a josa such as ‘ (Eun)’ or ‘
(Ui)’. However, it cannot be segmented by whitespace.

Morpheme can capture the relationship between the entity
and josa that could not be captured in eojeol by segmenting
the sequence data into morpheme units rather than whites-
paces without any semantic impairment of meaning. This can
separate josa, such as ‘ (Eun)’ and ‘ (Ui)’, which were
not separated in the original, and subdivide the sentence into
more precise units.

Syllable, which segments all tokens individually into a
single syllable, can distinguish between entity and josa. Fur-
thermore, it is possible to capture the semantic change of
jamo from the syllable segmentation that does not impair
the meaning. Table 4 shows that the whitespace between the
words ‘ ’ and ‘ ’ is also segmented into a
token.

Subcharacter is capable of recognizing and separating
structural properties in which the meaning of the morpheme
varies depending on the consonants being joined. For exam-
ple, changing the initial consonant ‘ ’ produces com-
pletely different words from ‘ (war)’ to ‘ (ship)’. The
subcharacter-based model, which learns the corpus in units of
letters, includes features that have learned the characteristics
of the initial consonant, and thus can capture the change.
However, it is challenging to identify the relationship between
the entity and the grammatical morpheme because fragments
undermine the meaning of some entities.

C. PROPOSED ENHANCED LINGUISTIC TOKENIZATION
STRATEGIES WITH PLM
Currently, PLMs are preferred in downstream NLP tasks.
This study uses the Robustly Optimized BERT pre-training
approach (RoBERTa) [30] that was proposed by Facebook.
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FIGURE 1. An overview of the Pre-trained Language Model with various
linguistic tokenization strategies.

This model uses the same architecture as BERT and mea-
sures the impact of hyper-parameters and training size for
further improvement. BERT uses static masking, which is
randomly 15% of words for each iteration but is replaced by
dynamic masking in RoBERTa. The goal of the model is to
predict words given their context, which is suitable for long
segmented sequences of text and token unit entity recognition
tasks.

We focus on tokenization strategies to enhance the Korean
language’s linguistic characteristics and not simply achieve
the best model performance. Our PLMs with each differ-
ent linguistic tokenization have their own set of vocabulary,
which is utilized in the pre-training process. Figure 1 is an
overview of the language model with the tokenization strate-
gies that we propose. As shown in Table 4 and Section IV-B,
the input sentence X = {X1, . . . ,Xn} is input to PLM after
extracting text features from each linguistic segmentation
method with light colors, generating various tokenization
types with LS in dark colors. Finally, it shows the overall flow
of classifying the corresponding token’s label and each token
classification from the proposed model.

V. EXPERIMENTS
A. DATASETS
There are four representative Korean NER datasets. NIKL
NER Corpus distributed by the National Institute of Korean
Language (NIKL), an institution that establishes the norm for
Korean linguistics, AIR & Naver NER Challenge revealed
at the Korean Natural Language Processing Competition held

by Naver and Changwon University, KMOU NER corpus
distributed by Korea Maritime University (KMOU), And
KLUE, which stands for Korean Language Understanding
Evaluation and was recently released to evaluate the ability of
Korean models to understand natural languages. We show the
statistics of the datasets in Table 6. In addition, we designate
the datasets of NIKL and KMOU at a ratio of 8:1:1 for
training, development, and testing, respectively. AIR&Naver
without a development set evaluates it as test validation,
and KLUE, which does not open a test set, evaluates the
development set as a test.

1) NIKL NER CORPUS
NIKL NER distributed by NIKL with a total of 3 million
words includes Korean word dictionaries and the Sejong
Corpus [5], and includes 15 label tags to recognize entities.1

2) AIR AND NAVER NER CHALLENGE
AIR & Naver corpus benchmarking the CoNLL-2003 [45]
format, which is mainly used in NER, was designed by
Changwon National University for public competition with
90,000 corpus sizes and 14 classes of entity.2

3) KMOU NER CORPUS
KMOU NER corpus is built by Korean Marine and Ocean
University.3 Named entities are tagged for approximately
24K utterances with ten classes, including name, time, and
number types.

4) KLUE DATASETS FOR NER
KLUE [41] is a benchmark dataset with 8 Korean natural
language understanding tasks, including NER. KLUE uses 6
entity types according to the convention of two existing tag
sets: Korean Telecommunications Technology Association
NER guidelines4 and MUC-7 [3].

B. EXPERIMENTAL SETUP
This study builds on the foundation of unsupervised and
large corpus pre-training models segmented into various sub-
words in Korean text. The problem we address would not
have been revealed without a study of PLMs and prior tok-
enization strategies. Recent studies of PLMs are based on
the pre-training and fine-tuning approach and have achieved
outstanding performance in various NLP tasks [2], [8], [30].
Based on this effective approach, the model is a RoBERTa
architecture, pre-trained by dynamically changing the mask-
ing pattern. We use the Korean Wikipedia dataset5 in the
pre-training process for the primary contribution to which the
tokenization strategy can produce the most optimal language

1https://corpus.korean.go.kr/
2http://air.changwon.ac.kr/?page_id=10
3https://github.com/kmounlp/NER
4https://committee.tta.or.kr/data/standard_view.jsp?nowPage=2&pk_

num=TTAK.KO-10.0852&commit_code=PG606
5https://dumps.wikimedia.org/kowiki/latest/kowiki-latest-pages-

articles.xml.bz2
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TABLE 6. Main entity categories and their division ratio in the dataset.

TABLE 7. Hyperparameter settings for Korean RoBERTa pre-training.
We primarily adopt the original RoBERTa optimization hyperparameters
except with 100K for the number of updates, 6K for the warmup steps,
and a peak learning rate of 7e-4.

model in Korean NER by fixing constraints other than text
tokenization. For our model, we pre-train the model (10 days)
using FAIRSEQ6 [38] a PyTorch-based deep learning library,
with 4 A6000 GPUs per model utilizing each tokenization
strategy.

For our experiments, we use the NER dataset to verify the
effectiveness of our proposedmethod. Our primary purpose is
to verify the performance according to tokenization strategies
based on the language model in Korean, which has aggluti-
native language characteristics. The premise is that PLM has
distinct characteristics and achieves different performances
for each tokenization. Thus, we focus on evaluating effective-
ness in tokenization types. Table 7 shows the hyperparameters
in the pre-training step. Considering the difference in the size
of the dataset from the original RoBERTa, we set the total
updates to 100k, adjust the warmup steps and learning rate
at an equal rate, and follow the RoBERTa configuration for
other settings.

Next, we describe the fine-tuning environment setting for
evaluating four NER datasets. As we fixed the environment
in the pre-training process, we set consistent fine-tuning con-
figurations for other hyperparameters except for tokenization
strategies with a batch size of (#B) = 128, learning rates

6https://github.com/pytorch/fairseq

TABLE 8. Fine-tuning hyperparameters for NER task. The settings are the
same except #L: learning rate and #ME: max sequence length.

(#L) ∈ {1 × 10−4, 3 × 10−5, 5 × 10−5, 7 × 10−5}, weight
decay (#WD) = 0.1, and max sequence length (#MSL) =
128. In this process, our max epochs (#ME) ∈ {10, 20} are
standard except when early stopping occurs, which is based
on validation values of the development dataset. Considering
that the model’s performance may fluctuate depending on
the initialization value, the average score with five random
initialization values is recorded. Details of hyperparameters
are as follows in Table 8.

C. EXPERIMENTAL PRELIMINARIES
1) EVALUATION METRIC
Perplexity (PPL), a variant of raw probability, is primarily
used as an evaluation metric for language models. The PPL
corresponds to the intrinsic evaluation and represents the
degree of the model’s confusion on a test set. It indicates
that low PPL and linguistic understanding are in inverse
proportion and the inverse probability of the test set. A
word sequence of length N in the full sentence W =

(w1,w2, . . . ,wN ) is specified as a Wordpiece. BPE based on
an n-gram algorithm that estimates the next word by looking
at the previous n-1 words is given in Equation 1.

PPL(W )bpe,wordpiece = P(w1,w2, . . . ,wN )

= P(w1)P(w2|w1) . . . P(wn|wn−1)

=

N∏
i=1

P(wi|wi−1) (1)

Sentencepiece, a unigram algorithm based on the individ-
ual probabilities of a specific word from a training corpus,
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is written as Equation 2.

PPL(W )sentencepiece = P(w1,w2, . . . ,wN )

= P(w1)P(w2) . . . P(wN )

=

N∏
i=1

P(wi) (2)

PPL is expressed as the following Equation 3 by applying
the chain rule with the inverse probability normalized to the
number of words and calculating with a bigram language
model.

PPL(W )′bpe,wordpiece = P(w1,w2, . . . ,wN )−
1
N

=
N

√√√√ N∏
i=1

1
P(wi|wi−1)

(3)

As indicated by the inverse in Equation 3, the higher the
conditional probability of a word sequence, the lower the
PPL. Therefore, minimizing the PPL is equivalent to maxi-
mizing the test set probability given by the language model.

F1-score, which is to evaluate the effectiveness of our
methods, is the most widely used quantitative measure for
the NER task. As a standard indicator to compensate for the
shortcomings caused by only using accuracy for evaluation,
the F1-score is the harmonic value of precision (P) and recall
(R). It is calculated by the following Equation 4.

P =
|C|∣∣Sp∣∣ ,R = |C||Sr | ,F1 = (

R−1 + P−1

2
)−1 = 2 ·

P · R
P+ R

(4)

where Sp represents the set of predicted correct answers, Sr
denotes the ground-truth answer collection, and C = Sp

⋂
Sr

are the correct answers.

2) OPTIMAL SUBWORD ALGORITHM FOR KOREAN
SEGMENTATION
We proceed with a practical preliminary step to verify the
subword algorithm that is most suitable and robust for the
Korean NER task with BPE, Wordpiece, and Sentencepiece
to alleviate the challenging OOV problem. In Table 9, we set
the identical experimental environment by unifying all the
hyper-parameters except for the subword algorithm.We com-
pare the PPL between the trained PLMs and verify its perfor-
mance by fine-tuning our dataset.

Figure 2 shows the PPL of each PLM learned by the above
three subword algorithms. As shown in Table 7, we proceed
with a batch size (#B) = 8K, learning rate (#L) = 1e-6, and
number of total updates (#U) = 100K in this pre-training
process. Wordpiece’s language comprehension was slightly
better in the range between 20,000 and 40,000 updates in
each PLM (#P), but eventually, the highest language compre-
hension was indicated by the lowest PPL (#P = 3.27) in the
RoBERTa pre-trained with the Sentencepiece (blue line).

In Table 9, we pre-experiment with the effectiveness of
entity recognition by fine-tuning the three PLMs to various

FIGURE 2. Verification of linguistic understanding of pre-trained RoBERTa
for three subwords: BPE, Wordpiece, and Sentencepiece.

NER test sets. As a result, the best-segmented algorithm of
the three subwords in the NER task compared to the other
two subwords is the Sentencepiece-based RoBERTa, which
shows the best performance on all datasets while showing
a low PPL. In other words, it can be concluded that this
subword is an algorithm that effectively segments Korean
language entities to generate input features, and we pre-train
the RoBERTa model with tokenization strategies that apply
various linguistic segmentations to Sentencepiece.

3) MeCab-KO: MORPHOLOGICAL ANALYZER FOR KOREAN
The morphological analyzer used for morpheme segmenta-
tion in this study uses Mecab-ko, an open-source Korean
morphological analyzer that is an extended version of the
CRF-based Mecab7 [37]. It was originally developed to mor-
phologically analyze Japanese, which has a morphological
and structurally similar linguistic form to the Korean lan-
guage.Mecab-ko was trained using the largest Korean Sejong
corpus, which was manually annotated by Korean language
experts. It is a widely used tool with a high performance for
various Korean NLP tasks.

4) NER TAGGING SCHEME
Previous studies [11], [16], [32] generally adopted the Inside-
Outside-Beginning (IOB) tagging scheme for sequence label-
ing problems, where each token in a sentence is labeled with
a symbol tag, such as B-PER and B-LOC, which implies the
person and location, respectively, or O when it doesn’t tag
anything. The B- and I- prefixes indicate the tags of beginning
and inside, respectively. This study leverages this structure of
annotation for predefined tags in the corpus.

D. EXPERIMENTAL RESULTS
In Table 10, we show our quantitative experimental results.
We designate SP_Original generated with a unigram-based
Sentencepiece with pre-trained RoBERTa models as a base-
line and compare it with the approaches based on other
tokenization strategies. The four different models for NER
show a comparable performance for each dataset. We set the
vocabulary size of the rest to 32,000, except SP_Syllable for
this experiment. Average Length, which is the segmented

7https://bitbucket.org/eunjeon/mecab-ko
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TABLE 9. RoBERTa based on the subword. The hyperparameters in the middle refer to #B = batch size, #L = learning rate, #U = the number of total
updates, and #P = perplexity. The right side shows the performance of fine-tuning processes of each dataset. The evaluation metric is f1-score (%).

TABLE 10. Performance of various tokenization-based models and datasets for the NER task. SP is Sentencepiece followed by the segmentation method.
The OOV rate values in the table are obtained in the fine-tuning process, but the values are not proportionate to the model performance.

TABLE 11. Entities with & without josa for more detailed segmentation in NER task.

length of a sentence, tends to get longer as the segmenta-
tion is more detailed. For example, in SP_Subcharacter, it is
segmented to a length similar to the SP_Original, although
the word is further segmented because duplicate tokens are
removed when generating subword embeddings. Crucially,
there is a performance improvement of other PLMs that
have gone with the LS step compared to SP_Original, which
reaches a maximum of +4.87%. This proves that the lan-
guage model can recognize entities more effectively when
more linguistic andmorphological segmentations are applied,
compared to tokens simply segmented into eojeol units.
SP_Morpheme, SP_Syllable, and SP_Subchar show perfor-
mance improvements of +0.79%, +2.83%, and +0.52% on
an average, respectively, compared to SP_Original. Com-
pared to SP_Original, SP_Morpheme better captures the
relation between entity and josa, which is postposition, and
SP_Syllable considers the relationship between an entity,
josa, and syllable meaning. Because the SP_Subchar has
a relatively fine-grained unit token that separates a single
syllable into the initial consonant, vowel, and final consonant,
it captures changes in the meaning of the morpheme and
shows a higher performance.We can say that the SP_Syllable,
which has the best performance on all datasets, is the most
accurate model that segments the jamo and josa from the
entity. One notable phenomenon is that the lower the OOV
rate related to model performance, the better the model

performance. However, although SP_Subchar shows the low-
est OOV rate because the characteristics of SP_Subchar lead
to a semantic-damaged segmentation that separates some
final consonants with josa from the entity, it has a relatively
low performance of entity recognition. This is discordant with
other models.

E. CASE STUDY
To verify the effectiveness of respective tokenization in the
NER task, we conducted a case study analyzing the relation-
ship between entity and josa in linguistics. Table 11 shows
the change of the performance in 4 datasets from an entity
without josa to an entity with josa. The result of our case study
reveals that the latter’s performance is much higher than that
of the former, which proves that josa is significant for under-
standing themeaning of the entity in the sentence. In addition,
entity and josa must be input separately as different tokens for
josa to directly contribute to understanding themeaning of the
entity in the encoding process of josa. This is shown by the
fact that the performance of SP_Morpheme and SP_Syllable
segmentation methods, which separate entity and josa, are
superior to that of SP_Original and SP_Subchar. In particular,
SP_Syllable, which showed the highest performance com-
pared to other models, is the method that most consistently
captures the change in the meaning of eojeol, according to
josa.
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VI. CONCLUSION
This study answers the question of ‘‘which tokenization strat-
egy is optimal in the Korean NER task’’ by two detailed
analysis processes, focusing on tokenization applied with
various segmentation schemes in the Korean language. First,
we propose two significant challenges in the NER task
regarding the construction process of eojeol and jamowith the
agglutinative characteristic of the Korean language. Second,
we present tokenization strategies employing various linguis-
tic segmentations, morpheme, syllable, and subcharacter, and
analyze their effectiveness quantitatively and qualitatively.
We verify the subword algorithm that is optimal with BPE,
Wordpiece, and Sentencepiece, and pre-train RoBERTa by
tokenization through combining our proposed linguistic seg-
mentation. In conclusion, it can be observed that considering
the semantic change by the josa following the entity and jamo
is the most significant factor in the Korean language and is a
more challenging task compared to other languages due to
its agglutinative nature. We can conclude that SP_Syllable,
a linguistic tokenization strategy segmented by syllable, is the
most suitable strategy for the Korean NER task. Building on
this study, we plan to study PLMs with a training objective
that can consider the linguistic characteristics of the Korean
language in the future. We believe our work will serve as an
objective indicator of tokenization strategies in the Korean
NER task.
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