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ABSTRACT A two-step efficiency optimization of a three-phase voltage source inverter with series R
damped LCL filter is proposed. The first optimization step aims to find the optimal parameters of the series R
damped LCLfilter at rated load conditions. The objective function of step-one is tominimize the values of the
passive elements of the filter-stage. Afterward, themagnetic cores of inductors are thoroughly designed using
soft magnetic powder materials. This design is proposed to specify the smallest core-size required based on
the value of the inductance found in step-one of the optimization. The second optimization step aims to
optimally select the switching frequency of the inverter-stage considering load variations. This optimization
is based on the optimized filter-stage parameters. The proposed objective function of step-two aims to
minimize the power losses in the inverter-stage and filter-stage while limiting the harmonic-levels at the point
of common coupling. Detailed loss-formulation including filter-stage core and copper losses is thoroughly
presented. Teaching-learning-based optimization algorithm is adopted to perform the optimization problem.
Experiment and simulation are done to justify the proposed optimization procedure.

INDEX TERMS Voltage source inverter (VSI), passive filters, teaching-learning-based optimization
(TLBO), core losses.

I. INTRODUCTION
Inverter output is to be interfaced with the utility-grid through
a low-pass filter-stage. This filter-stage is used to ensure that
harmonics are within the limits specified by international
standards. In high-order filters, the high input-admittance at
the resonance frequency may require using either a passive
or an active damping technique. Both techniques are used
to attenuate the peak value of the input-admittance of the
filter at the resonance frequency. If active damping is used,
the number of sensors is increased, complicated controllers
are needed, and the robustness of the filter may not be
ensured [1]–[4]. Conversely, passive damping allows grid-
connected VSI to be more robust and more stable. Unfor-
tunately, the cost of the filter will be increased, and more
losses will be generated [5]–[9]. Damping resistors are used
to reduce the risk of harmonic amplification at the point of
common coupling (PCC) and hence minimize interactions
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between source and load impedances [10]–[12]. Damping
resistors are connected in series or parallel with the filter
capacitor. The simplest topology in design and implementa-
tion is the series R damped LCLfilter. This topology is simple
in design and implementation, reduces the attenuation, sup-
presses the peak resonance, but unfortunately, may increases
damping power losses.

Achieving high efficiency for grid-connected VSI with
series R damped LCLfilter is desirable by reducing the power
losses of the inverter-stage and the filter-stage and by limiting
the harmonic-levels at the PCC. However, this leads to an
increase in the cost unless an optimization is performed. A
Teaching-learning-based optimization (TLBO) algorithm is
utilized in this work to optimally select the values of the filter-
stage parameters and the switching frequency in order to
maximize the overall efficiency considering load variations.

Inverter-stage power losses are categorized as switching
losses (Turn-on and Turn-off), static losses (block-
ing/conduction), gate driver losses, and diode reverse recov-
ery losses [13]. The significant power losses are due to
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the turn-on and turn-off of the semiconductor switch, the
diode turn-off (reverse recovery), and the conduction losses.
Whereas the blocking and gate driver losses are insignificant
and are ignored.

The efficiency of the inverter-stage depends on the modu-
lation technique to be utilized. Different pulse-width modula-
tion (PWM) techniques are introduced in literature to enhance
inverter’s efficiency [14]–[18]. In [14] different PWM meth-
ods including sinusoidal PWM (SPWM), space vector PWM
(SVPWM), and discontinuous PWM (DPWM) are utilized to
model inverter-stage losses. The DPWM reduces the switch-
ing losses, inverter size, and cost. The near state pulse-width
modulation (NSPWM) was proposed in [15]. The difference
between the NSPWM method and the conventional meth-
ods is in the ability to reduce the common mode voltage
(CMV), commonmode current (CMC), and switching losses.
In [16], the minimum switching losses PWM (MSLPWM)
method, which is basically an SVPWM with special switch-
ing sequences, is proposed. This technique leads to reduc-
tion in switching losses and harmonic distortion over the
conventional SVPWM. The variable switching frequency
PWM (VSFPWM) methods is proposed in [17] to reduce
switching losses with the same output current quality as the
SVPWM method. By reducing the number of commutation
without increasing the load, the high power side losses and
driving losses are reduced.

Filter-stage power losses include: (i) the magnetization
losses due to hysteresis and eddy current; which is known as
the core losses, (ii) copper losses, and (iii) damping losses.
There are four approaches to formulate the magnetization
losses; hysteresis model, empirical equation (improved Stein-
metz equation), the loss separation approach, and calculation
of the losses with a loss map [19] and [20]. Steinmetz’s equa-
tion (SE) is an empirical equation that is used to calculate the
core losses with sinusoidal excitation. This equation depends
on the magnetization frequency and the maximum magnetic
flux density. Different version of Steinmetz’s equation are
reported in literature [21]–[23].

Since the inverter output is non-sinusoidal, the modified
Steinmetz equation (MSE) is proposed as an improvement
to Steinmetz equation (SE). Modified Steinmetz equation
defines the physical origin of the losses and assumes a rela-
tionship between the time variation of magnetic flux (B)
and core losses [21]. The magnetization frequency in SE
is replaced by an equivalent frequency in MSE. However,
this method is not self-consistent because of the random
definition of the average flux changing rate (dB/dt) and
the significant change of Steinmetz coefficient (α) with the
equivalent frequency.

The generalized Steinmetz equation (GSE) which is the
development formulation of MSE is used for the calculation
of core losses with non-sinusoidal waveforms. This method
is more accurate than MSE [22]. In most cases, the GSE
requires only readily available sinusoidal losses data. This
formulation uses the instantaneous flux density and its chang-
ing rate to describe the core losses. Improved generalized

Steinmetz equation (IGSE) is used to calculate the losses
of any flux waveform without requiring additional param-
eter beyond the parameter of SE. This equation replaces
the instantaneous flux density by its peak-to-peak value.
Improved generalized Steinmetz equation has a better accu-
racy for extreme duty cycle cases and switching frequency
applicability [23]. However, in some application, where the
losses are calculated based on a constant flux, the IGSE is
not highly accurate.

Waveform coefficient Steinmetz equation (WCSE) is used
to link non-sinusoidal waveform to a sinusoidal waveform.
This process is achieved by using a coefficient defined as the
ratio between the area of magnetic flux density waveform for
non-sinusoidal and sinusoidal.WCSE gives an accuracymore
than GSE and IGSE for normal duty cycle range [23]. Regret-
tably, the equation is not valid for low switching frequency
applications.

Improved improved-generalized Steinmetz equation
(IIGSE) calculates the core losses caused by magnetic relax-
ation process [19]. There are four additional parameters to be
added to the model compared to the previous models. These
parameters should be obtained by measurement, and hence
the IIGSE is complicated for practical use. The author of [20]
introduced an approach to calculate the core losses under DC
bias condition. This approach is called the Steinmetz pre-
magnetization graph (SPG)where the graph shows the depen-
dency of the Steinmetz parameters on pre-magnetization.

Filter-stage copper losses are considering the winding of
magnetic components including skin and proximity effects.
The magnitude of these losses depends on the ac and dc
resistance. Analytical and numerical methods for calculating
the winding copper losses are reported in literature [24]–[30].
Analytical methods such as Bessel function method and
Dowell’s method are presented in [24] and [25]. Finite ele-
ment (FE) analysis is used to calculate the copper losses
in an arbitrary level of accuracy as in [26]. Loss under the
condition of non-sinusoidal excitation currents is considered
in [27]. The one-dimensional method for calculating the AC
resistance of multilayer winding is proposed in [28] and [29].
In [30] the author presented an efficient solution of a FE
method to evaluate the copper losses in current carrying
conductor.

Based on the previous discussion, the power losses asso-
ciated with the inverter-stage and the filter-stage are highly
dependent on the selection of switching frequency, which will
be mathematically introduced in the next section. Accord-
ingly, this selection is vital in improving the total efficiency of
the system. In this study, a two-step optimal design methodol-
ogy to minimize the power losses of the inverter-stage and the
filter-stage is proposed. The proposed algorithm adaptively
changes the switching frequency of the system considering
load variations.

II. INVERTER-STAGE LOSS FORMULATION
Three-phase VSI, which has six IGBTs with antiparal-
lel diodes is utilized in this study and is defined as the
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FIGURE 1. Optimization of grid-connected voltage source inverter with
series R damped LCL filter.

inverter-stage as in Figure 1. The current flow through the
IGBT switches multiplied by the small voltage drop across
the switch during the on-state introduces conduction losses.
For SPWM, the average conduction losses in the IGBT
(PC_IGBT ) and the antiparallel diode (PC_Diode) can be given
as in (1-2) [31] and [32].

PC_IGBT =
VCE0ipk

2π
+
Roni2pk

8

+

(
VCE0ipk

8
+
Roni2pk
3π

)
mcosθ (1)

PC_Diode =
V f0ipk
2π

+
Rf i2pk
8

+

(
V f0ipk

8
+
Rf i2pk
3π

)
mcosθ (2)

whereRon andVCE0 are the on-state resistance and threshold
voltage of IGBT, respectively. Those parameters are found
from the voltage-current characteristics curves in manufac-
turer datasheet. The parameter m is the modulation index,
cosθ is the power factor, Rf and Vf 0 are the on-state forward
resistance and threshold voltage of the diode, respectively.
ipk is the peak value of the output phase current. The curve
fitting method is used to determine the losses in terms of
collector current, junction temperature, dc-link voltage, and
gate resistance.

The switching losses occur because of the transitions from
on-state to off-state and vice versa. Curve fitting method is
used to determine the turn-on energy (Eon) and the turn-off
energy (Eoff ) per pulse. These energy losses are expressed
in terms of collector current (ic), junction temperature (T j),
gate resistance (Rg), and dc-link voltage (Vdc). The average
switching losses in the IGBT (Psw_IGBT ) can be expressed in
term of switching frequency (f sw) as follow in (3-5) [32].

Psw_IGBT =
Eon + Eoff

π
f sw (3)

Eon = Eon(ic,T j)∗
Eon(Rg,on)

Eon(Rg.on.test)
∗

Vdc

Vdc,test
(4)

Eoff = Eoff (ic,T j)∗
Eoff (Rg,off )

Eoff (Rg,off ,test)
∗

Vdc

Vdc,test
(5)

where Rg,on is the turn-on gate resistance and Rg,off is
the turn-off gate resistance. The subscript ‘test’ denotes the
parameter value, which is used in the tests for energy losses
measurements.

The diode reverse recovery losses occurred because of
stored charges in the depletion layer and the p or n layers
when the diode transition from the conducting to the non-
conducting state. By using curve-fitting method, the reverse
recovery energy (Err) can be expressed in term of diode’s
forward current (if ), gate resistance (Rg), dc-link voltage
(Vdc), and junction temperature (T j) as in (6-7) [32].

Prr_diode =
Err
π
f sw (6)

Err = Err(if ,T j)∗
Err(Rg,on)

Err(Rg,on,test)
∗

Vdc

Vdc,test
(7)

According to the previous analysis, the total losses of the
inverter-stage is formulated as in (8).

P loss_total = 6(PC_IGBT + PC_diode + Psw_IGBT
+Prr_diode) (8)

III. FILTER-STAGE LOSS FORMULATION
A. CORE LOSS FORMULATION
The core losses calculation is a vital step to design the
LCL-type filter. Several methods of empirical approaches
have been developed to calculate core losses of the filter-
stage. The Steinmetz equation is the most common method.
It is defined with sinusoidal excitations as in (9) [19].

PC = k · f a · Bβm (9)

where k, a, and β are the Steinmetz parameters provided by
the manufacturer in the cores-datasheet or through curve fit-
ting. The parameterBm is themagnitude of the acflux density
and f is the excitation frequency. The MSE was developed
to calculate the core losses with non-sinusoidal excitations.
It expresses the relation between core losses and the time
variation of magnetic flux density (dB/dt) as in (10-11) [21].

PC =
(
k · f a−1

eq · Bβm
)
· f (10)

f eq =
2

1B2π2

∫ T

0

(
dB
dt

)2

dt (11)

where 1B is the peak-to-peak magnetic flux density, f is the
excitation frequency and f eq is the equivalent frequency. The
GSE considers both the variation ofmagnetic flux density and
the instantaneous value as well. It can be used to calculate
core losses for any flux density waveform as in (12-13) [22].

Pc =
k1
T

∫ T

0

∣∣∣∣dBdt
∣∣∣∣α |B(t)|β−αdt (12)

k1 =
k

2β−α2πα−1
∫ 2π
0 |cos θ |

α dθ
(13)
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where B(t) is the instantaneous flux density and T is the
period of fluxwaveform. The impact ofmagnetization history
is considered by using the IGSE. This method replaces the
instantaneous magnetic flux density with the peak-to-peak
value as in (14-15) [23].

Pc =
ki
T

∫ T

0

∣∣∣∣dBdt
∣∣∣∣α |1B|β−αdt (14)

ki =
k

2β−α2πα−1
∫ 2π
0 |cos θ |

α dθ
(15)

TheWCSE is proposed to modify the original SE. The core
losses due to non-sinusoidal waveforms can be correlated to
the sinusoidal waveforms as in (16) [23].

PC = λ · k · f a · B
β
m (16)

where λ is the ratio of the area of magnetic flux waveform
for sinusoidal and non-sinusoidal excitation. Core losses due
to magnetic relaxation effect are proposed by improved-
improved generalized Steinmetz equation. This means that
the magnetization change when a constant field is applied,
the residual energy loss still occurs as in (17-19) [19].

PC =
1

T

∫ T

0
ki

∣∣∣∣dBdt
∣∣∣∣α (1B)β−α dtC n∑

l=1

QrlPrl (17)

Prl =
1

T
kr

∣∣∣∣ ddt B (t−)
∣∣∣∣αr (1B)βr (1− e−

t1
τ ) (18)

Qrl = e−qr
∣∣∣∣dB(t+)/dtdB(t−)/dt

∣∣∣∣ (19)

where α,β, ki, αr, βr, kr, τ , and qr are the material parame-
ters, τ is the relaxation time, t1 is the duration of the constant
flux, dB (t+), dB (t−) are the flux density after and before
switching, respectively.

In this study, the core losses are calculated based on a new
core losses fit formula proposed by Chang Sung Corporation
(CSC). The core losses are tested at all frequencies and found
that the real core losses and new core losses fit formula results
match up very well [33]. The equation of the new core losses
fit formula is illustrated as in (20-21).

Pc = 0.0011Bav
(
bf + cf d

)
(20)

1B =
1001IL
NAe

(21)

where Pc is core losses [W], 1B is flux density [KGauss],
v is volume [cc], a, b, c, and d are constants specified in
core’s datasheets, 1I is current ripple [A], L is inductance
at peak current [µH], N is number of turns, and Ae is core
cross section area [cm2].

B. COPPER LOSS FORMULATION
The winding power losses of filter-stage inductors are com-
prised of the dc losses and ac losses. The dc losses are caused
due to the flow of the dc current through the winding while
the ac losses are a result of skin effect and proximity effect.

Both of these effects cause an increase in the winding resis-
tance with the operating frequency. The Dowell ′s equation
of round wire windings conducting both dc and ac under
non-sinusoidal condition is adopted. The total winding power
losses (Pc) due to the current flow are as in (22) [24].

P = I2 (Rac + Rdc) (22)

Applying the Fourier series of non-sinusoidal current, the
following is obtained as in (23-24).

i (t) = I0 +
∞∑
j=1

√
2I jcos (jωt) (23)

I j =

√
2

jπ
iPK sin (jπD) (24)

where j is the harmonic number, D is the duty cycle, I0 is the
dc component and is equal to the multiplication of D and ipk,
I j is the harmonic rms value.

The round wire winding dc resistance is given as in (25).

Rdc =
4lTmN

πσd2
(25)

where lT is the mean turn length, m is the number of layer,
N is the number of turns in one layer, σ is the material
conductivity, d is the diameter of the bare round wire. The
loss due to an individual Fourier component is expressed as
in (26-27).

Pdc = I20Rdc (26)

P j = I2j Rdc
√
jϕ

[
sinh2

√
jϕ + sin2

√
jϕ

cosh2
√
jϕ − cos2

√
jϕ

+
2(M2

− 1)
3

sinh
√
jϕ + sin

√
jϕ

cosh
√
jϕ − cos

√
jϕ

]
(27)

where ϕ is defined as d/δ
√
ηπ/4, δ is the skin depth given

by 1/
√
πµσ f , η is the porosity factor, µ is the permeability,

σ is the conductivity.
The total winding copper losses is defined as in (28).

Pcu = I20Rdc + FHFRI
2
1Rdc (28)

whereFH andFR are defined in (29-30) and are the harmonic
loss factor and resistance factor, respectively.

FH =

∞∑
j=1

P j

P1
(29)

FR =
Rac
Rdc
=
√
jϕ

[
sinh2

√
jϕ + sin2

√
jϕ

cosh2
√
jϕ − cos2

√
jϕ

+
2(M2

− 1)
3

sinh
√
jϕ + sin

√
jϕ

cosh
√
jϕ − cos

√
jϕ

]
(30)

The resistance factor is affected by increasing the number
of layers but it is not affected by increasing the number of
turns per layer as shown in (30). The number of turns affects
the dc and ac resistance. The previous equations compute the
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power losses of each individual harmonic and are summoned
together to find the total winding copper losses in multiple-
layers. The copper losses in this study are calculated based on
a formula proposed by CSC. These losses depend on the rated
current and the resistance of the wire. Increasing the number
of turns leads to an increase in thewire loss [33]. The equation
of copper losses are illustrated as in (31-33) [34].

Pcu = 0.001I2rmsRDC (31)

RDC = R(20)
DC (1+ (3.93 ∗ 10−3

∗ (Twire −20))) (32)

R(20)
DC =

0.001 ∗ 1.7lwN
0.01Ae

(33)

where Pcu is copper losses [W], Irms is the rms rated current
[A],Rdc is the dc resistance at the required temperature [m�],

R(20)
DC is the dc resistor at 20◦ [m�], Twire is temperature of

wire [C◦], and lw is the wire length [cm].

IV. TWO-STEP EFFICIENCY OPTIMIZATION: RESULTS
AND DISCUSSION
In this section, the TLBO algorithm is utilized to optimally
design a grid-connected three-phase VSI alongside series R
damped LCL filter. The optimization is carried on two-steps:
(i) optimal selection of filter-stage parameters is performed
in order to minimize the total values of filter-inductance and
filter-capacitance. The optimization is executed at the rated
load conditions. (ii) Based on the selected filter-stage param-
eters, step-two of the optimization is executed to optimally
select the inverter-stage switching frequency taking into con-
sideration load variations. The proposed objective function
minimizes overall losses including filter-stage and inverter-
stage losses, and hence, maximizes system efficiency.

TLBO is a population-based metaheuristics search (MS)
algorithm introduce in 2011. The algorithm mimics the
traditional teaching-learning phenomenon of a classroom.
Additionally, the algorithm has simple concept, easy
implementation, rapid convergence, and requires few specific
controlling parameters like population size and number
of generations [35]. It has been applied to handle con-
strained, multi-objective, and dynamic optimization prob-
lems as well [36].

A. STEP-ONE: PARAMETERS OPTIMIZATION OF SERIES R
DAMPED LCL FILTER
The parameters of the series R damped LCL filter (L1, L2,
Cf ,Rd ) are selected in order to minimize the value of the
total inductances and the filter-capacitance as in (34) [10]
and [37]. A weighting factor (w) is considered as a trade-off
betweenminimizing the values of the total inductance and the
capacitance.

Fobj = w× (L1 + L2)+ (1−w)× Cf (34)

To solve this optimization problem, TLBO algorithm is
used. The number of iterations is selected to be 100 and the
number of population is 20. The constraints of the objective
function are defined as the lower and upper limits of filter

parameters alongside total harmonic distortion (THD) and
total demand distortion (TDD) based on IEEE-519 standard.
The THD is defined as ‘‘the ratio of the root-mean-square
of the harmonic content to the root-mean-square value of
the fundamental quantity, expressed as a percent of the fun-
damental’’ [36]. While the TDD is defined as ‘‘the ratio of
the root mean square of the harmonic content, expressed
as a percent of the maximum demand current’’ [38]. The
minimization problem is formulated as in (35)

Min Fobj = w× (L1 + L2)+ (1−w)× Cf

Subjected to :

TDD ≤ 5.0
max(IH ) ≤ 4.0Imax ∀H < 11

max (IH ) ≤ 2.0Imax11 ≤ ∀H < 17
max (IH ) ≤ 1.5Imax17 ≤ ∀H < 23
max(IH ) ≤ 0.6Imax23 ≤ ∀H < 35
max (IH ) ≤ 0.3Imax35 ≤ ∀H


Rmind ≤ Rd ≤ R

max
d

Lmin1 ≤ L1 ≤ Lmax1

Lmin2 ≤ L2 ≤ Lmax2

Cmin
f ≤ Cf ≤ Cmax

f (35)

where w refers to the weighting factor, which is varied from
0.2 to 0.8, Rmind and Rmaxd are the least and most allowable
damping resistors, respectively, Lmin1 and Lmax1 are the least
and most allowable inverter-side inductance, respectively,
Lmin2 and Lmax2 are the least and most allowable grid-side
inductance, respectively, and Cmin

f and Cmax
f are the least and

most filter-capacitance, respectively.
The input dc voltage is selected 200 V and the current-

ripple is chosen as 15% of rated current due to the trade-
off among inductor size, IGBT switching and conduction
losses, and copper and core losses [6]. Table 1 shows the
optimal values of the optimization problem defined in (35)
at different weighting factors from 0.2 to 0.8. The weighting
factor of 0.2 has a large value of inverter-side inductance
with zero grid-side inductance and zero damping resistor.
Based on the selected weighting factor, an LC-type filter
is suitable for grid connection. Moreover, decreasing the
weighting factor would increase the total inductances and
reduce the filter-capacitance, which leads to a large filter
size and cost. Figure 2 illustrates the frequency response
(grid-current to inverter-voltage) of the output filter, which
is presented in Table 1 at different weighting factors. It is
clear that at a weighting factor of 0.2, the resonance fre-
quency is at 12MHz and the resonance peak reaches−40 dB,
this is justified as the damping resistance is zero based on
optimization results of step-one. However, at other weight-
ing factors from 0.3 to 0.8, the resonance peaks vary from
−60 dB to −74 dB over a range of frequencies between
2.0 to 3.0 kHz. Briefly, the lower the weighting factor the
higher the resonance frequency, and hence a faster controller
response to be achieved [39]. In addition, the diagrams show
that the gain at the resonance peak is suppressed with the
addition of a damping resistor.
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FIGURE 2. Filter frequency response of the series R damped LCL filter at
different weighting factors.

TABLE 1. Optimal design results of step-one optimization at different
weighting factors.

B. CORE DESIGN AND SELECTION PROCEDURE
In this part, the selection and design of the inductor’s cores
are presented based on the results of step-one of the pro-
posed optimization procedure. The most utilized magnetic
materials that are of industrial interest are the soft magnetic
materials. The soft magnetic materials can be easily mag-
netized and demagnetized [40]. In addition, the soft mag-
netic materials have low coercivity, high permeability, and
low core losses [41]. The inductor’s cores considered in this
work are made out of magnetic powder and have a toroidal
shape-like. Practically, different companies produce powder
cores such as; Allied Components, Magnetics Corporation,
Amveco Magnetics, Ferronics Incorporation, Flex-Core, and
Chang Sung Corporation. Each of these companies has its
own design of magnetic cores and magnetic components
including inductors, transformers, and filters.

In this work, the magnetic cores manufactured by CSC
are chosen to design the cores of inverter-side and grid-side
inductors. CSC manufactures different types of soft magnetic
powder cores including ferrite and metal cores. The metal
cores are either strip or powder. The powder cores include
the Moly Permalloy powder (MPP), High Flux, Sendust,
Mega Flux, HS, KS, KH, Fine Flux, and HP. The first four
types of the powder cores are mainly used for inductors and
transformers requiring low losses and inductance stability.
Those cores are made of metal alloy powders consisting
of nickel, iron, molybdenum, aluminum, and silicon [33].
CSC core-design software assists in selecting the optimum
powder core for inverter-based applications.

TABLE 2. Core material design for 8.5 mH.

TABLE 3. Core material design for 2.7 mH.

TABLE 4. Core material design for 2.2 mH.

Based on the optimized results from step-one of the pro-
posed optimization procedure (Table 1), the inverter-side
and grid-side inductors are designed according to the CSC
design tool. All types of soft magnetic powder cores in CSC
are selected for the sake of comparison. Design results are
reported in Tables 2-10. Through comparing the different
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TABLE 5. Core material design for 1.6 mH.

TABLE 6. Core material design for 1.4 mH.

TABLE 7. Core material design for 1.2 mH.

inductor designs using the samemagneticmaterial, a decrease
in the inductance value leads to a decrease in the magnetic
core size. Accordingly, a decrease in the total losses and the
cost of the filter are achieved. When comparing different
magnetic core materials for the same inductance value, the

TABLE 8. Core material design for 0.915 mH.

TABLE 9. Core material design for 0.675 mH.

higher the inductance value the higher the required number of
turns. According to Table 2, it is clear that an increase in the
number of turns leads to an increase in permeability, and this
leads to an increase in the wire losses and a decrease in core
losses. Thus, increasing the wire losses results in an increase
in the cost. In addition, the Mega flux material has achieved
the maximum value of core losses when compared with the
other materials. Furthermore, the MPP material has given the
minimum value for core losses and the maximum values for
the wire losses and number of turns.

Figure 3 shows the relationship between both the core and
copper losses in respect to the number of turns as listed in
Table 2 of 8.5 mH inductance. The more turns required the
higher are the core and copper losses. However, the curve
shows that increasing the number of turns will increase the
copper losses and decrease the core losses. This is due to
increased wires-length.

C. STEP-TWO: OPTIMAL SWITCHING FREQUENCY
CONSIDERING LOAD VARIATIONS
Step-two of the proposed optimization algorithm is to opti-
mally select the switching frequency of the inverter-stage
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TABLE 10. Core material design for 0.534 mH.

FIGURE 3. The relationship between inductor number of turns and power
losses for L = 8.5 mH.

considering load variations. Inputs to step-two are the opti-
mized filter-stage parameters based on step-one of the opti-
mization procedure. The mathematical formulation of the
objective function is described as in (36). Figure 4 illustrates
a detailed flowchart of the proposed optimization procedure.

min PLoss =
(
6(PC_IGBT + PC_diode + Psw_IGBT
+Prr_diode)

)
+ PC + Pcu

TJ,IGBT ≤ TJ,IGBTmax

TJ,diode ≤ TJ,diodemax

TDD ≤ TDDmax

THDV ≤ THDV ,max

f sw ≥ Kf res
HminImax(ω ) ≤ HImax(ω) ≤ HmaxImax(ω)

L1 ≤ L1,max
L2 ≤ L2,max
Cf ≤ Cf ,max

Rdmin ≤ Rd ≤ Rdmax (36)

where TDD is the total demand distortion of the inverter’s
output current, TDDmax is maximum allowed total demand
distortion, THDV is the total harmonic distortion of the

FIGURE 4. Detailed flowchart of the proposed optimization procedure.

inverter’s output voltage, THDVmax is maximum allowed
total harmonic voltage distortion, k is constant design factor,
f sw is switching frequency in kHz, f res is cutoff frequency of
the filter in kHz,HminImax(ω) is minimum allowed filter gain
at maximum load, and HmaxImax(ω) is maximum allowed
filter gain at maximum load.

The results obtained solving the problem using TLBO
algorithm are summarized in Figure 5. The total power losses
and the optimal switching frequency are shown for sundust
material considering variable load at different weighting fac-
tors. Sundust material is chosen because it is the most cost-
effective design material [34]. However, the results show that
the weighting factor of 0.2 achieves the minimum total power
loss and switching frequency among the other weighting
factors at the same load. This is justified as the values of grid-
side inductance and a damping resistor are zeros. For higher
weighting factors, the value of the filter parameters decrease
leading to a decrease in the total power losses and switching
frequency of the overall system. In addition, Figure 5 shows
that the minimum value of total power losses is achieved at
lighter load; the algorithm increases the switching frequency
to enhance the quality of the output current. At heavier load
conditions, the total power losses are higher; thus, the algo-
rithm reduces the switching frequency while keeping the total
demand distortion below 5%.

Figure 6 presents the efficiency of the overall system
with variable load condition. A weighting factor of 0.2 has
the lowest total power losses as discussed previously hence
improving overall efficiency at all load conditions. Moreover,
the system efficiency increases with the increase of the output
power at the same weighting factor. The peak efficiency is
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FIGURE 5. The optimal values of switching frequency for variable load and different weighting factors; a) w = 0.2, b) w = 0.4, c) w = 0.6, and
d) w = 0.8.

FIGURE 6. Analytical estimated overall efficiency with variable load at
different weighting factors.

reported as 98.5%, 97.4%, 97.4%, 97.5%, 97.6%, 97.7%,
97.8% for w = 0.2 to w = 0.8, respectively. The reason of

efficiency increase is due to the reduction of filter parameters
values and the decrease of switching frequency which in turn
decreases the overall power losses.

D. GRID-SIDE HARMONIC ANALYSIS
The current harmonics should be limited at the PCC accord-
ing to IEEE-519 international standard. The IEEE-519 is
defined as: ‘‘Recommended Practices and Requirements
for Harmonic Control in Electrical Power Systems’’ [38].
Recommended practice is to be used as a guidance in the
design of electrical systems that include both linear and non-
linear loads assuming steady-state operation [42]. The limits
in this recommended practice are intended for application at
the PCC between the system owner or operator and the user.
The THD of the current should be limited to less than 5%,
measured at the rated output of the VSI.

To evaluate the effectiveness of the optimized design of the
LCL-type filter, it is important to measure the output current
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FIGURE 7. Simulated grid current and harmonic content spectrum at
different weighting factors, optimal switching frequency, and 0.5 kWatt;
(a) and (b) w of 0.2, (c) and (d) w of 0.5 (e) and (f) w of 0.8.

FIGURE 8. Measured inverter-side (ii ) and grid-side (ig) currents at
0.3 weighting factor and 0.5 kW load. Tektronix current probe (Model:
A622) with 100mV/A gain. L1 = 2.7 mH, L2 = 1.6 mH, Cf = 0.89 µF, and
Rd = 8.72 �.

harmonics passing through grid-side inductance. In time-
domain analysis, grid current is extracted to perform Fast
Fourier Transform (FFT) analysis. Figure 7 shows phase ‘a’
simulated grid-side current waveforms and the corresponding
harmonic current spectrums at different weighting factors
under steady-state conditions and optimal switching fre-
quency. In Figure 7(a), for 0.2 weighting factor, the optimized
filter has a zero grid-inductance and zero damping resistor,
this results in higher distortion as compared to the other
cases. For 0.8 weighting factor, the THD is 4.93% which is
at the high side of distortion compared with other weighting
factors. This is due to low value of inductance. Furthermore,
it is found that the optimal results of the proposed objective
function are reducing the TDD of the grid-side current.

V. EXPERIMENTAL RESULTS
To justify the effectiveness of the two-step efficiency opti-
mization and the core-material selection and design, a pro-
totype is experimentally tested at different weighting factors.

FIGURE 9. Measured inverter-side (ii ) and grid-side (ig) currents at
0.8 weighting factor and 0.5 kW load. Tektronix current probe (Model:
A622) with 100mV/A gain. L1 = 2.2 mH, L2 = 0.53 mH, Cf = 2.68 µF, and
Rd = 1.66 �.

FIGURE 10. Measured three-phase (a) inverter-side (ii ) currents and
(b) grid-side (ig) currents at 0.8 weighting factor and 0.5 kW load.
Tektronix current probe (Model: A622) with 100mV/A gain. L1 = 2.2 mH,
L2 = 0.53 mH, Cf = 2.68 µF, and Rd = 1.66 �.

A field programmable gate array (FPGA) controller (Model:
Terasic DE2-115) is utilized to control the inverter-stage. The
dc-link voltage is kept constant at 200 V. Figure 8 shows the
inverter-side and grid-side currents at 0.3 weighting factor
and 0.5 kW output power. Sundust core material is adopted in
the experiment as it is cost effective [34]. Inverter-side (L1)
and grid-side (L2) inductances detailed designs are reported
in Table 3 and Table 5. System operating switching frequency
based on the two-step optimization problem is 7.91 kHz.
The measured THD of the inverter-side current is 4.94%
and the measured THD of the grid-side current is 2.41%.
The measured system efficiency is 95.29%. Figure 9 illus-
trates the inverter-side and gird-side currents at 0.8 weight-
ing factor and 0.5 kW output power. Inverter-side (L1) and
grid-side (L2) inductances detailed designs are reported in
Table 4 and 10. The optimal switching frequency based on
the two-step optimization problem is 6.33 kHz. Themeasured
THD of the inverter-side current is 5.08% and the measured
THD of the grid-side current is 3.06%. The measured system
efficiency is 96.35%.
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The two sets of experiments prove that the optimized
system meets IEEE-519 for maximum harmonic current dis-
tortion at the grid and load side. As this work is directed
toward improving the system efficiency and reduce heat
stress, the proposed work scheme can ensure better ther-
mal response by adjusting the switching frequency to the
optimal operating point. This can’t be achieved without
slightly increasing the THD at the grid side without vio-
lating the standards. Furthermore, the experimental results
match the analytical estimated efficiency and THD reported
in Figure 5 and 7 fairly. Moreover, Figure 10 demonstrates
three-phase inverter-side currents (Figure 10(a)) and three-
phase grid-side currents (Figure 10(b)) at 0.8 weighting factor
and 0.5 kW output power.

VI. CONCLUSION
A two-step optimization problem is formulated to optimally
design the parameters of the filter-stage (step-one) and to
optimally select the switching frequency of the inverter-
stage considering load variations (step-two). The TLBO algo-
rithm is utilized in step-one optimization to minimize the
size of the grid-side inductance, inverter-side inductance,
and filter-capacitance. In step-two, the losses in the inverter-
stage and filter-stage are minimized based on the derived
models. This optimization assures the highest efficiency
while simultaneously meeting the standard grid-connection
requirement. The results obtained can be concluded as
follows:

The large value of the inductance is offset by the small
value of the capacitance to meet the attenuation requirement.
The large value of the capacitance leads to an increase in
the low-frequency harmonic content and THD of the grid
current.

The decrease in the value of inductance leads to a decrease
in the volume of the filter and hence, a reduce of the total
losses.

The increase in the value of inductance leads to an increase
in the number of turns, which in turn increases thewire copper
losses and decreases the core losses.

Mega flux material has the maximum value of core losses
while theMPPmaterial has theminimumvalue of core losses.

MPP material has the maximum values of the wire copper
losses and number of turns.

The weighting factor of 0.2 has the minimum switching
frequency and the minimum total power losses and hence
it has the highest efficiency of 98.5% as compared to other
weighting factors.

High weighting factors result in a low value of filter param-
eters lowering the power losses and switching frequency and
hence improving the efficiency.

The lighter loads have the minimum value of power losses,
the optimization algorithm increases the switching frequency
to enhance the quality of output power.

The heavier loads have the maximum value of power
losses, the optimization algorithm reduces the switching fre-
quency to keep the TDD below 5%.
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