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ABSTRACT The increased number of possible inter-prediction blocks sizes, improved the coding efficiency
of High Efficiency Video Coding (HEVC), but at the same time it also increased the complexity of the
encoder. In this work, we propose an Efficient Inter-Prediction Mode Decision (EIPMD) technique for the
Multi-View extension of the HEVC standard (MV-HEVC). We figure out the least and most probable inter-
prediction Modes and use Coding Unit (CU) splitting information of the base view to find its relation with
the prediction Modes. We improve the efficiency of our technique by optimizing the base view search area.
In our technique, we also makes use of the current depth level of the CU and temporal level of the pictures.
Simulation results show that compared to HTM [16.2], which is the reference encoder for MV-HEVC, our
proposed technique reduces the encoding time by approximately 66% on average, with very minor change

in other parameters.

INDEX TERMS Coding unit, inter-view, MV-HEVC, prediction unit, mode, video coding.

I. INTRODUCTION

With the development of fast Internet and mobile networks,
now it is possible to send and receive large amount of data
in much less amount of time. This eased the way to send
and receive video data more frequently in recent times.
Meanwhile, user data is shifting towards high resolution
videos. By 2022, 20.3% of Internet video traffic would be
Ultra HD and 56.2% would be HD [1]. This demand for
high resolution videos will be a major factor in deciding
the future networks and user end devices. High resolution
videos generate huge amount of data. Standard compression
methods are developed to compress the video data. The
latest video coding standard is known as High Efficiency
Video Coding (HEVC) [2]. The standard is developed by
Joint Collaborative Team on Video Coding (JCT-VC) in
2013. The HEVC/ H.265 [3] is superior to its predecessor,
264/Advanced Video Coding (AVC) [4], by achieving twice
the compression efficiency, whereas it maintains the same
object quality [5]. In HEVC, a relatively large coding block
with hierarchical block splitting and the increased number of
Modes, results in the increase in computation complexity for
inter and intra-prediction [6].

The associate editor coordinating the review of this manuscript and
approving it for publication was Gangyi Jiang.

Stereoscopic and auto stereoscopic displays [7], [8] have
opened the door to a new perception of virtual reality in
the videos. Multi-View and 3D Videos are gaining more and
more popularity. Multi-View Video Coding (MVC) [9] an
extension of AVC was proposed to address multi-view videos,
in which same scene is captured by multiple cameras aligned
in a specific way. Multi-view videos are also used in virtual
view synthesis [10] in the Free View Video (FVV) concept
[11], [12]. The Multi-View extension of HEVC is known as
MV-HEVC [13]. Due to the multiple views, the complexity of
the encoder has also increased. To reduce the complexity of
the encoder, researchers have proposed different techniques.
Our work is also a part of this effort in which, we propose
methods to reduce the complexity of the MV-HEVC encoder.

Our contributions are listed below.
o We propose an Efficient Inter-Prediction Mode Deci-

sion (EIPMD) method, which utilizes the Coding
Unit (CU) splitting information, of the base view. Based
on the disparity between the views, neighborhood of the
co-located Coding Tree Unit (CTU) of view-0 is utilized
to set a threshold Mode level for the current Prediction
Unit (PU) in dependent views.

o We further improve our proposed EIPMD technique by
optimizing the decision window in the view-0. This
makes our proposed method to be applicable on a
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larger area of the picture. The encoder complexity is
further reduced, without any significant loss in other
parameters. We believe that our proposed method,
EIPMD, is simpler and produces better results than the
previously available methods in literature.

Rest of the paper is organized as follows. Section II
gives an overview of the related works, Fundamentals
of the CU splitting and PU mode decision are briefly
discussed in Section III. Motivation behind the proposed
methods is explained in Section IV. Section V explains
the proposed EIPMD method. The evaluation parameters
and Experimental setup, used in this work are discussed in
Section VI. Section VII lists detailed results, analysis and
comparisons. Finally, with some hints about possible future
work, the paper is concluded in Section VIII

II. LITERATURE REVIEW

Due to the complex compression process adopted in HEVC,
many researchers focused on finding ways to minimize
the complexity of the encoder. One approach is to target
the processes, which consume most of the encoding time.
Another approach is to target the processes which have
become more complex in this standard as compared with the
previous one. As Intra-prediction process in HEVC is more
complex than the AVC, therefore, many researchers [14], [15]
targeted the intra prediction for complexity reduction of
HEVC encoder. Different correlations and parameters are
exploited to restrict the intra-prediction process to minimize
the complexity of the encoder.

The complex Quad tree CU splitting process of HEVC is
targeted by most of the researchers, in which the aim is to
predict decision earlier or restrict the CU splitting process
from checking all CU sizes. We introduce the reader to some
of good research work found in literature in this domain.
Choi et al. [16] proposed an Early CU decision algorithm,
which reduces the CU splitting process considerably. A lot of
research work is available in the literature, which is targeting
the early detection of Skip Mode. A simple and effective
method to detect Early Skip Detection (ESD) is proposed
by Won et al. [17]. Another fast Mode decision technique,
based on Coded Block Flag (CBF) is proposed by Gweon
and Lee [18]. These methods are also incorporated in the
reference encoder and can be enabled from the configuration
file. A fast CU decision method is proposed in [19], which
is based on the observation that the CU depth level is
content dependent. The method makes use of previously
encoded frame and neighborhood to decide the CU depth
range. Based on Bayesian decision rule a fast early CU
termination method is proposed in [20], that is uses the
online and offline training. A pyramid motion divergence
based fast CU decision method is proposed in [21] that
makes use of motion vector distribution. A fast CU decision
method is proposed in [22], which makes use of CBF and
RD cost to skip PUs. Variance of absolute difference is
proportional with RD cost, on the basis of this observance
a Markov random field based Fast CU decision method
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is proposed in [23]. Based on Rate Distortion (RD) cost,
Skip Mode and CU splitting decisions are made in [24] to
reduce the CU splitting complexity. A method based of latent
sum of absolute difference estimation is proposed in [25],
in which two-layer motion estimation is designed. Motion
compensated exponent model of RD and (Sum of Absolute
Difference) SAD cost is used for fast CU decision.

HEVC uses a more complex Prediction Modes structure
as compared with its predecessor, so this also attracted many
researchers. In this domain, the researchers tried to reduce
the Modes decision process by predicting the most probable
Modes or by restricting the Modes selection process to certain
Modes. Rhee et al. in [26] discussed fast Mode decision
methods proposed for the previous standard and examines
their effectiveness on HEVC. In [27], Shen et al. proposed
three adaptive Mode decision techniques using the inter-
level and quad-tree correlation. Lee er al. [28], proposed
an early Skip decision technique. The method utilizes the
distortion characteristics to decide the SKIP Mode, after
calculating RD cost for 2N x 2N Merge Mode. A fast
inter-prediction Mode decision method is proposed in [29].
This method utilizes the edge information to reduce the
complexity of RDO process. Utilizing the motion estimation
and hierarchical depth correlation for HEVC, an Early Merge
Mode decision technique is proposed in [30]. An early
Merge Mode decision method for dependent texture views
is proposed in [31]. Inter-view and depth correlation of
coding Modes are utilized to reduce the complexity by
terminating the unwanted prediction Modes. An early Direct
Mode decision method for low complexity MVC is proposed
in [32]. It utilizes the property of all zero block, RD cost and
the correlation of current Macro-blocks with spatio-temporal
nearby Macro-blocks. This method targets the previous
standard. Tohidypour et al. [33] proposed an adaptive fast
Mode assigning method based on Bayes classifier to predict
the perdition-Mode using neighboring CUs.

The works mentioned above, target different parts of the
encoder for complexity reduction. Some target the Intra-
prediction, some target the Quad-tree CU splitting process,
and some target the inter-prediction Modes. We in this
work focus on reducing the complexity of the MV-HEVC
encoder by optimizing the inter-prediction Mode decision.
A fast Mode decision technique, based on adaptive ordering
of Modes is proposed in [34], which uses RD cost and
bit cost statistics. Recently in [35] a fast Mode decision
algorithm for MV-HEVC is proposed, which is based on
perceptual distortion model. It uses 3D Sobel-model and
the Binocular Just Noticeable Distortion (BJND) to propose
Perceptual Distortion Threshold model (PDTM) for Multi-
View video coding. The algorithm estimates the Sum of
Squared Errors (SSE) of the current CU, and on the basis of
a threshold, it terminates the unnecessary Modes to minimize
the complexity of the encoder.

The aforementioned work is a nice addition in low
complexity MV-HEVC techniques. However, we discover,
that the Mode selection process of MV-HEVC can be further
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FIGURE 1. Typical hierarchical-B coding structure for 3-view MV-HEVC,
used in this work. View-0 is the independent view/ base view, whereas
views-1/2 are dependent views.

optimized in a much simpler way, if some other parameters
are also explored. Therefore, in this work we explore these
parameters and on the basis of that, we propose a much
simpler technique. Our proposed technique is based on
a novel idea of utilizing the correlation between the CU
splitting of base view with the PU decisions of the dependent
views. To the best of our knowledge, utilizing the CU splitting
information of the base view for the PU decisions of the
dependent views, is not reported in the literature earlier.
In addition to this novelty, our proposed technique produces
better results than the methods available in literature for low
complexity MV-HEVC. For the readers, to get familiar with
the terminology, we briefly introduce some basics in the next
section.

Ill. TECHNICAL BACKGROUND

Prediction structure for 3—view MV-HEVC is shown in Fig. 1.
First the view—0 i.e., the base view is encoded independently,
hence also known as the independent view. Then view—1
and view—2 are encoded which also use reference pictures
of the view—0, hence are called dependent views. The square
boxes shown in figure represent the pictures of the video.
In this case, T0-T'8 represent the pictures of the video.
Arrows are used to show the prediction used by each
picture. As an example the picture 71 in view-2 is
getting reference from 70, 72, and also T'1 of the view—
0. Apart from these immediate reference pictures, it can
also use previously encoded reference pictures for reference,
which are available in reference picture list. The inter-view
prediction mechanism improves the coding efficiency of
MV-HEVC, but this this comes at a cost of increase in
the encoding complexity [13], [36]. Apart from the minor
changes for inter-view prediction, the HEVC uses the same
Quad tree partitioning structure [37]-[40] which is used by
the HEVC. In HEVC, the picture is divided into 64 x 64
square blocks called CTUs. This size can be adjusted, within
specified range, using the configuration file. Fig. 2 (a) shows
the picture of size 1024 x 768 partitioned into 12 rows
with each row containing 16 CTUs. Fig. 2 (b) expands a
single CTU and shows the processing order inside a CTU.
In Fig. 2 (c) the splitting of the CTU in CUs and their
corresponding depth levels is shown. The CUs can be either
inter-predicted (i.e., from previously encoded pictures) or
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intra predicted (i.e., from the same picture that is currently
being encoded). Each CU of size 2N x 2N can be divided
into one, two or four PUs, depending upon prediction Mode,
and depth level of the CU. Fig. 5, shows the possible inter-
prediction PUs for all possible depth levels of the CUs.
Intra-prediction only uses sizes 2N x 2N and N x N for
prediction. Fig. 3 shows the CU splitting and PU selection
process of the HEVC encoder, in which the ESD, ECU and
the CBF-Fast methods are also shown. These methods are
used only if activated in the configuration file. Rest of the
CU splitting and prediction Mode selection process is shown
in the Fig. 3. Asymmetric Motion Partition (AMP) Mode
is evaluated according to the Table. 1. The complexity of
the process can also be noticed. As investigated by [42],
the encoding time of HEVC is higher than H.264/AVC by
253% on average, making it impractical for implementation
in multimedia applications. Therefore, it is necessary to
significantly reduce the encoding complexity of HEVC with
negligible loss in Rate-Distortion (RD) performance.

A high proportion of the encoding time is however devoted
to inter-prediction during the encoding phase. Inter frame
prediction alone consumes from 60% to 96% of the total
encoding time [43]. In [44], inter prediction is shown to
consume 84% of the encoding time while only 3% is taken
by intra-prediction for High Definition (HD) sequences.

To reduce the complexity of the encoder many researchers
focused on reducing the complexity of this process in order
to reduce the overall complexity of the encoder. According
to findings of the [30], on average 88% of the times
the Merge/Skip Mode is selected. Therefore, researchers
focused on finding out a mechanism to detect these Modes
earlier to reduce the complexity of the encoder. A new
technique included in the HEVC is the Merge Mode. It uses
Motion Vectors (MVs) of seven candidates to get the motion
information that can be used for the current PU. As shown
in the Fig. 2 (d), it uses five spatial and two temporal PU
candidate. Motion vectors of these candidates are used to
calculate the RD cost and the one with minimum cost is
used for the current PU [45]. This reduces the computational
complexity of the motion estimation process because only the
index of the best candidate is transmitted. For a PU, if there
exists such a PU in its Merge candidate, who has no residual
after transform and quantization, then its coded with Skip
Mode. Prediction residual is not transmitted in Skip Mode.
Hence RD cost of Skip Mode is less than other Modes.

Video consists of pictures cascaded in series, where each
picture can be decoded independently. Fig. 4 shows a Group
Of Pictures (GOP) of eight pictures. GOP length can be
adjusted using configuration file within defined limits. The
sequence in which the pictures are captured is recognized
by Picture Order Count (POC). The order in which the
pictures are encoded are known as Encoding Order (EO).
EO is decided to maximize the coding efficiency, because
previously encoded pictures can be used as reference pictures
for current picture being encoded. Fig. 4 shows the POC,
with EO and also the temporal levels of the pictures. One
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FIGURE 2. A 1024 x 768 HEVC frame consisting of Coding Tree Units (CTU). The CTU partitioning into coding units (CUs) along with processing
order and depth information. (a) HEVC frame, (b) A CTU with possible CU splitting, and (c) corresponding CUs with depth and size information.

TABLE 1. Fast asymmetric motion partition (AMP) mode evaluation [41].

Conditions

Actions

Best Mode is (2N x N)

Best Mode is (IV x 2N)

Best Mode is (2N X 2N) && (!Merge Mode)&& (!Skip Mode))
Parent CU is AMP Mode

Parent CU is (2N x 2N) && (!skipped))

Parent CU is ((intra) && (best Mode is 2N x N))

Parent CU is ((intra) && (best Mode is N x 2N))

CU size is 64 x 64

Try 2N X nU and 2N X nD

TrynL X 2N and nR X 2N

Try all AMP Modes

Only try Merge Mode for all AMP Modes

Only try Merge Mode for all AMP Modes

Only try Merge Mode for 2N X nU and 2N X nD
Only try Merge Mode nL X 2N and nR X 2N

No AMP Modes are evaluated

way to look at the temporal levels is the A POC (i.e.,
the temporal distance between the current and reference
picture), value. At temporal level-1 A POC is 8, which
means that the available reference picture for a picture at
temporal level-1 is eight pictures away from picture which is
currently being encoded. Similarly for pictures in temporal
level-4 A POC value is 1, which means that at temporal
level-1, adjacent pictures are available as reference pictures
for prediction. The arrows in upper part of the Fig. 4
show the prediction structure. At temporal level-4 there is
minimum temporal distance between the current picture and
the reference picture, therefore, the chances of finding the
best match with minimum residual are maximum at temporal
level-4.
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When the prediction Mode is selected as inter, then the CUs
can be divided into one two or four PUs. Splitting into four
is only allowed at minimum allowed CU size. When the CU
is split into four PUs then its divided into four square and
equal parts. When its split into two PUs, then there are six
possible PUs as shown in Fig. 5. All four depth levels DO
to D3 with their corresponding PU sizes for N = 32 to 4
are shown. All prediction blocks have one or two motion
vectors and corresponding reference indices. In inter picture
predicted CUs the partition Modes PART 2N x 2N, PART
2N x N, and PART N x 2N, show that the block is not split,
block is split horizontally and vertically into two equal parts
respectively. PART Nx N is only used at the smallest allowed
CU size and splits the CU into 4 equal Parts. There are also
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FIGURE 3. CU splitting and PU Mode decision steps, as well as CBF fast, early Skip, and early CU tools for HTM [16.2] [41]. For prediction Modes sizes,
please see Fig. 5.
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FIGURE 4. Temporal levels (TL): picture order count (POC) and encoding order (EO) for a group of pictures (GOP).
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TABLE 2. Mode sizes their partition types and mode depth levels.

Modes Mode Levels Partition type Partitions/CU Partition sizes

SIZE 2N x2N 0 symmetric motion 2 2N x 2N

SIZE 2N x N 1 symmetric motion 2 2Nx N

SIZEN x2N 2 symmetric motion 2 N x 2N

SIZEN x N 3 symmetric motion 4 N x N

SIZE 2Nx nU 4 asymmetric motion 2 2N x (N/2), 2N x (3N/2)
SIZE 2N x nD 5 asymmetric motion 2 2N X(3N/2), 2N x (N/2)
SIZE nLx 2N 6 asymmetric motion 2 (N/2) x 2N, (3N/2) x2N
SIZE nR x 2N 7 asymmetric motion 2 (BN/2) x2N, (N/2)x2N

TABLE 3. The relation of mode (2N x 2N, 2N x N, N x 2N) selection with CU depth levels for different test sequences.

The percentage of Modes (2N x 2N, 2N x N, and N x 2N) selected by the encoder.

Sequences Mode level Independently Combined
Do Dy Do D3 Do-3 Do Dy Do D3 Do-3

0 99.2 88.7 86.1 81 88.8

Balloons 1 0.1 3.5 3.9 3.1 2.7 99.8 97.4 96.1 91.5 96.2
2 0.5 5.2 6.1 7.4 4.8
0 98.1 90.2 86.9 85.7 90.2

Kendo 1 0.1 1.1 1.1 3.7 1.5 99.5 96.7 95.1 93.1 96.1
2 1.3 5.4 7.1 3.7 4.4
0 99.8 83.7 85.4 85.5 88.6

Newspaper 1 0.1 33 2.5 3.1 2.3 100.0 96.8 94.9 92.5 96.1
2 0.1 9.8 7 3.9 52
0 98.6 86.1 78.1 76.8 84.9

GT_Fly 1 0.2 5.2 5.1 6.5 4.3 99.9 96.0 91.7 91.0 94.7
2 1.1 4.7 8.5 7.7 5.5
0 97.6 85.8 71.3 76.1 84.2

Poznan_Hall2 1 0.2 4.5 5.5 6 4.1 99.3 93.8 84.0 91.2 92.1
2 1.5 3.5 1.2 9.1 3.8
0 97.8 85.7 73.5 73.3 82.6

Poznan_Street 1 0.25 6.7 6.1 6.3 4.8 99.3 95.5 90.7 90.0 93.9
2 1.2 3.1 11.1 10.4 6.5
0 97.7 84.6 72.9 72.1 81.8

Undo_Dancer 1 0.3 7.2 6 6.7 5.1 99.4 95.1 91.3 90.7 94.1
2 1.4 3.3 12.4 119 7.3
0 97.9 85.9 76.3 75.6 83.9

Shark 1 0.4 5.1 5.8 6.1 4.4 99.4 96.7 90.2 89.6 94.0
2 1.1 5.7 8.1 7.9 5.7
0 99.0 87.5 86.1 84.1 89.2

1024 x 768 1 0.1 2.6 2.5 3.3 2.1 99.8 97.0 95.4 924 96.1
2 0.6 6.8 6.7 5.0 4.8
0 97.9 85.6 75.6 74.8 83.5

1920 x 1088 1 0.3 5.7 5.7 6.3 4.5 99.5 95.4 89.6 90.5 93.7
2 1.3 4.1 8.3 9.4 5.7
0 98.3 86.3 79.6 78.3 85.6

Average 1 0.2 4.6 4.5 5.2 3.6 99.6 96.0 91.8 91.2 94.6
2 1.0 5.1 7.7 7.8 54

four asymmetric split sizes, PART 2N x nU, PART 2N x nD,
PART nL x 2N, and PART nR x 2N which, split the CU into 2
unequal parts. Different possible Mode sizes used in HEVC
are shown in Table. 2. Details about the PUs with respect to
their sizes and corresponding CU depth levels can be seen
in Fig. 5.

The Mode levels along with the partition type and size of
the PU are also shown in Table. 2. This is the numbering given
to these Modes in software code of the encoder and we call
it Mode depth levels in our proposed method. In the HEVC,
the CTU size ranges from 64 x64 to 16 x 16. The CU size
ranges from 64 x 64 to 8 x8 and PU size from 64 x 64 to
4 x 8/8x 4. Fig. 5 shows all possible PU numbers and sizes
with corresponding CU depth levels. The number of possible
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CUs for a CTU is 85, for depth level 0 — 3,1 +4 + 16 4 64
respectively. The number of possible PUs for a CTU is 593,
for CU depth levels 0 — 3, 13 4 52 4 208 + 320 respectively.

IV. MOTIVATION
As stated in the previous section, the inter-prediction
consumes the majority of the encoding time, therefore,
by reducing the complexity of the prediction Mode decisions,
complexity of the encoder can be considerably reduced.
From the simulation results we find out that the most
repeatedly selected Modes are of sizes (2N x 2N, 2N x N,
and N x 2N).

In Table. 3 we present the percentage selection of these
three Modes, at different CU depth levels for all the test
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sequences used in this work. Table. 3 not only show the
percentage selection of these Modes independently but also
describes the relation between them. It can be seen that the
Mode 2N x 2N is the most dominantly selected Mode of
these three Modes. On average more than 85% of times,
Mode 2N x 2N is selected for all test sequences under
consideration. This Table. 3 also shows the relation of the
these Modes with the CU depth levels. It can be seen that
the 2N x 2N Mode selection has the highest probability
at the lowest depth level i.e., at Dy and it decreases as the
CU depth level increases. The other two Modes show an
increase in the percentage with the increase in the CU depth
level.

Mode levels are defined according to the Table 2. For
the test sequences of Table 6, and using the average of QP
values (25, 30, 35, 40), the percentage selection of these
three Modes is shown in Table. 3. First the independent
percentage selection of each of these three Modes is shown
under the corresponding CU depth level (Do, D1, D2, and
D3) (at which the Modes is selected) separately. Then under
the label, Dg_3 column, we present the percentage selection
of each of these three Mode levels for all the depth levels.
This gives us the information about relation between the
Mode selection probability and the CU depth levels and about
the Mode selection probability in general for all CU depth
levels.

In the columns under the title “combined”, the collective
percentage selection of the three Modes is shown. For the
test sequence ‘“Balloons” the selection probability of these
three Modes for depth Dy is 99.8 %. Similarly the percentage
selection of these three Modes (2N x 2N, 2N x N, and
N x 2N) for other CU depth levels are also shown under
corresponding depth level D;. In the right most column, Dg_3,
the percentage selection of these three CU modes for all
the depth levels is shown. For more clarity of the readers,
same data is plotted in the Fig. 6a, Fig. 6b separately for
1920 x 1088 and 1024 x 768 resolution video sequences,
respectively. Horizontal axis shows the percentage of Mode
selection, whereas the vertical axis shows the CU depth
levels. In both these graphs Mode 2N x 2N has the highest
selection percentage among the three most selected Modes,
for all CU depth levels. Specially at CU depth level-0, apart
from Mode 2N x 2N, selection of the other two Modes is
negligible. The selection percentage of the 2N x 2N Mode
decreases as the CU depth level increases, but still it’s the
most repeatedly selected Mode among these three Modes.
Therefore, we can say that, as the CU depth level decreases
the chance to select low level Modes increases. As the
Fig. 6a and 6b, present the same information for different res-
olution videos, therefore the effect of resolution can also be
seen from the difference between the two graphs. In Fig. 6c,
the graph shows the relationship between the selection per-
centage of three Modes (2N x 2N, 2N x N, N x 2N) and the
CU depth levels for 1920x 1088 and 1024 x 768 resolution
video sequences. Here it can be seen that these three Modes
also show a similar trend with respect to the CU depth level.
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(b) For 1920 x 1088 resolution test sequences.
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(c) Selection of any of the three most selected Modes.

FIGURE 6. The percentage selection of the three most selected modes
(2N x 2N, 2N x N, and N x 2N) and with the CU depth level.

The highest selection percentage of these Modes is at the
lowest CU depth level and decreases with the increase
in CU depth level. From the results of Table 3 and
Fig. 6a, 6b, and 6c, its evident that:

e These three Mode sizes (2N x 2N, 2N x N, and N x 2N)
have a high percentage of selection as the best Mode.

o This selection percentage further increases with the
decrease in CU depth level.

o It is evident that out of these three Most selected
Modes the Mode 2N x 2N, is the most selected Mode,
which means that in most of the cases we even do not
require to check the other two Modes i.e., 2N x N,
and N x 2N.

+ We see that, the percentage of Mode 2N x 2N with
respect to the other two Modes (2N x N, N x 2N) is
higher for low resolution videos.

« We also note that the Percentage of all the three Modes
(2N x 2N, 2N x N, N x 2N) with respect to other Modes
is higher for low resolution videos, which means that we
can get more time reduction in case of low resolution
videos.

This gives us motivation that we can reduce the com-
plexity of the encoder, if we can develop a technique
through which we can predict these Modes without

150241



IEEE Access

S. N. Khan et al.: Efficient Prediction Mode Decisions for Low Complexity MV-HEVC

TABLE 4. Depth levels of CUs, their corresponding area in pixels, and ratio with respect to the LCU is shown in the table.

CU Depth level Size in pixels Ratio with respect to LCU
0 64 x 64 1
1 32 x 32 1/4
2 16 x 16 1/16
3 8x8 1/64

going through the complex default process. We need to
find out:

+ When we need to check only Mode 2N x 2N, and
« When the we also need to check the other two Modes
2N x N, and N x 2N.

Our proposed technique is explained in the next section.

V. PROPOSED EFFICIENT INTER-PREDICTION MODE
DECISION (EIPMD) TECHNIQUE

In HEVC, for each 2N x 2N size CU block, both
symmetric and asymmetric PU blocks are used. There are
four symmetric and four asymmetric blocks used for PUs,
for different CU sizes these blocks are known as PU Modes.
Depending upon the depth of the CU level each CU is
predicted by using these block sizes. The Quad-tree CU
splitting mechanism of 64 x 64 block and these prediction
Modes for each CU block, further increase the complexity
of the encoder. Therefore, optimizing the Mode selection
process can reduce the encoding complexity of the encoder
considerably. From Section IV we find out that the most
probable Modes are 2N x 2N, 2N x N, N x 2N and rest of
the Modes are selected very rarely. In low complexity Multi-
view video coding the Mode decisions of the base view are
used to optimize the Mode decision process of the dependent
views [46]-[48]. Since we also intend to optimize the Mode
selection process for dependent views, therefore the Mode
decisions of the independent view/ base view can also be
used for predicting the Modes for dependent views. In our
proposed method, we utilize the correlation between different
parameters. These parameters and their correlation that we
utilized to develop our proposed technique are explained
below, one by one.

A. TEMPORAL LEVEL
We discussed in section III, the temporal levels of the pictures
with the help of Fig. 4, which shows the temporal levels of a
GOP. Due to the availability of temporally adjacent reference
pictures at temporal level-4, 95.18% of the CUs are encoded
with depth level zero, 2.92% at depth level-1, 1.11% at depth
level-2, and 0.78% are encoded at depth level-3 [49]. When
taking into account the sizes of the CUs at corresponding
depth levels, the percentage area of the picture covered by
depth level-0 CUs is 99.15% of the picture area. The relation
between CU depth levels, their sizes are the Ratio with the
Largest Coding Unit (LCU) is shown in Table 4.

As the temporal level increases, inter-prediction becomes
more dominant mode of prediction, due to the availability
of temporally closer reference pictures. Reference pictures
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are at smaller temporal distance, therefore the probability of
finding the best matches in these reference pictures increases
many folds. At temporal level-4 we have adjacent pictures in
the reference picture set of the picture being encoded, so in
order to reduce the complexity of the encoder, we can avoid
checking for intra-prediction Modes at temporal level-4.

Moving objects in a video, degrade its quality. Both the
size and speed of the moving object affect the video quality,
and to maintain the same quality of the video, the coding bit-
rate needs to be increased accordingly [50]. This is addressed
by reducing the block sizes, because smaller blocks in larger
number can handle complex motion in a better way than fewer
larger blocks [51]. Therefore, we can say that small moving
objects are a cause of CU split.

As we know that complex motion in a video requires higher
CU depth levels, so theoretically it is same to say that complex
motion requires higher Mode levels. Mode levels are shown
in Table. 2. Combining both the statements we can say that
the Mode level in the dependent view is directly proportional
with the CU depth level in the co located area of the base view
picture. So we use the CU splitting information of the base
view and the Modes selection relation with it, to optimize the
Modes selection process of the dependent views.

As the reference pictures are available at less temporal
distance at higher temporal levels, therefore the possibility of
motion between the pictures is also comparatively less. This
means lower CU depth levels or in other words lower Mode
levels. We use this information in our proposed method and
only check the Mode level-0 at the temporal level-4.

B. DECISION WINDOW
Decision window, is the name we use for the area of the
base view which is used to predict the Mode decisions of
the dependent views. This area is the neighborhood of the
co-located CTU in the base view. In our previous work [49],
we used a 192 x 192 pixel square box, as a decision window
to decide the CU splitting for the dependent views. We use the
same decision window in our proposed method, MODm. The
decision window used in proposed method, MODm is shown
in Fig. 7. It can be noticed, in the three views of “Balloons”
test sequence, shown in the Fig. 9, the base view and the
dependent views are only horizontally displaced pictures of
the same scene. In this case View-1 captures the scene with
a slight disparity to the base view towards right and View-2
captures with a slight disparity towards left with respect to
the base view.

By using this information we further optimize our decision
window by using a small area of 128 x 64 pixels box.
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(a) View-0, Decision Window (192 X 192
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FIGURE 7. Decision window for MODm, (a) neighborhood of the
co-located CTU in View-0; (b) the current CTU in the dependent view.
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View 2

FIGURE 8. Decision window for EIPMD, (a) neighborhood of the
co-located CTU in View-0; (b) The current CTU in the dependent view.

For View-1 we use co-located CTU and the CTU towards
left and for View-2 we use co-located CTU and the CTU
towards right as shown in the Fig. 8. As the disparity between
the views is only horizontal hence our concern is only in the
region towards right and left of the co-located CTU. This
further improves our decision making. Another advantage
of using 128 x 64 size decision window as compared with
192 x 192 window is its compactness. The top three and
the bottom three CTUs of the 192 x 192 decision window,
do not improve the quality or the compression efficiency of
the video. At the same time the Mode selection threshold
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can be increased, due to which encoding time increases
slightly. Hence, we remove top and bottom three CTUs of
our initial decision window used for MODm. Now we are
left with three CTUs. From these three CTUs we find out
that due to horizontal disparity between the views, only the
left or the right CTU along with collocated CTU gives us
useful information. Therefore, we only use two CTUs as our
decision window in our proposed EIPMD method, depending
upon the view we are encoding. Fig. 8, show the 128 x 64 size
decision window that we use for our proposed EIPMD.

C. BOUNDARY REGION

The region of the picture in the dependent views, where our
proposed method is not applicable, we call it boundary region.
This is because of the non-availability of the CU splitting
information of the base view due to the size of the decision
window. For the decision window used in method MODm,
the corresponding boundary and non-boundary regions in
the dependent views are shown in Fig. 10. Similarly for the
decision window used in EIPMD method, the corresponding
boundary and non-boundary regions shown in Fig. 11. Size of
the decision window restricts the application of our proposed
methods on the CUs of non-boundary region CTUs. If we
use the 192 x 192 size for decision window than CTUs of
the first and last rows and columns of the picture are located
in the boundary of the picture, which means our proposed
MODm algorithm cannot be applied on two rows and two
columns of the CTUs of each picture as shown in Fig. 10.
If we use the 128 x 64 rectangular window for decision
making than only first or the last column of the CTUs falls
into the boundary region, depending upon which view we are
encoding, as shown in Fig. 11. So in this case our propose
EIPMD algorithm is not applicable only on a single column of
CTUs of each picture. Because of being applicable on a larger
area of the pictures of the dependent views, the proposed
EIPMD technique gives better results.

D. CURRENT AND REFERENCE CU DEPTH

Our proposed method also utilizes the information about
the current depth level D, of the CU being encoded. The
algorithm adjusts according to the depth level of the CU that
is currently being encoded. This means that for the same
CU splitting information from the base view, different Mode
decisions are taken for different depth levels of the current CU
of the dependent view, that is being encoded. The reasons for
this are:

o The correlation between the current CU depth level D,
and the CU depth levels in decision window of the base
view as explained earlier.

o If a CU is split into four PUs, the resulting PUs
represent square blocks of the same size and this
splitting of a CU into four equally sized square PUs i.e.,
Mode N x N, is theoretically identical to the splitting of
the corresponding block into four CUs and coding each
of these CUs as a single PU i.e., Mode 2N x 2N [52],
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(a) — Dependent view, View-1

(b) — Base view, View-0

(c) — Dependent view, View-2

FIGURE 9. POC 1 of test sequence “Balloons”, showing all three views. The CU splitting decisions and the disparity between the views can also be seen

for all three views. (a), (b), and (c).
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FIGURE 10. Boundary and non-boundary regions in the dependent views,
for the decision window used for MODm.

as shown in Fig. 12. In Fig. 12a, a single CU of size 2N
x 2N is predicted using four PUs of size N x N, whereas
Fig. 12b, shows the same CU is first split into four CUs
and then each of these four CUs is predicted using 2N x
2N size single PU.

« Using the above findings, we can say that, the Splitting
of a CTU into 4 CUs of size 32 x 32 i.e., at Dy (after
checking Modes at Dg) and checking Mode 2N x 2N
for each of the 4 CUs is conceptually similar to checking
these three Modes (2N x 2N, 2N x N, N x 2N) without
splitting the CU, at Dy.

From our previous work [49], [53], we know that the CU
depth of the independent views is directly proportional with
the collocated CU depths of the base view. So if we know
that the co-located region has CUs of depth level Dy than it
is nearly impossible that the depth of the current CU of the
dependent view can have a depth level D3. Similarly depth
level D; is also a very rare possibility. Most likely the CU will
get the depth level of its co located CU depths. We also use
the information from our previous work regarding the relation
of CU depth levels between base and dependent views.
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FIGURE 11. Boundary and non-boundary regions in the dependent views,
for the decision window used for EIPMD.

In Table. 5, we present the scenarios (which are based on
the above findings), that we use in our proposed algorithml,
in which we utilize the correlation between the reference
CU depth level D, and current CU depth level D.. All
possible values of D, for each values of D, are shown. Then
corresponding to these D, values, the possible values of D,
for each of the three conditions used in the algorithm 1:

° DrSDc
e D,—D.=1
e D,—D.=2
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TABLE 5. Possible CU depth levels of reference and current CUs and the conditions applied in 1.

All possible CU Depths scenarios

Conditions used in the algorithm 1

Reference CU depth levels Current CU depth levels

(Dy — Do) == 1 (D, — Do) == 2

D, D, D,

D, D, D, D, D,

W —=Oo

[3e]

W
W — o
o=
W — O
- o

| 2N x 2N }

PU PU

NT X NT

cu

PU PU

2N x 2N<—] —2N x 2N<

CU, CU, PU; PU,

> NZ X NZ<—]
F>NZXNZ=—]

CU, CU, PU;3 PU,

(b)

FIGURE 12. (a) A CU at depth level D of size 2N x 2N is predicted into 4
PUs of size N x N; (b) 4 CUs at depth level D+1, and each CU is predicted
by single PU of size 2N x 2N.

are shown. For example if D, = 3, then D, can only have the
value of 3 according to the condition D, < D, can have the
value of 2, according to the condition D, — D, = 1, and can
have a value of 1 according to the condition D, — D, = 2.
The condition D, < D, covers all values of D, (0, 1, 2, 3) for
D, = 0. For D, = 1, it covers D, = 1, 2, 3, whereas, the
value D, = 1, is covered by the condition D, — D, = 1. For
D, = 2, the condition D, < D., covers value of D, = 2, 3,
whereas D, = 1 is covered by D, — D, = 1 and D, = 2 is
covered by the condition D, — D, = 2. Similarly for D, = 3,
the condition D, < D, covers value of D, = 3, whereas
D, = 2 is covered by D, — D, = 1 and D, = 1 is covered
by D, — D, = 2. for the value of D, = 0 default procedure is
followed.

E. RD COST

RD cost based fast Mode decision techniques are proposed
in the literature for low complexity video coding [34], [46],
[54]. In which Mode decisions are taken utilizing the RD
costs of the co-located regions of the pictures. RD cost
thresholds are calculated based on observation and statistical
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analysis and then Mode decisions are taken accordingly.
We also utilize the RD cost parameter to further enhance our
proposed technique. We use the RD cost of the CTUs of the
decision window. Complex motion in video demands smaller
blocks i.e., higher CU depth levels, which is theoretically
same as higher Mode levels. Higher CU depth levels or
PU Mode levels means higher RD cost. On the bases of
this information we utilize the average RD cost values of
the CTUs of the decision window to further improve our
proposed Mode decision technique. We calculate the average
RD cost (CostAvgg.r) for the co-located CTU and CTUs
of the decision window. We also calculate average RD cost
(CostAvgDepthg,r) for each CTU for all depth levels in a
picture of the base view. Using these RD cost values we
decide between the Modes to be selected.

F. PROPOSED ALGORITHM

After going through the details about the parameters that
we used, and their correlations, which we utilized in our
proposed method, now we explain the working of our
proposed method’s Algorithm 1, step wise.

Step 1: First the encoder checks that whether the proposed
PU Mode decision algorithms are enabled or not.
For this purpose a Boolean variable defined in
the encoder. If its enabled the process moves to
step 2, otherwise default procedure is followed by
the encoder.

Next the encoder checks whether the MODm
technique is activated or the EIPMD technique is
activated. Corresponding details for Decision Win-
dow (DW) are acquired for the activated technique.
After deciding about the DW, if the current view
is view-0 i.e., the base view, then D, is acquired
and saved. Where D, is the maximum depth level
of a CU that appears in DW corresponding to a
CU in dependent view. Here we save the vales for
D,, which are used afterwards while encoding the
dependent views.

As explained earlier about the limitations in the
area of the picture, where our proposed methods
are applicable, here we check about the boundary
condition. If the current CU belongs to the bound-
ary region of the picture than default procedure
is used.

If the current CU does not belong to the boundary
region of the picture then, the proposed algorithms

Step 2:

Step 3:

Step 4:

Step 5:
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check for two conditions. First it checks whether the
picture belongs to temporal level 4 or not. Then it
checks whether the reference CU depth level D, is
less than or equal the current CU’s depth level, D,.
If either of these conditions is true, the encoder is
restricted to only predict the current dependent view
CU using PU Mode size 2N x 2N. If none of these
conditions is satisfied, then the process moves to the
next step.

Step 6: Algorithm checks, whether the reference depth D,
is one level above the current CU depth D,. If the
conditions turns out to be false the algorithm moves
to the next step. If the condition turns out to be
true, then the algorithm checks the cost criteria
(the average RD cost of the co-located CTU is
less than that of the average RD cost calculated
for its corresponding depth times a scaling factor,
N2 =0.75). If the cost criteria is satisfied the encoder
is restricted to predict the current CU with PU size
2N x 2N, otherwise the encoder is restricted to 2N
x 2N, 2N x N, and N x 2N PU sizes.

Step 7: A similar mechanism to step 6 is followed, with
a slight difference. Here the algorithm checks,
whether the reference depth D, is two levels above
the current CU depth D.. If the condition turns
out to be false default procedure for prediction is
followed. If the condition is true, again the cost
criteria (the average RD cost of the co-located CTU
is less than that of the average RD cost calculated
for its corresponding depth times a scaling factor,
N2 =0.75) is checked. If the cost criteria is satisfied,
the perdition for current CU is restricted to 2N x 2N,
2N x N, and N x 2N PU sizes, otherwise, default
prediction Modes are used.

VI. EVALUATION PARAMETERS AND

EXPERIMENTAL SETUP

In this section we briefly define the parameters that we
used for comparing our proposed technique with reference
encoder. To give an extra insight into the complexity
reduction process, in our proposed work we also present the
percentage change in the arithmetic operations along with
the standard comparison parameters. The dominant factor
in computational complexity is the repetitive execution of
arithmetic calculations such as Hadamard (HAD) transform,
Sum of Absolute Difference (SAD), and Sum of Squared
Error (SSE) [55]. Block matching is a process in which
the best match of the block being encoded is searched in a
search window both spatially and temporally. All available
CU sizes and their possible PU sizes are explored with certain
conditions. for the best match difference between the blocks
is calculated by (1).

Diff (i, j) = BlockA(i, j) — BlockB(i, j) (1)
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Algorithm 1: Proposed PU Mode Selection Algorithm

if ( Enable PU Mode decision ) then
if ( MODm ) then

L DW = W_MODm

if ( EIPMD ) then
| DW =W_EIPMD

if ( Current view == 0 ) then
‘ D, = max(CU depths inside DW)

else if ( /boundary) then

if ( Temp — Level == 4 ) || ( D, <= D, ) then
‘ Check Mode 2N x 2N

else if ( (D, — D;) == 1) then

if ( CostAvgrer) < N2 x CostAvgDepthg,r)
then

Check Modes

2N x 2N
else

Check Modes
2N x 2N

2N x N

N x 2N

Ise if ( (D, — D.) == 2) then

if ( CostAvgrer) < N2 x CostAvgDepthrer)
then

Check Modes
2N x 2N
2N x N

N x 2N
else

| Default MV-HEVC Algorithm.

[¢]

else
| Default MV-HEVC Algorithm.

else
| Default MV-HEVC Algorithm.

else
| Default MV-HEVC Algorithm.

where i and j the pixel location. The SSE and SAD function
are defined by (2) and (3) respectively.

SSE = ) Diff (i.))’ @
i.J
SAD =) Diff (i, j)| 3)
ij
During the process of finding the best match, the number
of bit required to represent the residual along with splitting

details, is also considered. For the overall calculation of Rate
Distortion cost, (4) and (5) are utilized.

Jpred,SAD = SAD + )\pred * Bpred @
Jmode = (SSEp. + wen, % SSEch.) + Amode * Biode (5)

where Bjyoqe is bit cost for Mode decision and Bpeq is bit
cost for the prediction decision. Apeq and Aoq. are Lagrange
multipliers. j, and ., stand for luma and chroma, respectively.
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TABLE 6. Test sequences used in the analysis and results.

S.No Test Sequence Resolution Input Views Frames/Pictures
1 Balloons 1024 x 768 1-3-5 300
2 Kendo 1024 x 768 1-3-5 300
3 Newspaper 1024 x 768 2—4—-6 300
4 GT_Fly 1920 x 1088 9-5-1 250
5 Poznan_Hall2 1920 x 1088 7T—6-—-5 200
6 Poznan_Street 1920 x 1088 5—4—-3 250
7 Undo_Dancer 1920 x 1088 1-5-9 250
8 Shark 1920 x 1088 1-5-9 300

TABLE 7. Experimental setup and encoder configurations.

Hardware
Operating system

Intel core i7, 2.7 GHz processor, and 32 GB RAM
Windows 7

3D-HTMEncoder: Version [16.2] based on HM Version [16.9][Windows][VS 1900][32 bit], Profile: main main multiview-main,
CU size /total depth: 64/4, Intra-period: 24, GOP : 8, NumberOfLayers: 3, HadamardME: 1, Motion search range: 64, Disp. search

Encoder configuration

range restriction: 1, Vertical disp. search range: 56, BipredSearchRange: 4, HAD: 1, RDQ: 1, RDQTS: 1, MinSearchWindow: 8,

RestrictMESampling: 1, ECU: 0, ESD: 0, CFM: 0, ASR: 0, FEN: 0, FDM: 0, TransformSkip: 1, TransformSkipFast: 1, Trans
-formSkipLog2MaxSize: 2, Slice: M = 0, SliceSegment: PME: 2, WaveFrontSubstreams: 1, TMVPMode: 1,SignBitHidingFlag: 1.

wen 18 the weighting factor for the chroma part of SSE. The
arithmetic functions are executed for caparisons to get the
best match during the encoding process. The number of time
these arithmetic functions are called, also gives an insight
into the encoding complexity. Therefore, we also compare
our proposed method with the reference encoder on the basis
of the percentage decrease in the number of these arithmetic
operations. Equations (6-8) are used for the comparison
purpose. These equations give us the percentage change in the
HAD, SAD, and SSE operations for our proposed technique.

HADS(Orig,) — HAD(Pr()p.)

AHADs(%) = - x 100%  (6)
S(Orig.)
SAD(0yic) — SAD
ASAD(%) = ‘O;’Z‘)D(O_ : Prop) o 100%  (7)
rig.
ASSE(%) = SSEwrig) = SSEemop) 1500, (g
SSEorig.)

Mostly we use the more generally accepted and the
standard evaluation parameters. These parameters, namely
percentage change in the bit rate (Abitrate (%)), percentage
change in encoding time (Atime (%)), and the change in Peak
Signal to Noise Ratio (PSNR) (A PSNR (dB)), (9)-(11), not
only show us the complexity reduction but also give as the
information about the compression efficiency and quality of
the video.

Bit -R(Orig.) — Bit .R(Pmp.)
Bit .R(orig.)

ABit.R(%) = x 100% (9)

Time(oﬁg.) — Time(pmp,)

ATime(%) = x 100% (10)

(11)

The reference encoder results are represented by the
subscript “Orig.” and the results of the proposed encoder
are represented by the subscript “Prop.”. Two other widely
used parameters Bjgntegaard Delta Bit Rate (BDBR)
and Bjgntegaard Delta Peak Signal to Noise Ratio (BDP-
SNR) are also used. The Bjgntegaard metric is used to

TimE(On'g.)
APSNR(dB) = PSNR(0yig) — PSNRpyop.)
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compare the RD curves of two methods, in terms of
average PSNR improvement and percent bitrate saving.
The BDBR shows the bitrate saving and the BDPSNR
shows difference in PSNR [56]. Standard test sequences,
shown in Table. 6, are used for simulation purpose
with the encoder configurations shown in Table. 7. All
the results shown are with respect to the reference
encoder HTM [16.2], under common test conditions [57].
Simulation results obtained are discussed in the next
section.

VII. RESULTS, ANALYSIS AND COMPARISONS

First we present the results for the percentage change in the
values of AHAD, ASAD, and ASSE, calculated using (6-8).
The percentage change in these parameters give us an insight
into the complexity reduction of the encoder. Table. 8 shows
the results for the decision window of size 192 x 192 as
shown in Fig. 7, which is applied on the non-boundary area
of the frame/picture as shown in Fig. 10. Similarly Table. 9
shows the results, when decision window of size 128 x 64
is used as shown in Fig. 8. The boundary and non-boundary
area of the picture for this decision window is shown in
Fig. 11. These tables show us the percentage reduction in
the considered operations, but do not explicitly give us the
information about reduction in complexity. Because of the
different execution times of the different operations and also
of similar operations of different sizes, finding the overall
complexity reduction from these tables is difficult. Therefore,
we present the results of our proposed EIPMD algorithm in
the Table. 10 for decision window size of 192 x 192 pixel.
The results are shown under the title MODm and for decision
window of size 128 x 64 pixel, under the title EIPMD. It can
be noted that by optimizing the window size the results have
improved. Lower resolution videos perform slightly better

than the high resolution videos.
o From Table. 10, it can be seen that our proposed

EIPMD technique generally shows similar reduction in
complexity for all test sequences.
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TABLE 8. For MODm, the percentage reduction in the number of SAD, SSE, and Hadamard (HAD) operations, with decision window of size 192 x 192.

ASAD ASSE AHADs
Sequences
SAD 4 8 16 12 24 32 64 SSE4 8 16 32 64 HADs 4 8

Balloons 37.2 62 127 129 393 363 265 243 93 93 96 95 9.1 258 364 222
Kendo 44.7 3.1 124 113 445 458 267 242 94 95 99 101 9.8 259 36.7 224
Newspaper 334 50 127 128 334 354 264 243 92 91 95 95 94 257 363 220
GT_Fly 46.3 47 115 119 452 442 251 238 92 91 95 96 9.0 252 359 221
Poznan_Hall2 39.5 3.1 116 121 389 37.1 243 239 9.1 93 96 97 93 258 358 224
Poznan_Street 44.8 36 114 121 445 391 221 237 93 89 94 94 9.6 25.1 36.1 2211
Undo_Dancer 42.1 4.8 120 11.8 413 402 265 232 89 90 96 93 92 253 36.1 22.1
Shark 48.1 46 111 11.9 464 451 257 241 93 92 94 92 9.5 256 362 220
1024 x 768 (avg.) 38.4 48 126 123 39.1 392 265 243 93 93 97 97 94 258 365 222
1920 x 1088 (avg.)  44.2 42 115 120 433 411 247 237 92 91 95 94 93 254 36.0 221

Average 42.0 44 119 121 417 404 254

239 9.2 92 96 95 94  25.6 36.2 222

TABLE 9. For EIPMD, the percentage reduction in the number of SAD, SSE, and Hadamard (HAD) operations, with decision window of size 128 x 64.

ASAD ASSE AHADs
Sequences
SAD 4 8 16 12 24 32 64 SSE4 8 16 32 64 HADs 4 8

Balloons 474 9.0 147 153 482 482 337 312 120 11.9 124 123 117 332 46.8 285
Kendo 48.3 78 144 142 471 493 338 311 120 121 127 129 122 332 46.8  28.6
Newspaper 43.0 86 150 151 425 449 337 312 118 1.7 12.1 122 121 331 46.7 283
GT_Fly 425 85 146 145 425 435 335 309 117 1.7 11.8 119 113 33.0 46.6  28.1
Poznan_Hall2 429 86 147 146 432 441 334 308 117 116 117 11.8 112 33.1 46.5 282
Poznan_Street 439 8.1 145 143 445 439 337 310 118 1.7 121 121 114 325 46.8 283
Undo_Dancer 44.1 87 146 144 437 457 336 307 121 1.5 119 122 115 327 46.7  28.1
Shark 452 84 145 145 465 471 332 311 120 1.8 12.1 123 121 328 46.8 284
1024 x 768 (avg.) 46.2 85 147 149 459 475 337 312 120 119 124 125 120 33.1 46.8 284
1920 x 1088 (avg.)  43.7 85 146 145 441 449 335 309 119 1.7 119 121 115 328 46.7 282
Average 44.7 85 146 146 448 458 336 310 119 11.8 121 122 11.7 329 46.7 283

o It can be observed that our proposed method produces
better results for low resolution videos. The reason for
this is that in higher resolution videos the same object of
the video is represented by more pixels when compared
with low resolution video, which means that there is
more chance for higher Mode levels in low resolution
video than in higher resolution videos.

o Results for two different window sizes, used by our
technique show that the smaller and optimized window
produces better results than the larger window size. One
reason for this is the fact that the larger window size
has more probability of having higher CU depth level
than a smaller window size. As our algorithm uses the
CU depth information for its decision hence it affects its
results. Second reason for better results is the fact that
with smaller window size our techniques can be applied
on more area of the picture.

o Test sequences with different video content are used.
Generally the results are similar and no significant
variation in results occurred due to content of the video.

Finally, we compare our proposed EIPMD method with

the relative state-of-the art methods, named as Perceptual
Distortion Threshold Model (PDTM) [35] and a Fast Mode
Decision method (FMD) proposed in [34]. Table. 11 shows
the comparison results. All the standard test sequences
of Table 6 are used. Average value of the QP values
25, 30, 35, and 40 is used. Comparison is done on the
basis of the standard evaluation parameters i.e., percentage
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change in Bitrate, change in PSNR, percentage Reduction in
time (9, 10, 11), BDBR, and BDPSNR.

Our proposed technique is consistent in complexity
reduction in terms of video resolutions and video
content.

On average we decreased the encoding time of the
encoder by 66.56%, with A Bitrate (%) of —0.948, the
A PSNR of 0.073.

The authors in [34], [35], have used ATime and BDBR
for the sake of comparison. We also used parameters.
For all test sequences of Table. 6, our proposed
technique out performs the [35] and [34], in terms of
complexity reduction i.e., the encoding time, with a
slight increase in BDBR.

Similar to our proposed EIPMD method, the method
proposed in [35] is also designed for dependent view
coding of MV-HEVC. In which edge strength for
different blocks is calculated using 3D-Sobel operators.
On the basis of these edge strengths the image is
divided into two regions. SSE for CUs is estimated using
distortion quantization model. Then threshold values
are calculated for these regions and Mode decisions
are made by comparing it with SSE. This technique
uses a novel approach but its repeated calculations
also add time to the encoding process. Whereas the
FMD [34] technique is originally proposed for HEVC.
This technique is applied to MV-HEVC by [35] for the
sake of comparison.
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TABLE 10. Comparisons between two versions of our proposed method, with different window sizes (MODm vs. EIPMD).

Sequences QP A Bitrate (%) APSNR ATime % BDBR BDPSNR
MODm EIPMD MODm EIPMD MODm EIPMD MODm EIPMD MODm EIPMD
25 -1.33 -1.16 0.02 0.03 54.15 67.63
A T R
40 -0.08 -1.63 0.05 0.03 53.95 67.08
25 -0.89 -0.83 0.06 0.06 53.44 66.85
T Tt
40 1.36 -0.04 0.14 0.16 54.03 66.99
25 -1.74 -1.79 0.03 0.03 53.48 66.52
A I R R
40 -2.37 -1.67 0.00 0.03 52.19 65.98
25 -0.38 -0.23 0.09 0.09 54.15 67.63
T T IR A T
40 -0.29 -0.32 0.03 0.01 53.95 67.08
25 -0.61 -0.57 0.20 0.20 53.44 66.85
T I T
40 -1.02 -1.02 0.10 0.09 54.03 66.99
25 -0.53 -0.30 0.12 0.12 53.48 66.52
P Tt
40 -2.35 -2.35 0.10 0.00 52.19 65.98
25 -0.41 -0.14 0.10 0.10 53.48 66.52
Gaopme D08 080D DB S0 w0 g aw o
40 -0.90 0.69 0.10 0.10 52.19 65.98
25 -0.64 -0.32 0.20 0.20 53.48 66.52
I T T T
40 -1.41 -1.55 0.20 0.20 52.19 65.98
25 -1.28 -1.03 0.05 0.04 53.69 67.00
R I
40 -0.55 -1.39 0.06 0.08 53.39 66.68
25 -0.52 -0.31 0.14 0.14 53.61 66.81
T T R
40 -1.19 -0.91 0.11 0.08 5291 66.40
Average -1.26 -0.95 0.08 0.07 53.16 66.56 3.47 2.68 -0.13 -0.11

TABLE 11. Comparisons among state of the art methods, [34], [35], and our proposed method, EIPMD.

A Time % BDBR
Sequences
Jung FMD [34] Jiang PDTM [35] Proposed [EIPMD] Jung FMD [34] Jiang PDTM [35] Proposed [EIPMD]
Balloons 29.30 54.30 67.17 -0.20 1.00 1.93
Kendo 28.70 54.50 66.90 -0.40 2.40 3.28
Newspaper 34.10 54.20 66.08 0.00 1.40 2.56
GT_Fly 33.40 53.70 67.17 0.30 1.30 2.30
Pozna_Hall2 40.00 49.00 66.90 -0.30 2.60 2.89
Poznan_Street 53.80 51.30 66.08 0.10 2.10 3.20
Undo_Dancer 22.20 53.20 66.08 -0.20 3.70 3.64
Shark 22.50 53.40 66.08 -0.10 0.50 1.62
1024 x 768 (avg.) 30.70 5433 66.72 -0.20 1.60 2.59
1920 x 1088 (avg.) 34.38 52.12 66.46 -0.04 2.04 273
Average 33.00 52.95 66.56 -0.10 1.88 2.68
o For test sequence Poznan_Hall2, it can be observed Similar pattern can be seen for sequence Poznan_Street.
that the performance of method in [35] is reduced. Whereas for [34], its performance for test sequences
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Poznan_Hall2 and Poznan_Street is increased quite a
bit. In our proposed EIPMD technique no such video
content dependent performance degradation is noticed.

o In terms of BDBR [34] is the best performer followed
by [35], and the our proposed technique.

VIIl. CONCLUSION AND FUTURE WORK

We propose an Efficient Inter-Prediction Mode Deci-
sion (EIPMD) technique to decrease the complexity of
MV-HEVC encoder. We present a novel approach for
inter-prediction Mode decisions of the dependent views,
by utilizing the CU depth level information of the co-located
area (we call it the decision window) of the base view.
We find that the views are only horizontally displaced and the
disparity between the base view and dependent views is only
in the horizontal direction. We use this information to further
optimize our technique by reducing the size of our decision
window. We also utilize the correlation between the Temporal
levels of the pictures and the Mode levels. At temporal level-4
adjacent pictures are available for prediction, in the reference
picture list. Hence we utilize this to further optimize the Mode
decisions in temporal level-4 pictures, by restricting the Mode
decision and also by avoiding the intra-prediction. We also
enhance the performance of our technique by utilizing the
average RD cost of the CTUs of the decision window.
We also utilize the correlation between the current CU
depth and Mode decisions to further enhance our proposed
technique. We define the evaluation parameters and simulate
our proposed technique. From the results in Table. 10, it can
be seen that our technique shows similar results for all the
test sequences. As compared with the reference encoder
HTM [16.2], we decreased the encoding time by 66.56% on
average, with the A Bitrate (%) of —0.95, the A PSNR of
0.07, BDBR of 2.679, and BDPSNR of —0.105.

In this work, we only used CU splitting and RD cost
information of the base view. In future the Mode selection
process can be further improved by utilizing the CU splitting
information of the temporally co-located CTUs. Moreover,
the search range in the dependent views can also be optimized
by utilizing the CU splitting information of the base view,
to reduce the complexity of the encoder.
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