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ABSTRACT At present, the comprehensive inspection trains of all countries in the world are equipped with
an environmental video inspection system. The running environment is monitored by manual analysis of the
video data, which is labor intensive and inefficient. In this paper, we propose a fast and intelligent inspection
method for high-speed railway infrastructure monitoring. A railway environment video is acquired by an
imaging device installed on a high-speed integrated detection train, and the forward-looking video is used to
establish a panoramic imaging model by constructing the rectangular sampling area having a dynamic width
from each frame of the video sequence, which covers the four side scenes of the railway and generate four
panoramic images through image stitching technology. The experimental analysis indicates that proposed
method makes the examination and analysis of video faster, simpler and more intelligent, which not only
simplifies video content and reduces the time cost for users to browse video; but is also more feasible to run
automatic identification algorithm on the compressed panoramic image for realizing the automatic intelligent
detection of railway environment anomalies.

INDEX TERMS Image stitching, panorama, railwaymonitoring, forward-looking video, high-speed railway.

I. INTRODUCTION
At high speeds, any foreign matter intrusion or loss in the
railway environment will seriously affect the safety of the
train running. Intrusion of foreign objects caused by damage
to the fence and sound barrier, and foreign objects in the track
and power contact wire will pose a threat to the safety of
the railway. It is required that the high-speed railway running
environment must be closed throughout. Therefore, through
the high-speed railway environmental monitoring to grasp
the unsafe factors affecting the safety of high-speed rail, it is
crucial to timely check the railway condition and ensure the
safe driving of high-speed train. At present, the fixed-line
video equipment is mainly used for environment monitoring
of high-speed railway. The camera equipment is in a fixed
static state, and the key parts along the railway are fixedly
monitored. The video captured is transmitted to the control
center through wireless transmission, so that the management
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personnel can grasp the railway safety status at any time.
However, the fixed-point monitoring method is limited by the
acquisition field of view, and it is impossible to control the
entire line and all the conditions along the line. Therefore, it’s
an effective method to monitor the state of the line in front of
the train and the state of the fences on both sides of the line by
using the train-borne environmental monitoring equipment
installed in the high-speed comprehensive detection train.

High-speed integrated detection trains at home and abroad
are equipped with video equipment for obtaining environ-
mental information along the road, as a record of environ-
mental conditions, providing environmental information for
later manual inspection. However, how to quickly obtain
information that affects environmental closeness and abnor-
mal intrusion of foreign objects or equipment within the line
from a large number of video images acquired by high-speed
integrated detection trains, and correct warning is a problem
that needs to be solved.

Aiming at the shortcomings of traditional video surveil-
lance systems, we propose a fast panorama generation
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method based on the video stitching method, and converts the
video into a more suitable format for the computer processing
and analyzing. The redundant information between the image
sequences is removed, reducing the storage overhead of the
video data. On this basis, the generated railway environment
panorama is used as the detection data, and then intelligent
algorithm can be used to realize the automatic inspection
of the foreign matter intrusion in the high-speed railway
environment.

For traditional video stitching methods, the problems in
time-consuming image matching and complicated optical
flow computation have always given rise to the bottleneck of
real-time panorama stitching. Starting from the human visual
storage mode, we converted the storage mode of video frames
into the storage mode of panoramic images, and proposed
URS-PIM, a panoramic imaging model with uneven rectan-
gular sampling for forward moving video.

The video images taken by forward-looking video con-
sist of a series of two-dimensional frames, which usually
include the road surface, sky and scenery on both sides of
the three-dimensional European space. For this kind of scene,
pixels on the image plane do not all belong to the same
two-dimensional Euclidian space, and the adjacent pixels in
the imagemay be the scene points far apart in the actual scene.
From the perspective of optical flow, adjacent pixels in the
image may have different optical flow velocity and direction,
which is manifested as non-consistency of pixel movement.
The reflection of objects from far to near in the image is the
amplification of objects.

TheURS-PIMmodel proposed in this paper can effectively
solve the above problems. As shown in Figure 1, we elab-
orate on the Non-uniform Rectangular Sampling Panoramic
Imaging Model (URS-PIM) based on the forward-looking
video. The URS-PIM is used to construct the stitching area
of forward-looking video by making full use of the geomet-
ric structure of the physical railway scene and the motion
information of Comprehensive Inspection Train (CIT). The
URS-PIM enables the alignment of stitching area. The entire
panorama stitching simplifies the image processing, and real-
izes the real-time acquisition of railway panorama. Mean-
while, it presents a panorama index for fast video browsing,
and saves the time and space costs of video browsing and
storing. It also facilitates the free visual inspection by rail-
way staff so that the safe operation of high-speed railway is
ensured.

FIGURE 1. Block diagram of URS-PIM.

II. RELATED WORKS
A. FORWARD-LOOKING VIDEO STITCHING TECHNOLOGY
AND APPLICATION
The forward-looking video stitching technology has been
widely applied to target detection, environmental monitoring
and scene reconstruction in a wide range of motion scenes.
The forward-looking video falls into different categories by
the motion carrier, and varies in the application target. For
example, the infrared imager installed on the nose of aircraft
is used to track flying objects in the air [1]. The vehicle-borne
forward-looking fisheye lens enable the virtual reconstruc-
tion of urban road scenes [2]. The cameras installed on the
front end of train make it possible to achieve the dynamic
monitoring of high-speed railway operating environment and
the automatic identification of signals and signs along the
railway line [3]–[5]. The forward-looking sonar devices for
underwater robots or submarines function to acquire sound
wave images under underwater low-light environments, and
enable the reconstruction of underwater scenes through the
image stitching method [6]. The miniature camera installed
on the endoscope can record the intestinal image information
of living organisms and generate a panorama of the entire
intestine along the forward motion path [7]. The imaging
equipment installed on the percussion bit can be used to gen-
erate a panorama of the interior of geological rock formation,
which is conducive to analyzing the composition and struc-
ture of rock formation [8]. Some robot motion units equipped
with forward-looking imaging equipment make it possible
to realize the visual inspection of inner walls of pipelines,
such as oil pipelines or gun bores [9], [10] by collecting and
analyzing the related images.

The above-mentioned forward-looking imaging methods
and applications, as a way of video capture under specific
motion conditions, differs greatly from the traditional image
or video stitching models. The computational complexity of
massive forward-looking video data makes it hard to realize
real-time detection, thus bringing difficulties to the storage
and retrieval of video data. There are few researches on the
algorithm of forward-looking video stitching, and the repre-
sentative researches mainly focus on:

1) Optimizing the algorithms to reduce the computational
time and complexity;

2) Making use of the information redundancy between
video sequences, and removing redundant information of
adjacent image sequences through the multi-view panorama
stitching technology, so as to better compress and extract
information, retain key video information and reduce the cost
of video data storage and retrieval.

B. MULTI-VIEW PANORAMIC STITCHING TECHNOLOGY
Peleg et al. [11] proposed a strip stitching method, which
obtained a group of thin strips from video sequence
images and stitched these strips into a panorama after
image warping. In this method, video is regarded as
spatio-temporal scene, and image strip is constructed to
simulate scanning imaging. Strip content is the scene that
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the virtual scan line sweeps through the video frame. The
process of constructing strips introduces artificial interpola-
tion deformation operations, so the resulting panorama is a
projection of the scene content on an irregular surface. The
shape of the surface is affected by many factors such as scene
model, camera motion and deformation formula, and there
is no regular expression form, so this method is also called
manifold projection method.

Based on the theoretical analysis of manifold geometry and
topological changes, Zhang [12] systematically explained
the stitching method of forward or backward motion video.
A group of splicing strips covering the whole scene space
is extracted from the video sequence with forward motion.
Each stripe is corrected into regular rectangular stitching
strips after ‘‘Mobius transformation’’, and then merged them
together after alignment to generate a panorama. The key
of extracting stitching strips from video frames is how to
calculate the homography matrix which describes the rela-
tion of similarity change. Two effective methods to calculate
homography matrix are summarized, that is, feature match-
ing and optical flow calculation. However, feature matching
does not always work in detection scenarios with single and
repeated targets. On the other hand, in the actual detection
task, the optical flow calculation fails because the assumption
condition of optical flow cannot be guaranteed, and the time
cost of optical flow estimation algorithm will affect the real-
time performance of visual detection in practical application.

Zheng et al. [2] applied push-broom model to streetscape
reconstruction research to generate Route Panorama images.
Based on push-broom model, the algorithm continu-
ously shoots buildings on both sides of the city through
vehicle-mounted cameras. A vertical pixel line is extracted
from each frame image of side-view video and arranged and
combined along the time axis to form a multi-view puzzle.
Since the push-broom model has a fixed sampling position
for pixel lines, this method requires a uniform speed of the
vehicle; otherwise, the proportion of object length in the gen-
erated panorama will be distorted. Therefore, the algorithm
needs to locally adjust the generated panorama according to
the location information obtained by GPS, which affects the
real-time performance of the Mosaic algorithm. In order to
obtain the Scene information in a larger field of vision, they
further improved the algorithm and proposed the ‘‘Scene tun-
nel’’ method, which generates multi-view panoramic images
with fish-eye videos from multiple angles. In the algorithm,
post-processing method was used to correct the tilted and jit-
ter panoramic images to improve the image clarity. However,
the algorithm requires that the main lines in urban buildings
should be straight lines parallel to the ground.

Wang [3] proposed a panoramic sampling model based
on the geometric structure of detection region, and intro-
duced the multi-view stitching technology into railway scene
panorama acquisition for the first time, which achieved state-
of-the-art stitching results for railway scene. Different from
the previous videomosaicmodels and image alignmentmeth-
ods, the proposed panoramic sampling method based on the

detection region geometry structure can generate panoramic
images from forward-moving videos quickly and succinctly.
Has been in the camera’s internal parameters calibration, just
rely on the camera motion information and the geometry
of space structure is a priori, completed the stitching area
construction and alignment, did not perform time-consuming
image matching and the complicated optical flow calcula-
tion, realized the railway environment video real-time stitch-
ing, to ensure that the subsequent visual detection based on
panorama of real time.

C. PROBLEMS EXISTING IN RAILWAY SCENE STITCHING
Image mosaic technology is widely used and is becoming
mature in many fields, but the mode of video capture through
the train-borne camera for the CIT in the forward/backward
direction is significantly different from the video capture
mode with fixed viewpoint, the mode of video capture
through the UAV, and the mode of video capture through the
train-borne camera in the lateral direction.

Specifically, the video stitching in the railway scene has
the following characteristics:
• The railway scene is motionless, and the train-borne
camera is relatively motionless, but the viewpoint is
moving forward;

• The fields of view for image capture are different. The
forward-looking camera is suitable for collecting envi-
ronmental information of the entire railway line with a
large field of view;

• The capture frame rate is several times that under
previous video capture modes. The high-speed rail
forward-looking video capture frame rate reaches up
to 117 frames/sec. However, the rate of video frame
capture by the camera usually cannot match, and the
velocity of movement is relatively low.

• There is still no mature theory and technology for the
forward-looking video stitching method. The previous
multi-view panoramic stitchingmethods are not applica-
ble. For example, the stitching method based on optical
flow estimation [13], [14] and imagematching [15], [16]
has high time complexity of algorithm, and the problems
such as optical flow estimation failure and matching
misalignment are likely to occur.

• For the previous panorama stitching algorithms, it is
assumed that there is no significant change in the depth
of detection scene (closed detection areas such as pipes,
intestines and stomach, gun bores and other scene targets
are all located on the same plane). There is no motion
parallax (MP) between adjacent images. The stitching
correspondence can be obtained by selecting the image
transformation model. For such open scenes as railway,
the depth of the scene from the pin-hole imaging system
is not constant, the scene targets are located in differ-
ent depth layers, and the relative positional relationship
between the targets (occlusion relationship) changes
with the movement of camera. Although the rela-
tionship of homography transformation exists between
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adjacent stitching images, direct acquisition is impossi-
ble through the image transformation model.

• The forward-looking video, containing massive data of
unique encoding format, can’t be played through all
existing players, particularly mobile phones and other
portable devices. Therefore, it is hard for railway inspec-
tion workers to visually detect the problems of railway
operating environment. Only after format conversion
through the dedicated player of China Academy of Rail-
way Sciences can the forward-looking video be decoded
and played through common players.

• The motion blur of single pixel in each frame of
forward-looking video capture image sequence is not the
same as that generated in other video capture modes.

Detection of high-speed railway environment through the
forward-looking video is regular and normalized. There
emerge some new problems regarding the use of video
information, fast retrieval, environmental change monitoring,
environmental anormaly detection, and reduction of storage
space occupancy arising out of the repeated acquisition of
video images, etc.

To solve the aforesaid problems, we propose the URS-PIM
based on the forward-looking video by estimating the geo-
metric structure of the physical railway scene in the video
and balancing the relationship between the motion blur
and the spatial resolution, which extracts the nondestruc-
tive information of the massive video data, obtains the
lightweight panorama, and reduces the storage and browsing
overhead of the video data. In addition, the video, through
the URS-PIM, can be converted into an image format more
suitable for manual retrieval or automatic inspection.

III. REGIONAL DIVISION OF FORWARD-LOOKING VIDEO
IMAGES
There is often only a single depth layer in the occasions with-
out scene change in depth, such as tunnels, animal intestines
and gun bores. In other words, the scene stitching target
objects are all located in the same scene depth layer, and
the pixel correspondence between adjacent stitching frames
can be acquired through the appropriate image transformation
model. The high-speed train runs in an enclosed (not closed)
environment, but the target objects in the open scene range are
located at different scene depth layers. Although the model of
image transformation between two adjacent frames meets the
homography requirements, the mapping relationship between
pixels cannot be obtained directly.

The shooting direction of train-borne forward-looking
camera is parallel to the direction of motion. The collected
video sequence is composed of a series of two-dimensional
images, usually including the road surface, sky and objects
on both sides of the three-dimensional Euclidean space. How-
ever, the pixels on such object image plane do not all belong
to the same three-dimensional Euclidean space, and the adja-
cent pixels in the image may be the points far apart in the
actual scene. From the perspective of optical flow, adjacent
pixels in the image might have different optical flow speeds

and directions, which somewhat reflects the inconsistency of
pixel motion. The reflection of objects in the image from far
to near is an enlargement of objects. Among the train-borne
forward-looking video images, the video image captured
through the camera for the high-speed railway in the forward
direction is representative in the application.

The URS-PIM based on the high-speed railway forward-
looking video is mainly used to divide the two-dimensional
perspective projection image according to the location of the
scene image in the three-dimensional world coordinate sys-
tem. As shown in Figure 2, the scene layout is estimated for
the image of any frame of forward-looking video sequence,
and the scene is divided into the areas of sky, left, ground and
right by the detected vanishing point and electric pole.

FIGURE 2. Areas of forward-looking video: sky, left, ground and right
areas.

The images in different areas are stitched through the strip
stitching method. The strip stitching of high-speed railway
forward-looking video image is shown in Figure 3.

FIGURE 3. Non-uniform strip stitching.

The panorama stitching method proposed for the
high-speed railway environment is brand-new. The so-called
‘‘rectangular sampling’’ means that the scene images are
located in different positions of three-dimensional world
coordinate system. To meet the needs of detection of
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high-speed railway’s enclosed environment, four planes,
namely the left and right guardrail (or sound barrier), sky and
ground, were selected. The outer border of strip is rectangular.
The panoramas of rectangular planes on the left, right, top
and bottom were drawn in the cuboid geometry pipeline after
sampling and stitching. Nonuniformity means that the widths
of stitching strips along the left and right guardrails (or sound
barrier), sky and ground are not uniform during sampling. The
specific widths can be calculated according to the estimated
scene layout, motion blur, camera pose, and speed of CIT. The
frame diagram of URS-PIM based on the forward-looking
video is shown in Figure 4.

FIGURE 4. URS-PIM (left, right, top, bottom).

IV. RAILWAY PANORAMA USING URS-PIM
A. JUST-SAMPLING AND MAIN PLANE OF THE SCENE
As shown in Figure 5, S tl , S tr , S tu, S td are four uneven
rectangular strips extracted from the k th frame image of
forward-looking video with a frame number of N . Each strip
is composed of external stitching rectangle ESRk position
(green) and the internal stitching rectangle ISRk position
(red). Rkl , Rkr , Rku, Rkd denote the spatial sampling areas

FIGURE 5. Left panorama acquired from the left strip.

corresponding to Skl , Skr , Sku , Skd ,, as shown in Figure 6.
The irregular rectangular strip Sk−1 is formed after sampling
in the four directional areas Rk−1 of the physical scene.

FIGURE 6. Spatial sampling area Rk and irregular rectangular strip Sk .

According to the aforementioned definition, the stitching
area should satisfy certain conditions. To be specific, spatial
sampling areas of two adjacent frames should not overlap
(to avoid overlapped sampling), without gap (to avoid under-
sampling). If there is neither overlapping nor gap between the
sampling areas, the space sampling by the stitching strips is
regarded as just-sampling, as shown in Figure 7.

FIGURE 7. Overlapped sampling, under-sampling and just-sampling.

Panorama stitching can be recorded as follows:

Ml =
N
∪
i=1

T (Sli)

Mr =
N
∪
i=1

T (Sri)

Mu =
N
∪
i=1

T (Sui)

Md =
N
∪
i=1

T (Sdi)

(1)

where, T (·) refers to the image stretching transformation.
In actual situations, the scene depth varies. According to

the principle of pin-hole imaging, sampling distances for
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different depth layers in the scene of the same strip are
different, which are gradually enlarged farther away. As a
result, it is impossible to achieve just-sampling of the entire
scene for the extracted strip. For the distant scene, sampling
areas overlap due to overlapped sampling; for the nearby
scene, the scene information is lost due to under-sampling.
Therefore, most applications based on mobile video stitching
require the minor changes in the scene depth. All the objects
are roughly on the same plane called as the dominant plane.
In the railway scene, the guardrails and electric poles on both
sides, the railway track at the bottom, and the catenary above
are all located on the same plane. Each plane is closest to the
camera, and is the key area of railway environment detection.
According to the three principles, the dominant plane was
selected as the detection area of railway scene. The panoramic
sampling loop should ensure just-sampling on the detection
area plane.

Based on the aforesaid definition, the panoramic stitching
of forward-looking video can be described as follows: First,
a set of 4-directional strip sequences {S1, S2, S3, . . . , SN } are
extracted from the video sequence. There is neither overlap-
ping nor gap between any adjacent spatial sampling areas,
which is defined as the just-sampling of the physical scene
with a strip sequence. The plane for just-sampling is called
the dominant plane of the scene. The panoramic image will be
generated after geometric correction and combination of con-
ditional strip sequences. The panorama acquisition method is
shown in Figure 3.4, and the specific panorama acquisition
algorithm is shown in Algorithm 1.

Algorithm 1 Panorama Acquisition Algorithm
Algorithm: Panorama acquisition

Input: high-speed railway forward-looking video
Output: Four-sided panorama
1: for k = 1; k <= N ; k = k + 1(N is the total number of video frames)
1.1 Constructing the image stitching areas Slk , Sdk , Srk , Suk

1.1.1 Calculating the ESRk position according to the high-speed
railway scene layout and motion blur

1.1.2 Calculating the ISRk position according to the train speed and
scene layout

1.2 Dividing the loop formed by ESRk and ISRk into four strips
Sl , Sd , Sr , Su

1.3 Unifying irregular strips Sl , Sd , Sr , Su to regular rectangular strips
S ′l , S

′
d , S
′
r , S
′
u through homography transformation

2: end for
3: Combining all the regular rectangular strips to acquire the correspond-
ing four-sided panoramas

Therefore, the key to generating the forward-looking video
panorama lies in identifying the positions ofESRk (green) and
ISRk (red) in four directions.

B. SCENE LAYOUT ESTIMATION BASED ON VANISHING
POINT DETECTION
The motion direction of the train-borne imaging device is
parallel to the extension direction of track, so the FOE of pixel
motion direction will be concentrated at the intersection of
two rails on the image, that is, the vanishing point. As shown
in Figure 8, the line segment detection algorithm is used

FIGURE 8. Locating the vanishing point based on straight line segment
detection. (a) One frame randomly chosen from the video; (b) straight
line segment detection result; (c) vanishing point detection result.

to extract line segment components such as rails, poles and
edges in the railway scene so as to locate the vanishing
point of the scene [17]. In addition, the common location of
vanishing point is screened out according to voting rules, and
is marked as a constant global vanishing point.

As shown in Figure 9(a), four rays which are drawn
through the vanishing point and pass through the top and
bottom of two poles on the left and right respectively, divide
the image into four areas, namely the areas on the left and
right in vertical direction, and the sky and ground areas in
the horizontal direction. The stitching area is enclosed by
the internal stitching rectangle and the external stitching rect-
angle. The location of external rectangle should be selected
according to the impact of image resolution and motion blur
on the panorama stitching effect. As shown in Figure 9(b), the
external rectangle delineated by the dashed box will lead to
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FIGURE 9. Rectangular stitching area in the railway scene: (a) closed
railway environment; (b) wide railroad switch.

the too low resolution of panorama generated. For the internal
rectangle, the stitching area formed by it and the external
rectangle must allow just-sampling of the space scene, i.e.,
there should be no overlap or gap of sampling.

C. STITCHING AREA CONSTRUCTION BASED ON SCENE
LAYOUT AND MOTION BLUR
According to previous research requirements, the sampling
line should be perpendicular to the optical flow of pixel
in order to maximize the spatial sampling. However, it is
time-consuming, and also affects the resolution of generated
panorama. More importantly, the calculation of optical flow
is susceptible to environmental interference. For the railway
scene with changeable environments, calculation result is
usually distorted due to failure to meet the assumed condi-
tions of optical flow, namely spatial consistency, brightness
constancy and local small movements.

As shown in Figure 10, most practical application sce-
narios have a fixed geometric structure. The railway scene
is composed of guardrails, electric poles on both sides, the
catenary above and the ground track, which can be regarded
as a cuboid. The tunnel is a semi-cylindrical geometry con-
sisting of an arched top, the walls on both sides, and the road
surface. The petroleum transportation pipeline is a cylinder
surrounded by arc-shaped tube walls. In contrast, the fixed
scene layout of high-speed railway comprises the guardrails
and electric poles on both sides, the catenary above and the

FIGURE 10. Geometry of detection area.

ground track. The external stitching rectangle of nonuni-
form rectangular sampling is constructed according to the
detection area of the scene and the specific position in the
world coordinate system, which avoids complicated optical
flow calculation and improves the stitching efficiency and
stability. In order to ensure the best resolution of panorama,
the external stitching rectangle should be located at the edge
of image with a larger spatial resolution. However, when
the train runs at high speed, significant motion blur is often
found in the collected images (when the cameramoves but the
objects in the railway scene keep motionless, global motion
blur will be caused). In addition, out-of-focus blur may occur
at the infinity of rail extension. To solve the problem, the
optimal external stitching rectangle of nonuniform rectangu-
lar sampling should be located through balancing the image
resolution andmotion blur, as shown in Figure 4 (green dotted
line on the left).

Take the positioning of left stitching strip Sl as an example.
First, the ESR and the ISR should be located. The positioning
methods for stitching strips in the other three directions are
similar.

P̃′xl ,yu = H · P̃xl ,yu (2)

where, P̃xl ,yu represents a three-dimensional object point
observed in the physical scene under the world coordinate
system, P̃′xl ,yu refers to the same three-dimensional object
point observed in the physical scene under the world coor-
dinate system from another viewpoint, and H denotes the
homography, which is expressed as follows:

H =

 h11 h12 h13
h21 h22 h23
h31 h32 h33

 (3)

For the image plane, the homogeneous coordinates are
expressed as Px ′l ,y′u =

[
x ′l , y

′
u, 1

]T and Pxl ,yu = [xl, yu, 1]T ,
which are like the two points as shown in Figure 11. If some
points are all located on a plane in the image, the direct map-
ping between the points on the image plane can be directly
expressed as

Px ′l ,y′u = H · Pxl ,yu (4)

This formula can be directly used to correct and align
the image, without the need to adjust the three-dimensional
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FIGURE 11. Diagram of external stitching rectangle and internal stitching
rectangle.

coordinate points. The formula can be expressed as
x ′l = h11xl + h12yu + h13
y′l = h21xl + h22yu + h23
1 = h31xl + h32yu + h33

(5)

Further converted as
x ′l =

h11xl + h12yu + h13
h31xl + h32yu + h33

y′u =
h21xl + h22yu + h23
h31xl + h32yu + h33

(6)

Conversion form:{
h31xlx ′l + h32yux

′
l + h33x

′
l − (h11xl + h12yu + h13) = 0

h31xly′u + h32yly
′
u + h33y

′
u − (h21xl + h22yu + h23) = 0

(7)

Matrix form:[
−xl − yu − 1 0 0 0 xlx ′l yux

′
l x
′
l

0 0 0 − xl − yu − 1 xly′u yuy′u y′u

]
· [h11 h12 h13 h21 h22 h23 h31 h32 h33]T = 0 (8)

A1H̄ = 0

A1 =

[
−xl − yu − 1 0 0 0 xlx ′l yux ′l x ′l
0 0 0 − xl − yu − 1 xly′u yuy′u y′u

]
H̄ = [h11 h12 h13 h21 h22 h23 h31 h32 h33]T (9)

Similarly,

A2H̄ = 0; A3H̄ = 0; A4H̄ = 0.

A is expressed as follows:

A

=


A1
A2
A3
A4



=



−xl − yl − 1 0 0 0 xlx ′l yux ′l x ′l
0 0 0 − xl − yu − 1 xly′u yuy′u y′u
−xl − yd − 1 0 0 0 xlx ′l ydx ′l x ′l
0 0 0 − xl − yd − 1 xly′d ydy′d y′d
−xr − yd − 1 0 0 0 xrx ′r ydx ′r x ′r
0 0 0 − xr − yd − 1 xry′d ydy′d y′d
−xr − yu − 1 0 0 0 xrx ′r yux ′r x ′r
0 0 0 − xr − yu − 1 xry′u yuy′u y′u


(10)

Abbreviated as

AH̄ = 0 (11)

The optimal ESR is located based on the vanishing point
and scene geometry through the homography matrix, accord-
ing to the effect of motion blur and the consideration of main-
taining the maximum spatial sampling resolution, as shown
in Figure 12.

FIGURE 12. Stitching area construction.

Assuming that the scene layout has been estimated as
shown in Figure 12, that is, the vanishing point Qxv,yv and the
line segment of the longest pole are detected, and four rays
are drawn from the point Qxv,yv , the linear equation of rays
can be expressed as

Qxv,yvA : y = kAx + bA
Qxv,yvB : y = kBx + bB
Qxv,yvC : y = kCx + bC
Qxv,yvD : y = kDx + bD

(12)

where, kA, kB, kC and kD represent the straight-line slopes
of rays, while bA, bB, bC and bD denote the straight-line
intercepts. Since the vanishing point, the top and bottom
points of electric pole are known, the slope and inter-
cept can be calculated, so they are also deemed to be
known. The stitching area constructed by the vanishing point
and the formula (12) is surrounded by external stitching
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rectangles Pxl ,ylPxlydPxrydPxr yu (expressed as ESR) and inter-
nal stitching rectangles Px ′l ,y′uPx ′l ,y′dPx ′r ,y′dPx ′r ,y′u (expressed
as ISR).

We assume that origin (0, 0) is on the upper left corner of
image coordinate system, X axis is the horizontal axis, and Y
axis is the vertical axis. Four stitching lines will be derived
and acquired through the left stitching lines Pxl ,yuPxlyd of
external stitching rectangle ESR. If the x-coordinates of
Pxl ,yuPxl ,yd are known, that is, xl is known, xl should meet
two conditions to ensure the quality of panorama:{

xl → 0 xl ∈ [0,W ]
Dl(Pxl ,yuPxl ,yd )→ 1 Dl(·) ∈ [0, 1]

(13)

The first condition in the formulameans themaximum spa-
tial resolution of panorama generated after spatial sampling,
and W is the image width. Dl(·) tin the second condition
denotes the high definition of stitching line on the left, with
the value range of [0, 1].

Assuming xl is known, and the resolution of panorama gen-
erated by stitching ism×n, first obtain the vertex coordinates
of ESR and ISR, namely x ′l , yu, y

′
d , xr , x

′
r , yd and y′d .

The following is obtained from Figure 11. x ′l = xl + vl

y′u = yu + vl ·
yv − yu
xv − xl

(14)

To obtain x ′l , first calculate the width vl of stitching strip
on the left.

As shown in Figure 13, the point Pwxl ,yu in the world coor-
dinate system in the physical space is expressed as Pdxl ,yu
in the dominant plane of the scene, and projected as Pxl ,yu
on the image plane. The vertical line of Pxl ,yu is the ESRm of
the mth frame video image. vl is the width of the left stitching
strip, the red vertical line represents the ISRm of themth frame
video image, and G is the distance between the camera’s
optical axis and the dominant plane of the scene. Without
loss of generality, each angle, including each attitude angle,
is set as 0, in order to simplify the analysis. The camera is
completely parallel to the imaging plane.

FIGURE 13. Sketch map of left-side stitching lines of two adjacent frames
in the image plane arranged in the physical space and the dominant
plane of the scene.

The following equation can be deduced [18]:

vl =
V · x2l

V · xl − fGR
(15)

where, V is the train speed, f refers to the focal length of
camera, and R denotes the video capture frame rate.

As shown above, if xl and vl are known, then x ′l is known.
The following can be obtained from Figure 12:

Pxl ,yu ∈ Qxv,yvA⇒ yu = kAxl + bA
Pxl ,yd ∈ Qxv,yvB⇒ yd = kBxl + bB
Pxr ,yd ∈ Qxv,yvC ⇒ xr = (yd − bC ) /kC

= (kBxl + bB − bC ) /kC
Px ′l ,y′u ∈ Qxv,yvA⇒ y′u = kAx ′l + bA = kA (xl + vl)+ bA

Px ′l ,y′d ∈ Qxv,yvB⇒ y′d = kBx ′l + bB = kB(xl + vl)+ bB

Px ′r ,y′d ∈ Qxv,yvC ⇒ x ′r =
(
y′d − bC

)
/kC

= [kB(xl + vl)+ bB − bC ] /kC (16)

yu and yd can be known from the above formulas, and then xr ,
y′u, y

′
d and x ′r can be obtained through combination of those

formulas (14) and (16). Then, straight-line slopes kA, kB, kC
and kD and intercepts bA, bB, bC and bD of four rays can be
obtained based on the vanishing point (xv, yv) and vertices at
both ends of pole, so that the scene layout of image can be
acquired finally. If xl and the scene layout are known, eight
vertex positions of external stitching rectangle and internal
stitching rectangle, namely (xl, yu), (x ′l , y

′
u), (xl, yd ), (x

′
l , y
′
d ),

(xr , yd ), (x ′r , y
′
d ), (xr , yu) and (x

′
r , y
′
u) can be obtained through

combination of those formulas (14) and (16).
The following can be derived from the corresponding for-

mula and the scene layout shown in Figure 12.

vr = xr − x ′r = −
kB
kC
vl

vu = y′u − yu = kAvl
vd = yd − y′d = −kBvl (17)

vl , vr , vu and vd , the widths of stitching strips in four direc-
tions, are all known now. ‘‘Nonuniform’’ in ‘‘URS-PIM’’
means that the widths of four stitching strips Sl , Sr , Su and
Sd change dynamically for the train speed V , left stitching
line position xl of external stitching rectangle ESR, and scene
layout structure.

The panorama resolution can be derived from the scene
layout shown in Figure 12:

m=dyd − yu + 1e = d(kB − kA) xl + (bB − bA)+ 1e

n=dxr − xl + 1e = d(kB/kc − 1) xl + (bB − bC )/kC + 1e

(18)

The prerequisite for derivation through the above formula
is that the x-coordinate xl of the left stitching line Pxl ,yuPxlyd
oof ESR is known. According to the above analysis, xl must
meet two conditions in the formula. The optimal position of
xl is obtained below.
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The innermost red box in Figure 14 represents the ESRk−1
of the k − 1th frame image fk−1. The green box refers to the
ESRk of the k th frame image fk , while the orange box denotes
the ESRk+1 of the k + 1th frame image fk+1. The pixel point
Pxj,yu in the k

th frame image is affected by the previous frame
(k − 1th frame) and the next frame (k + 1th frame). The pixel
(xj, yu) displacement of the camera from the frame fk−1 to the
frame fk+1 through the frame fk can be obtained as follows:

1lk−1,j = d(H−1k−1(xj, yu, 1)
T , (xj, yu, 1))

1lk,j = d(Hk (xj, yu, 1)T , (xj, yu, 1)) (19)

FIGURE 14. Pixel displacement between three consecutive frames.

The homography matrix H above maps a pixel location to
another pixel location. d(·) is the Euclidean distance between
two pixel points. For three consecutive frames, the following
condition makes sense.

Hk−1 ≈ Hk (20)

In order to satisfy the two conditions described above, the
definition of pixels in the video frame is used to describe
the absolute displacement of pixels between three adjacent
frames. For pixel (xj, yu) of the frame fk , the definition is
expressed as [19]:

αuk
(
xj, yu

)
= exp

(
−
1l2k−1,j +1l

2
k,j

2σ 2

)
(21)

where,1lk−1,j denotes the displacement from the frame fk−1
to the frame fk , 1lk,j represents the displacement from the
frame fk to the frame fk+1, and σ is a constant. When the
motion of (xj, yu) between frames is small, Hk−1 and Hk
approach the unit matrix I, and αuk

(
xj, yu

)
approximates 1,

indicating that the image block centered by (xj, yu) is most
likely to be sharpened. Likewise, if αuk

(
xj, yu

)
is very small,

it means that the image block may contain large motion blur.
The definitions of stitching lines Pxl ,yuPxr ,yu , Pxl ,ydPxr ,yd ,

Pxl ,yuPxl ,yd and Pxr ,yuPxr ,yd in the four directions are
expressed as follows:

Du =
n∑
j=1

αuk
(
xj, yu

)

Dd =
n∑
j=1

αdk
(
xj, yd

)
Dl =

m∑
i=1

αlk (xl, yi)

Dr =
m∑
i=1

αrk (xr , yi) (22)

The following mathematical model conditions should be
met.

argmax
xl ,yu,xr ,yd

(Du + Dd + Dl + Dr )

s.t.


(xl, yu) ∈ Qxv,yvA
(xl, yd ) ∈ Qxv,yvB
(xr , yd ) ∈ Qxv,yvC
(xr , yu) ∈ Qxv,yvD

(23)

When the constraint conditions of the scene geometry
are met, the sum of definitions of four stitching lines of
external stitching rectangle is maximized. When the sum is
maximized, xl , yu, xr and yd , the optimal position of external
stitching rectangle can be located. If yu, xr and yd are related
to xl , the mathematical model can be rewritten as follows:

argmax
xl

(Du + Dd + Dl + Dr )

s.t.


(xl, yu) ∈ Qxv,yvA
(xl, yd ) ∈ Qxv,yvB
(xr , yd ) ∈ Qxv,yvC
(xr , yu) ∈ Qxv,yvD

(24)

As shown in Figure 15, as xl moves towards the vanishing
point on the right side of image, the number of pixels on
the left stitching line shows a monotonous decreasing trend.
On the contrary, the definition of the single point on the left
stitching line shows a monotonous increasing trend, indicat-
ing that the motion blur tends to be smaller and the definition
becomes higher as xl approaches the vanishing point. The
change curve of definition Dl of the entire left stitching line
shows that the optimal position of external stitching rectangle
can be located on the premise of maximizing the spatial sam-
pling resolution and panorama resolution, taking into account
motion blur and ensuring the definition of the left stitching
strip. As shown in Figure 14(c), the optimal value of xl is at
the intersection between the red dashed line and the curve.

V. EXPERIMENTS AND DISCUSSIONS
A. DATASET
In order to verify the accuracy and effectiveness of our
algorithm, panoramas were generated according to the exper-
imental video data of two railway lines. Figure 16(a) and
Figure 16(c) show the video data collected by the CIT,
with the video capture frame rate of 117 frames/ sec. The
scenes that the high-speed rail passes the straight/curve road
section are recorded respectively. Figure 16(b) shows the

150898 VOLUME 9, 2021



X. Jiang, S. Wang: Railway Panorama: Fast Inspection Method for High-Speed Railway Infrastructure Monitoring

FIGURE 15. Optimal stitching line position: (a) stitching pixel number
change curve; (b) definition change curve of single point on the left
stitching line; (c) definition change curve of left stitching line.

experiment-tal video data collected through the train-borne
camera on the train turning at a relatively constant speed. The
video capture frame rate is 25 frames/ sec. See TABLE 1 for
details.

The experimental platform configuration is as follows:
Intel i74.0GHz processor, Windows 8 operating system, and
32 GB memory. There are totally 55,577 frames of exper-
imental video data. Low-quality video data was acquired
through the camera mounted on the train running at a
speed of less than 50 km/h, with the video capture frame
rate of 25 frames/ sec. High-quality video data was acquired

FIGURE 16. Video frames captured in the forward direction: (a) curve
road section of high-speed railway; (b) wide railway switch; (c) straight
road section of high-speed railway.

through the camera mounted on the train running at a
speed of 350 km/h, with the video capture frame rate of
117 frames/ sec. Two railway lines were selected to generate
panoramas. The specific scenes include: the train passed the
curve road section of Loudi-Zhuzhou section; the CIT passed
the straight/curve road section of Changsha South-Hangzhou
East section.

B. RESULTS OF THE PANORAMA
Figure 17 shows the panorama of the scene that the train
passed the curve road section of Changsha South-Hangzhou
East Section. The experimental data of video shot when the
train ran at high speed shows that satisfactory stitching effect
was achieved. Although the distant trees in the video are dis-
torted horizontally because the overlapped sampling affects
the optical flow estimation, the information of railway targets
monitored such as the electric poles and sound barriers nearby
is not lost due to just-sampling, with the little distortion.
Figure 17(a) shows that a section of sound barrier is inter-
rupted. Figure 17(c) shows that the uniform stitching effect
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TABLE 1. Details of video data.

FIGURE 17. Four panoramas generated from the curve road scene of
high-speed railway: (a) left panorama; (b) right panorama; (c) bottom
panorama; (d) top panorama.

is achieved, and the railway track bed and other facilities are
arranged at equal intervals. If the monitored target is located
in a distant scene, the distortion of image can be avoided
through adjusting the width of stitching strip.

Figure 18 shows the panoramas generated when the train
passed the curve road section of Loudi-Zhuzhou section.
Since the curve road in the image is still like the straight
road at the stitching area, the image alignment method for
the straight road scene also applies to get the proper stitching
result, as shown in Figure 18(a) and Figure 18(b). For the
track plane, the stitching result also reflects the shape of the
curve road, as shown in Figure 18(c).

Figure 19 shows the panoramas generated when
the CIT passed the straight road section of Changsha
South-Hangzhou East section at a speed of less than
350 km/h, with the video frame capture rate of 117 frames/ sec.
The stitching is very regular.

FIGURE 18. Four panoramas generated from curve road scene: (a) left
panorama; (b) right panorama; (c) bottom panorama; (d) top panorama.

The literature [11] proposes to locate the external stitching
line on the principle of maximizing the resolution, that is, the
external stitching line should be located at the edge of image
as much as possible while the stitching rectangle is kept. This
method is effective, through which the panorama with the
largest image resolution can be generated. However, large
motion blur occurs at the edge of image under high-speed
motion conditions, so obvious motion blur exists in the gen-
erated panorama, as shown in Figure 20(a).

The stitching effect of SIFT feature matching [20] is shown
in Figure 20(b). Due to the lack of significant features in
repetitive and simple scenes, the Mosaic images cannot be
well aligned, resulting in serious distortion.

Figure 20(c) is the representative method in the current
railway panorama generation [3], and the stitching effect is
acceptable without obvious motion blur or image distortion.
However, due to improper selection of stitching location, the
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FIGURE 19. Four panoramas generated from straight road scene of
high-speed railway: (a) bottom panorama; (b) right panorama; (c) left
panorama; (d) top panorama.

generated panoramic image has low resolution and unclear
image.

The stitching area construction method based on the maxi-
mized definition of stitching wireframe improves the quality
of panorama generation because the impact of image reso-
lution and motion blur on the stitching effect is comprehen-
sively considered, as shown in Figure 20(d).

In TABLE 2, original video data is compared with that in
the panorama. The size of video data is directly proportional
to the acquisition time and the video code stream rate. The
panorama stitching is similar to linear array push-broom.
The size of image captured by the line scan camera is only
related to the resolution and scan length of linear array CCD,
rather than the acquisition time and video code stream rate.
Therefore, the size of panorama, in principle, should be only
related to the length of stitching strip (pixel unit) and the
mileage.

The URS-PIM is specific to the scene of video capture
by the railway camera in the forward direction. The original
panorama stitching model and video stitching model are not
applicable. In order to verify the effectiveness and timeliness
of the URS-PIM (25 frames/sec), different image alignment
methods (SIFT Matching [20], L-K Optical Flow [14], MRF
Optimization [8], Fourier-based Registration [6], and the
method of alignment based on the geometry of detection
area [3]) were compared at the stitching speed.

FIGURE 20. Comparison of stitching results: (a) Maximum resolution;
(b) Sift matching; (c) Geometric structure detection; (d) Optimal stitching
position.

TABLE 2. Data size comparison between video and panorama.

FIGURE 21. Comparison of stitching timeliness for stitching time and
stitching speed.

As shown in Figure 21, four different image alignment
methods are compared in the stitching speed. The blue poly-
line represents the stitching time, and the red polyline denotes
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the stitching speed. Through the URS-PIM, the stitching
speed can reach 42 frames/ sec, much higher than the video
capture rate (25 frames/ sec). The URS-PIM can align the
image according to the information of physical scene geome-
try and camera motion, and avoid the time-consuming feature
estimation and optical flow computation. In addition, the
globally invariant vanishing point for the stitching area of
just-sampling, image speed and other key parameters have
been stored offline in the query table, making image align-
ment similar to simulation of fast query in the table.

VI. CONCLUSION
In this paper, for the requirements of railway environment
video storage and later monitoring, aiming at the prob-
lems that the traditional video mosaic theory is not appli-
cable, and the timeliness of mosaic method can’t meet
the application requirements, a fast panorama generation
model based on high-speed forward motion video is estab-
lished, and an uneven rectangular sampling panorama imag-
ing model URS-PIM for vehicle forward motion video is
proposed, which avoids the complex and time-consuming
image analysis, only uses the prior geometric structure of
the railway scene and the motion information of the train,
constructs the video mosaic region based on the maxi-
mum definition constraint of the mosaic region, realizes the
alignment of the mosaic image, and provides a lightweight
video panoramic index method for railway environment
video. Railway panorama not only reduces the cost of video
data storage and access, but also transforms the video into
a more suitable form for manual inspection or computer
automatic analysis, so as to achieve the purpose of using
panorama instead of video image to realize scene image
information compression, and discovering the differences of
railway operation environment through the later panorama
comparison.
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