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ABSTRACT For a vehicle with a combined cycle engine, an ascent guidance method based on onboard
trajectory regeneration is proposed to meet the requirements of adaptability and robustness. This method
combines onboard trajectory planning with reference trajectory tracking and modifies the computational
model. In the onboard trajectory planning, a hierarchical receding horizon optimization is developed to
update the reference trajectory depending on the current state. Further, the optimization problem subject
to multiple constraints is solved by an improved segmented pseudospectral method, in which a recursive
initialization strategy is introduced to improve the computational efficiency for onboard application.
In reference trajectory tracking, the active disturbance rejection control theory is used to improve the
robustness of the tracking process. Based on the theory, an extended state observer for the multi-input and
multi-output system is designed to estimate the state and the disturbance. Then, the trajectory tracking law
is derived by linearizing the model with dynamic compensation. Besides, the scale factors of the dynamic
system are defined to compensate for the uncertainty of the model, and an online estimation method is used
to identify the parameters. Numerical simulation validates the efficiency of the proposed method.

INDEX TERMS Onboard trajectory regeneration, ascent guidance, combined cycle engine, active
disturbance rejection control.

I. INTRODUCTION
The vehicle with a combined cycle engine is among the most
promising developments in aerospace engineering [1]–[5].
The vehicle can be used for space transportation in the future
and is superior to traditional launch vehicles [6]. The air-
breathing engine aspirates oxygen from the atmosphere to
consume less oxidizer. Therefore, the vehicle can maintain
hypersonic flight with less fuel compared to traditional
launch vehicles. In addition, it has better reusability and
higher mission flexibility [7]. The vehicle used in this study
is propelled by a turbine-based combined cycle (TBCC), and
it can take off horizontally.

The ascent guidance of a vehicle with a combined
cycle engine poses considerable challenges. The strong
nonlinear coupling among aerodynamic, propulsion, and
flight conditions, as well as the different dynamic charac-
teristics of engine modalities, makes it more difficult to
generate the guidance commands. Additionally, the guidance
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method needs to have strong adaptability to handle the
uncertainty and changes in the complex system and external
conditions. Moreover, the guidance systemmust also be quite
robust as the ascent trajectory is considerably sensitive to
disturbances.

The conventional guidance method is to track the reference
trajectory [8]–[12]. In such an approach, the reference
trajectory is generated offline. The design of the nominal
flight profile is important, and the trajectory design is usually
converted into an optimization problem. The methods for
numerical trajectory optimization may be broadly classified
as ‘‘indirect method’’ and ‘‘direct method’’ [13]. The indirect
method transforms the trajectory optimization problem into
a two-point-boundary-value problem (TPBVP) based on
Pontryagin’s Minimum Principle [14]. The direct method
converts the continuous problem into a nonlinear program-
ming problem by direct discretization. Whereas, the adaptive
capability of the tracking guidance is not enough to handle
the control saturation and contingencies, and it also does not
possess the robustness necessary to cope with significant off-
nominal conditions and model uncertainty.
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With the advance in onboard computation, fast onboard tra-
jectory optimization has become a research focus [15]–[19].
Onboard optimization can generate the prospective open-loop
control based on the current state and then guide the vehicle.
Zhang et al. [20] use a directmethod to optimize the trajectory
and successively generate open-loop suboptimal controls.
Lu et al. [21] solve the trajectory optimization problem by an
indirect method, and then generate the guidance commands
that are based on correcting the reference trajectory to satisfy
the optimality condition. Onboard optimization requires high
computation speed, and it is challenging to solve the opti-
mization problemwith complexmodels. Therefore, an appro-
priate algorithm and proper simplification of the model is
needed. Moreover, Zhou et al. [22] generate a database of tra-
jectories by offline trajectory optimization, and then, based on
the current states and database, the guidance commands are
updated by a neural network. This is a new perspective for the
ascent guidance of the vehicle with a combined cycle engine.

This paper presents another ascent guidance scheme for the
vehicle with a combined cycle engine. The guidance method
employs receding horizon optimization, active disturbance
rejection control (ADRC), and model modification to address
the deficiencies of traditional trajectory tracking guidance.
Firstly, a hierarchical receding horizon optimization is
developed to adaptively update the reference trajectory
according to the state feedback which implies disturbance
information. The segmented pseudo-spectral method is used
to solve the trajectory optimization problem, which is a direct
method. For onboard application, recursive initialization of
the pseudospectral optimization method is used to improve
computational efficiency. Then, the trajectory tracking law
is derived based on the ADRC theory, which estimates the
‘‘total disturbance’’ based on the extended state observer
and linearizes the model with dynamic compensation. It can
handle the deviation caused by uncertainties and external
disturbance. Finally, to further improve the adaptability and
robustness of the method, parameter estimation is used to
modify the model.

The remainder of this paper is organized as follows:
Section II presents the equations of motion, models of the
engine and aerodynamics, and the trajectory optimization
problem. Section III discusses the ascent guidance algorithm.
In Section IV, numerical simulations are conducted to validate
the efficiency of the guidance method. Section V concludes
the work in this paper.

II. PROBLEM FORMULATION
A. ASCENT DYNAMICS
The longitudinal motion of the vehicle is mainly considered
in the ascent phase. Assuming a spherical, non-rotating Earth,
the equations of motion for a vehicle are given as follows:

ḣ = vsinθ
ṡ = vRecosθ/(Re + h)
v̇ = (P cosα − D)/m− g sin θ
θ̇ = (P sinα + L)/(mv)− (g/v− v/(Re + h)) cos θ
ṁ = −KsφtρvCASc

(1)

where h, s, v, θ , and m denotes altitude, range, velocity,
flight path angle, and mass, respectively. α is the angle of
attack (AOA), and φt is the throttle coefficient. g is the local
gravitational acceleration, Re is the radius of the Earth; L and
D represent the aerodynamic lift and drag forces, respectively,
P is vehicle thrust; ρ is the atmospheric density which is
calculated according to [23], Ks is scale coefficient, Sc is
capture area, and CA is the effective area coefficient, which
is represented as a function of Mach number and AOA.

The state and the guidance command of the ascent trajec-
tory are denoted as x = [h, s, v, θ , m]T,
u = [φt, α]T, respectively. In the guidance, the above
equations are nondimensionalized to reduce the error in
numerical calculation and for better numerical conditions in
onboard optimization. Altitude and range are normalized by
Re, and time t is normalized by

√
Re/G0,where G0 is the

gravitational acceleration on the Earth’s surface. The velocity
is normalized by

√
ReG0, mass is normalized bym0, the initial

mass of the vehicle, and the forces are normalized by m0G0.
The aerodynamic forces are given by the following

equations: {
L = 0.5ρv2SrefCL

D = 0.5ρv2SrefCD
(2)

where Sref is the reference area of the vehicle; the lift
coefficients, CL, and the drag coefficients, CD, are calculated
with Mach number and AOA.

The thrust model is as follow:

P = KsφtρvCAScG0Isp (3)

where Isp is the specific impulse, which is a function of
Mach number and throttle coefficient. The thrust increases
monotonously with the control variable φt, and Equation (3)
indicates the characteristics of the air-breathing propulsion
that relates the thrust with the AOA, the velocity, and the
environment simultaneously.

The coefficients CA, CL, CD, and Isp are calculated by
interpolating the lookup table. These coefficients reflect the
complex interactions among the propulsion system, vehicle
aerodynamics, flight conditions, and control command. The
interpolation data and parameters of the vehicle are taken
from [24]. The combined cycle engine includes a turbojet
cycle, ramjet cycle, and scramjet cycle. The ranges of the
cycles are turbojet, 0–2 Mach number; ramjet, 2–6 Mach
number; scramjet, greater than 6 Mach number. It is assumed
that the engine would change automatically from one cycle
to the next.

B. TRAJECTORY OPTIMIZATION MODEL
The trajectory optimization problem can be described as an
optimal control problem, including the performance index,
control variables, and constraints. In contrast to the trajectory
simulation, the control variables in optimization are selected
as the derivative of the AOA and throttle coefficient to limit
the change in guidance command. Thus, the extended state
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vector x̂ = [h, s, v, θ , m, φt, α]T in optimization, and the
corresponding control û = [φ̇t, α̇]T.

In the ascent phase, several path constraints are considered:

φt,min ≤ φt ≤ φt,max, αmin ≤ α ≤ αmax

φ̇t,min ≤ φ̇t ≤ φ̇t,max, α̇min ≤ α̇ ≤ α̇max

q = 0.5ρv2 ≤ qmax (4)

where q denotes the dynamic pressure.
The boundary conditions at initial time t0 and terminal time

tf are given as

h(t0) = h0, v(t0) = v0, θ(t0) = θ0, m(t0) = m0

h(tf ) = hf , Ma(tf ) = Maf , θ(tf ) = θf (5)

where Ma denotes the Mach number. The subscript ‘‘0’’ and
‘‘f ’’ denote the initial value and terminal value, respectively.
To maximize the transport capacity of the vehicle,

the performance index is chosen so as to minimize fuel
consumption, which is also equivalent to maximizing the
terminal mass. Thus, the optimization problem is given as

min J = −m(tf )

s.t.


˙̂x(t) = f (x̂(t), û(t))
8(x̂(t0), x̂(tf )) = 0
C(x̂, û) ≤ 0

(6)

where ˙̂x(t) = f (x̂(t), û(t)) denotes the dynamic constraints,
8(x̂(t0), x̂(tf )) = 0 denotes the equality boundary con-
straints, C(x̂, û) ≤ 0 denotes the inequality path constraints.

III. ASCENT GUIDANCE ALGORITHM
As shown in Fig. 1, the guidance scheme comprises three
parts: onboard trajectory regeneration, reference trajectory
tracking, and model modification. The guidance command
is generated by tracking the reference trajectory, and the
reference trajectory is updated onboard according to the
current state. In addition, the models in optimization and
tracking control are modified by parameter estimation.

FIGURE 1. Guidance scheme.

A. ONBOARD TRAJECTORY REGENERATION
The hierarchical receding horizon optimization updates the
reference trajectory to deal with the disturbance. The new
reference trajectory is generated by solving the trajectory
optimization problem subject to multi-constraints, and this

optimal control problem is solved by the segmented pseudo-
spectral method. The method divides the total time interval
into a mesh and discretizes the continuous problem into a
nonlinear programming problem (NLP). Then, the discrete
optimal solution of the original problem is obtained by itera-
tively solving theNLP. It can effectively deal with constrained
problems and has the potential to solve the optimal control
problem quickly. The details of the segmented pseudospectral
method are shown in [25].

To improve the efficiency of the segmented pseudo-
spectral method, both the discrete mesh and the iterative
solution must be initialized appropriately. The mesh forms
the basis of NLP formulation, which is related to the size and
characteristics of the transformed NLP. An appropriate mesh
can reduce the difficulty of the NLP and also the construction
of sequential NLPs. In addition, the closer the initial guess is
to the optimal solution, the faster the iteration.

FIGURE 2. Framework of hierarchy-structure receding horizon
optimization.

The framework of the receding horizon optimization is
shown in Fig. 2. The exterior layer of the receding horizon
optimization updates the reference trajectory according to the
state feedback, and the process repeats over time. Therefore,
the initial time and state constraints in each optimization
are different. For the current state xk of the kth cycle at
the time tk , the corresponding optimal control problem is
denoted as Pk (xk , tk ), which may be represented by (6).
Then, the problem is solved by the segmented pseudospectral
method. The obtained solution is a discrete set, [Xk , Uk ], that
corresponds to the discrete-time series Tk , where Xk denotes
the state series, and Uk denotes the control series. Finally,
a complete reference trajectory is generated by interpolating
the discrete solution.

The inner layer of optimization solves the optimal control
problem with new boundary constraints. The previous
results are used as a priori information for the recursive
initialization. The results include the discrete solution and
mesh information. In general, the closer the initial value
of the iteration is to the optimal solution, the shorter the
solution time. Considering the case of no disturbance, the
solutions of two adjacent optimizations are consistent but
have different time ranges. Thus, it is desirable to interpolate
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the previous solution to initialize the iteration. Note that
the initial reference trajectory is derived from the off-board
optimization.

The mesh information includes three parts: number of
mesh intervalsM , proportion of each interval, I , and degree of
the approximating polynomial within each mesh interval, N .
The degree of the polynomial is determined by the number
of collocation points, and N can also denote the number of
discrete points within each interval. Assuming the elements
of vectors I andN are I and N, respectively, then their lengths
are M and set

∑
I = 1.

For the kth cycle at time tk , the terminal time in the
previous solution is denoted as tf ,k−1, and the initialization
of the mesh is given as follow:

(1) Locate the interval n, which satisfies

Ik−1(1 : n− 1) ≤ (tk − tk−1)/tf ,k−1 < Ik−1(1 : n)

(7)

where ‘‘:’’ represents all elements from the start
to the end position. Accordingly, the number of
intervals is

Mk = Mk−1 − n+ 1 (8)

(2) Update the proportion of each interval as follows:

Ik (1) = ((tf ,k−1 − tk−1)
∑

Ik−1(1 : n)

+tk−1 − tk )/(tf ,k−1 − tk )

Ik (2 : Mk ) = (tf ,k−1 − tk−1)Ik−1
×(n+ 1 : Mk−1)/(tf ,k−1 − tk ) (9)

(3) Update the number of discrete points. For the
Nk (1), only the points after tk in the interval n are
retained, and for subsequent intervals, Nk (2:Mk ) =
Nk−1(n+ 1: Mk−1).

After the mesh is determined, the corresponding discrete
time is obtained according to the total time interval [t0, tf ].
When the iteration is initialized, let t0=tk , and tf=tf ,k−1. The
initial state series and control series corresponding to the
initial time series are generated by the interpolation data,
which includes the previous time series, state series, and
control series.
The period of trajectory regeneration, Tr, is fixed in the

proposed approach. However, during the receding horizon
optimization, there may be situations where the solution
does not converge or where the solution process is too long.
Then the reference trajectory will not be updated until an
acceptable solution is reached. The previous result is still used
as the reference trajectory.

B. MODEL MODIFICATION
Model information is needed for both reference trajectory
generation and trajectory tracking. The standard model is
shown as (1). Due to the uncertainty of the model, the
actual motion is inconsistent with the motion derived from
the standard model. The uncertainties in thrust, aerodynamic

coefficients, and atmospheric density have a considerable
influence. To compensate for the uncertainties and reduce the
difficulty of the trajectory tracking, three scale factors are
introduced to modify the standard model, namely, the thrust
scale factor KT, lift scale factor KL, and drag scale factor
KD. These three parameters can be estimated according to the
overload coefficient measured by the accelerometer, which
include the axial overload coefficient nx and normal overload
coefficient ny. The observation model of scale factors is as
follows:[
nx
ny

]
=

[
P

mG0
−

D
mG0

cosα L
mG0

sinα
0 D

mG0
sinα L

mG0
cosα

] kT
kD
kL

+ [ εx
εy

]
(10)

where εx and εy are the observation errors. The thrust, lift, and
drag in (10) are calculated according to the standard model.

The above observation equation can be written as

Y = Hθ + V (11)

where Y denotes the observation vector, H denotes the
observation matrix, θ denotes the parameters to be estimated,
and V denotes the observation errors.

Since the observation equation is linear, the parameters
can be estimated effectively using the recursive least-squares
method.

Define

P =
[
HTH

]−1
(12)

The estimation of parameters
_

θ at time tj is calculated as

_

θ j =
_

θ j−1 + K j−1

[
Y j −H j

_

θ j−1

]
(13)

K j−1 = P j−1HT
j

[
E+H jP j−1HT

j

]−1
(14)

P j =
[
E− K j−1H j

]
P j−1 (15)

where E denotes the identity matrix. The initial value of P
and

_

θ can be obtained by the least-squares method when the
observed data exceeds than the number of parameters to be
estimated.

The modified reference model is given as follows:{
v̇ = (KTP cosα − KDD)/m− g sin θ
θ̇ = (KTP sinα + KLL)/(mv)− (g/v− v/(Re + h)) cos θ

(16)

The standard model is equivalent to the reference model
with scale factors of 1. The parameter estimates are updated
with new observations. As the observation data increases, the
estimation accuracy will continue to be improved. Moreover,
the modified model in trajectory tracking is kept consistent
with the model used in trajectory regeneration.
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C. TRAJECTORY TRACKING
Onboard optimization generates open-loop solutions. Due to
the inaccuracies in modeling and external disturbance, the
actual trajectory will constantly deviate from the reference
trajectory. The active disturbance rejection control method
can deal with model errors and unknown disturbance. Thus,
it is used for control correction to track the reference
trajectory which is continuously updated onboard. Moreover,
the states concerned in the ascent phase include h, v, and θ ,
which represent the main feature of ascending. These three
states are the object of trajectory tracking.

1) EXTENDED STATE OBSERVER
An extended state observer is designed for the multi-input
and multi-output (MIMO) system. The observer is used to
estimate the vehicle’s state and the total disturbance that
results from internal uncertainties and external disturbance.
The real-time altitude hc, velocity vc, and mass of the vehicle
are known. Then, the nonlinear observer can be designed as

e1 = z1 − hc
e2 = z2 − vc
e3 = (β0e1 − e2 sin z3)/z2 cos z3
ż1 = z2 sin z3 − β1e1 − e2 sin z3
ż2 = fv(z1, z2, z3,u)+ z4 − β2e2
ż3 = fθ (z1, z2, z3,u)+ z5/v− β3e3
ż4 = −β4fal(e2, ωv, δ0)
ż5 = −β5fal(e3, ωθ , δ0)

(17)

where β0, β1, β2, β3, β4, β5 are observer gains to be
designed; z1, z2, z3 denote the estimated values of h,
v, θ , respectively; z4, z5 denote the estimated values of
total disturbances resulting from inaccurate modeling and
unknown disturbances; fv(z1, z2, z3,u) and fθ (z1, z2, z3,u)
denote the modeled accelerations, which are calculated
according to the reference model shown in (16); and
0 < ωv, ωθ < 1, δ0 is a tiny positive constant to limit the
neighborhood of the origin.
The nonlinear function fal(e, ω, δ) is given as

fal(e, ω, δ) =

{
e/δ1−ω, ‖e‖ ≤ δ
sgn(e)eω, ‖e‖ > δ

(18)

where sgn(e) denotes the sign of variable e.

2) LINEARIZATION WITH DYNAMIC COMPENSATION
To facilitate the derivation of the feedback control law, define
two accelerations as follows:

av = (KTP cosα − KDD)/m, aθ = (KTP sinα + KLL)/m

(19)

The strong coupling between the thrust and aerodynamics
makes it difficult to correct the AOA and throttle coefficient
directly. However, the two accelerations, av and aθ , can be
corrected directly according to the feedback. The original

TABLE 1. Boundary constraints.

dynamic system is linearized based on compensating the
time-varying disturbances estimated by the extended state
observer. The new virtual control variables may be defined
as follows{

u′1 = av + z4 − g sin z3
u′2 = aθ + z5 − (g− z22/(Re + z1)) cos z3

(20)

The original system is transformed into
ḣ = vsinθ
v̇ = u′1
θ̇ = u′2/v

(21)

For the above system, the reference state tracking law is
designed as follows:

u′1 = v̇ref + κv1fal(vref − z2, ωv1, δ1)
+κv2fal(href − z1, ωv1, δ1)

u′2 = (θ̇ref + κθ1fal(θref − z3, ωθ1, δ2)
+κθ2fal(href − z1, ωθ2, δ2))z2

(22)

where κv1, κv2, κθ1, κθ2 are feedback gains to be designed.
Subscript ‘‘ref’’ denotes the reference state.

The accelerations av and aθ can be calculated by u′1 and
u′2, respectively. Then, the guidance command [φt, α]T is
obtained by solving the equations in (19), and the command
is limited by the path constraints.

IV. NUMERICAL SIMULATIONS
In simulations, the vehicle takes off horizontally and then
climbs to the expected altitude to cruise in near-space
conditions at hypersonic velocity. This scenario is applied
to a two-stage-to-orbit space plane and hypersonic air-
craft. The parameters used in the simulations are shown
in Table 1 and Table 2.

The observer gains in the simulation are set as: β0 = β1 =
β2 = β3 = 5, and β4 = β5 = 100. Parameters of function fal
are: ωv = ωθ = 0.5, and δ0 = 0.2.
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TABLE 2. Path constraints.

TABLE 3. Bias of parameters in the simulation.

The simulation has two parts. The first part involves veri-
fying the effectiveness of the guidance method. In the second
part, the robustness of the method is further discussed. The
computation is performed on a laptop with a Core i7-4712M
2.30-GHz CPU. The solutions of trajectory optimization are
obtained via the solver SPTOS developed by our group.

A. EFFECTIVENESS
To assess the efficiency of the proposed method, the proposed
method is compared with the trajectory tracking guidance
without trajectory regeneration. The bias resulting in the
simulation from the specific impulse, atmospheric density,
and aerodynamic coefficients are listed in Table 3.

The onboard trajectory regeneration cycle Tr is set
as 5s. As shown in Fig. 3, guidance without trajectory
regeneration cannot satisfy the requirement. This is due to
the limited correction ability of the trajectory tracker. The
reference throttle coefficient remains at the maximum, and
the acceleration capacity reaches the upper limit. Therefore,
it is difficult to achieve the nominal trajectory by adjusting the
AOAalone. The trajectory regeneration can adaptively update
the reference state and control command according to the
state feedback. The receding horizon optimization realizes
the iterative update of reference trajectory, and the vehicle
can ascend with less fuel consumption while satisfying
the boundary constraints and path constraints. The terminal
altitude error is 0.014 m, the terminal path angle error is less
than 0.001◦, and the velocity error is −0.243 m·s−1. The
method can adapt to the changes of the multi-modal complex

FIGURE 3. Altitude and velocity.

system, and the guidance accuracy with the large deviation is
satisfactory.

FIGURE 4. Control variables.

Fig. 4 shows the control variables during the ascent phase,
and Fig. 5 shows the time history of dynamic pressure.
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FIGURE 5. Dynamic pressure.

The path constraints of the control and dynamic pressure
are satisfied. The reference guidance command is updated
by receding horizon optimization and then corrected by the
trajectory tracker. The control changes differently in different
engine modalities and environments, even as the focus
remains on lowering the fuel consumption. The acceleration
takes precedence over the increase in altitude, as the relatively
higher atmospheric density at low altitude means that less
fuel is needed to accelerate the vehicle. After approaching
the desired velocity, the vehicle arrives at the expected
altitude mainly by adjusting the AOA. The throttle coefficient
is adjusted so that the velocity changes smoothly. The
model modification improves the adaptability of the method,
making the reference trajectory closer to the actual situation.
The influence of model deviation is weakened, which may
result in the failure of the trajectory regeneration.

FIGURE 6. CPU times of onboard trajectory optimization.

Fig. 6 shows the CPU times of each reference trajectory
optimization. Most of the calculation times are less than
0.5s, and all the calculation times are less than the duration
of the regeneration cycle. In the inner layer of receding
horizon optimization, the recursive initialization makes the
segmented pseudospectral method converge quickly to the
optimal solution. As mentioned above, the receding horizon
optimization with recursive initialization iteratively updates
the reference trajectory. Although the calculation models
used for adjacent optimizations are different, the convergence
from the previous reference trajectory to the new optimal

solution is rapid enough, and fast calculation is conducive to
onboard application.

FIGURE 7. Estimation errors.

The extended state observer with model modification can
estimate the state of the vehicle accurately. Fig. 7 shows the
estimation errors of the extended state observer. The errors
gradually converge to near zero. The altitude estimation error
is more sensitive to the path angle error as their trends are
close and similar. The error changes discontinuously with
the model modification, but the modification reduces the
pressure on the state observer.

B. ROBUSTNESS
Furthermore, different deviations are applied to validate the
robustness of the guidance method. The bias conditions are
shown in Table. 4.
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TABLE 4. Bias condition for determining robustness.

TABLE 5. The terminal errors.

TABLE 6. Results with different regeneration cycles.

There are eight combinations of extreme bias conditions.
(−,+,+) is used to denote the sign of each bias. The terminal
errors in these cases are shown in Table 5.

All results meet the constraints. The terminal errors demo-
nstrate the robustness of the proposed method. The trajectory
tracker based on ADRC is supplemented by the model
modification to ensure that the guidance method can cope
with the disturbance.

In fact, the terminal guidance accuracy is affected directly
by the last onboard trajectory regeneration. Once the
reference trajectory is successfully updated when the vehicle
approaches the terminal state, the error in trajectory tracking
remains within acceptable limits. Thus high guidance accu-
racy can be achieved. Table 6 shows the simulation results
with different regeneration cycles for the same bias condition
as in Table 3. As the regeneration cycles proceed, the terminal
accuracy decreases, but all the errors are accepted. This
implies that even if there are several reference regeneration
failures during the ascent, the guidance will not fail, and the
terminal guidance accuracy can still be high.

V. CONCLUSION
A novel guidance method for a vehicle with a combined
cycle engine is proposed in this paper. The onboard
trajectory planning and reference trajectory tracking are
examined. For onboard trajectory planning, a hierarchical
receding horizon optimization algorithm is designed and
the reference trajectory is updated iteratively according
to the state feedback. The recursive initializations of both
the discrete mesh and the iterative solution are introduced
in the segmented pseudospectral optimization to solve the
optimal control problem quickly. Then, based on the ADRC
theory, an extended state observer is designed for the MIMO
system. The disturbance is estimated according to the system
output and compensated in model linearization to improve
the robustness of trajectory tracking. Finally, to match the
optimal result to the actual situation and make it easier to
track the reference trajectory, three scale factors are defined to
modify the models. The recursive least-square method is used
to estimate the three factors. Model modification and ADRC
complement each other to ensure the overall robustness of
the guidance. Simulation results indicate the efficiency of the
proposed ascent guidance method. The method can meet
the requirements of adaptability and robustness. Besides, the
guidance based on onboard trajectory regeneration can also
provide a general solution applicable to the ascent guidance
for vehicles.
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