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ABSTRACT The steadily increasing number of medical images places a tremendous burden on doctors,
who toned to read and write reports. If an image captioning model could generate drafts of the reports from
the corresponding images, the workload of doctors would be reduced, thereby saving time and expenses.
The aim of this study was to develop a chest x-ray image captioning model that considers the differences
between patient images and normal images, and uses hierarchical long short-term memory (LSTM) or a
transformer as a decoder to generate reports. We investigated which feature representation method was the
most appropriate for capturing the differences. The feature representations differed in terms of whether global
average poolingwas used for the visual feature vectors and how the feature difference vectors were generated.
Experiments were conducted on two datasets using the proposed models and recent captioning models
(X-LAN and X-Transformer). BLEU, METEOR, ROUGE-L, and CIDEr were used as evaluation metrics.
The best model for most metric scores was the multi-difference non-average-pooling transformer model,
which uses the transformer decoder, does not use global average pooling for the visual feature vectors, and
applies the element-wise product. The transformer decoder was found to be more suitable than hierarchical
LSTM. Furthermore, for models that do not condense features with global average pooling, the element-wise
product was observed to be more effective than subtraction in expressing the feature differences.

INDEX TERMS Chest x-ray, deep learning, feature differences, medical image captioning.

I. INTRODUCTION
A. IMAGE CAPTIONING
Image captioning is a research field that focuses on methods
for automatically generating text to explain the contents of
an image. This area involves the convergence of computer
vision to understand images and natural language processing
to generate word sequences. Image captioning offers vari-
ous applications, such as text-based image retrieval, related
keyword assignment, human–robot interactions, and support
for visually impaired people. Several methods have been
developed for image captioning, including retrieval-based,
template-based, and deep learning-based methods [1]–[7].
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Most deep learning studies have used an encoder–decoder
architecture with an attention mechanism [8]–[18]. The
encoder transforms the image into a feature vector, whereas
the decoder converts the feature vector into word sequences.
We propose a new model that uses a convolutional neural
network (CNN) as the encoder and hierarchical long short-
term memory (LSTM) or a transformer [19] as the decoder.
In recent years, deep learning-based methods have gained
popularity in the image captioning field.

B. MEDICAL IMAGE CAPTIONING
Medical artificial intelligence applications are undergoing
rapid expansion, from reading images to diagnosing dis-
eases [20]. Image captioning has also been applied in the
medical field (Fig. 1). As chest x-rays are the most common
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FIGURE 1. A medical image captioning model generates a draft report of
the corresponding medical image.

types of medical images, and are important for screening
and diagnosis, we conducted experiments using chest x-ray
images. The number of medical images increases continually,
which imposes a tremendous burden on doctors in terms of
reading and writing reports. Medical image captioning can
assist doctors by accelerating the reporting process and reduc-
ing their workload. However, little progress has been made in
medical captioning compared to image captioning in other
fields, and multiple factors have limited the performance of
image captioning for chest x-rays.

The first challenge is that only a small number of pub-
licly available datasets exist from previous chest x-ray
image captioning studies: IU X-RAY, PEIR GROSS,
ICLEF-CAPTION, and MIMIC-CXR [21]. This constrains
research and development, and even PEIR GROSS and
ICLEF-CAPTION provide captioning that is far from real-
istic because the images and captions are obtained from
scientific articles. The recently released MIMIC-CXR [22]
is the largest dataset that contains images, reports, and labels.
Second, the datasets are skewed by the presence of numerous
sentences that denote normal findings, but rare sentences
with diverse contents regarding abnormal findings, leading to
difficulties in learning. The third factor is clinical accuracy,
particularly regarding the correct description of abnormal
findings in the image. As chest x-ray images are very similar,
it is important to identify and describe abnormal findings.

C. RELATED WORKS
Several studies have been conducted on chest x-ray image
captioning. The model developed by Jing et al. [28] applies
VGG-19 as a CNN to extract a visual feature vector from
an image and uses a multi-layer perceptron for tag classi-
fication. The co-attention mechanism independently attends
to the visual feature vector and tag embedding vector to
create a context vector that is input into a hierarchical LSTM
decoder. The TieNet [29] model consists of a ResNet-50 [30]
and a flat LSTM decoder with a multi-level attention mech-
anism. This model can also classify disease labels based
on the image features and text embeddings. Both the Jing
and TieNet models were evaluated using the IU X-RAY
dataset, and the Jing model exhibited superior performance.
The HRGR-Agent [31] uses DenseNet or VGG-19 as a
CNN and includes a sentence decoder that generates a topic
state sequence. Given each topic state, a retrieval policy
module decides to retrieve the template or to generate a
sentence using the generation module. Both modules are

updated by a reinforcement algorithm. The model that was
developed by Srinivasan et al. [32] detects and crops lung
regions using a single-shot multibox object detector, obtains
visual features from a CNN, and creates tag embeddings.
Two transformer-based decoders use the image and tag fea-
tures to generate reports. The model that was developed
by Liu et al. [33] uses DesNet-121 for the image encoder
and hierarchical LSTM decoder, and applies self-critical
sequence training [34] to consider both the readability and
clinical accuracy. Lovelace and Mortazavi [35] established a
model that extracts a visual feature vector by DesNet-121,
and uses a transformer encoder and decoder. This model
is trained using a language generation objective and clini-
cal coherence objective to generate more clinically coher-
ent reports. The model was evaluated on the MIMIC-CXR
dataset. The model of Chen et al. [36] generates reports
by means of a memory-driven transformer. It has a rela-
tional memory that records key information and incorporates
this memory into the transformer decoder. The mDiTag(-)
model [37] is similar to our approach; it investigates the
differences between a patient image and a normal image,
similar to when radiologists read images. This model utilizes
multiple feature difference vectors, which are the result of
subtracting the visual feature vectors of the normal image
from those of the patient image. The model uses ResNet-152
as an encoder and hierarchical LSTM as a decoder.

New models have been progressively developed through
recent studies on image captioning in the general domain.
Faster R-CNN [23] is a model which is often used to extract
salient region feature vectors. The GCN-LSTM model [24]
leverages the interactions between objects by extracting
regional representations from Faster R-CNN, and by con-
structing a spatial graph and a semantic graph to learn
relation-aware region representations. The model uses these
representations to generate text with two-layer LSTM as a
decoder. The Reflective Decoding Network [25] uses the
regional feature vectors of Faster R-CNN as the image input,
and takes into account the word position information and
distant words. Moreover, several studies have been conducted
to enhance the attention mechanism. AoANet [26] adopts an
AoA module that adds attention to consider the relevance
between the original attention result and query. The AoA
module is applied to the encoder and decoder of the image
captioning model. The X-Linear Attention Network [27] uses
the X-Linear attention block, which employs bilinear pooling
for spatial and channel-wise bilinear attention. The X-Linear
Attention Network uses regional feature vectors from Faster
R-CNN as the input into the X-Linear attention blocks, and
the output is passed to the LSTM and X-Linear attention
block to generate word sequences.

D. AIM OF STUDY
As chest x-rays are part of the basic checkup routine in
every hospital and clinic, the demand for reading x-rays has
created difficulties. Moreover, because the number of chest
x-ray images increases every year, the need to read and write
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reports is a tremendous burden for doctors. If a deep learning
model could generate drafts of reports to assist radiologists,
their workload would be reduced, thereby saving time and
expenses. The aim of this study was to develop a medical
image captioning model using a CNN as an image encoder
and by exploiting hierarchical LSTM or a transformer as
the report generator. We investigated the simple question of
which feature representation and method are the most appro-
priate for capturing the difference between patient and normal
images. Using a given group of patient and normal images
as the training input, we tested multiple feature difference
vectors to generate draft reports.

Section II explains the baseline and the proposed mod-
els, whereas Section III describes the dataset and several
experimental setups. The settings varied according to the
selection of the decoder and the method used for feature rep-
resentation. Section IV presents the outcomes of the metric
evaluation, analysis of the model outputs, and the results for
other datasets and models. Finally, the principal results and
limitations are provided in Section V, and conclusions are
drawn in Section VI.

II. METHODS
A. OVERVIEW OF MODELS
Three models consisting of an encoder–decoder architecture
were compared. In each case, the encoder was ResNet-152,
which is a CNN that extracts multiple visual feature vectors
from an image. Two decoder types were used: a hierarchical
LSTM with a co-attention mechanism and a transformer
decoder. The decoder refers to multiple feature differ-
ence vectors that contain the differences between a patient
image and a normal image, which are used to generate
a report. Two selections were made regarding the feature
representation method. The first was whether to use global
average pooling on the visual feature vectors (Fig. 2).
Through global average pooling, the three-dimensional visual
feature vector of each layer becomes a one-dimensional
vector by averaging the feature map. Without global aver-
age pooling, the three-dimensional visual feature vector is
transformed into a two-dimensional vector by flattening the
feature map. The fully connected layer adjusts the dimen-
sions to 512 to match the decoder dimensions. The second
selection was how to generate feature difference vectors:
by subtracting the normal visual feature vectors from the
patient visual feature vectors, or by multiplying these two
vectors.

FIGURE 2. The difference according to whether global average pooling is
used for visual feature vectors in each layer.

FIGURE 3. The mDiAP-LSTM model uses ResNet-152 to extract the visual
feature vectors, applies global average pooling on these vectors,
generates feature difference vectors by performing subtraction or the
element-wise product, creates a context vector in every step of the
sentence LSTM with a co-attention mechanism, and generates words
using the word LSTM.

B. MODELS IN DETAIL
The baseline model was the multi-difference average pooling
LSTM (mDiAP-LSTM) model, which was determined to
be the best model in a previous study [37]. Fig. 3 presents
the overall architecture of the mDiAP-LSTM model. The
model uses ResNet-152 to extract the visual feature vectors
from the final convolutional layer and three additional lower
convolutional layers. Global average pooling was applied
after extracting the four visual feature vectors from a patient
image and a normal image, and feature difference vectors
were generated. Consequently, the four feature difference
vectors included information on the differences between
the two images, which were input into the decoder. The
hierarchical LSTM consisted of a sentence LSTM with a
co-attention mechanism and a word LSTM that generated
word sequences. The co-attention mechanism independently
attended to the four feature difference vectors and produced
a final context vector. The sentence LSTM used the final
context vector to generate a topic vector and a stop vector.
The word LSTM used the topic vector and embedding vector
of the previous words as input, and predicted the next word
at each step. The total loss was defined as the sum of the stop
loss (binary cross-entropy loss) and word loss (cross-entropy
loss).

FIGURE 4. The mDiNAP-transformer model does not apply global average
pooling for visual feature vectors, generates a concatenated feature
difference vector, and sends this vector to the encoder–decoder
multi-head attention of the transformer decoder as the key and value
vectors.
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The multi-difference non-average-pooling transformer
(mDiNAP-transformer) model used a transformer decoder
rather than the hierarchical LSTM (Fig. 4). The transformer
decoder had six decoder blocks, each of which consisted
of a masked multi-head self-attention, encoder–decoder
multi-head attention, and a feed-forward layer. The
mDiNAP-transformer model extracted three visual feature
vectors: the final convolutional layer and two additional lower
convolutional layers of ResNet-152. This model used three
visual feature vectors instead of four owing to the number of
parameters and complexity. The model did not apply global
average pooling and generated three feature difference vec-
tors. The concatenation of the three feature difference vectors
resulted in 512 × 1,029-dimensional vectors. These vectors
were used as the key and value vectors in the encoder–decoder
multi-head attention part of every transformer block, and the
query vectors were obtained from the layer below it. After
passing through the six transformer decoder blocks, a linear
layer and softmax layer computed the probabilities of all
unique words to select a word. The loss function was the
cross-entropy loss between the predicted and ground-truth
words.

The multi-difference average-pooling transformer
(mDiAP-transformer) model (Fig. 5) was similar to
the mDiNAP-transformer model. Whereas the mDiNAP-
transformer model used the visual feature vectors from
three layers without global average pooling, the mDiAP-
transformer model obtained the visual feature vectors from
four layers with global average pooling. Subsequently,
the mDiAP-transformer model created four feature differ-
ence vectors, the concatenation of which yielded 512 ×

4-dimensional vectors. These vectors were used as the key
and value vectors for the encoder–decoder multi-head atten-
tion of every transformer block. The other parts were the same
as the mDiNAP-transformer model.

III. EXPERIMENTAL DETAILS
A. DATASET
We used the IU X-RAY dataset, which is accessible through
the Open Access Biomedical Image Search Engine [38].

FIGURE 5. The mDiAP-transformer model applies global average pooling
for the visual feature vectors, generates a concatenated feature
difference vector, and sends this to the encoder–decoder multi-head
attention of the transformer decoder as the key and value vectors.

This dataset contains a series of chest x-ray images, reports,
and tags. It includes 7,470 images, which are either pos-
teroanterior or lateral views. Only 3,821 images of pos-
teroanterior views were selected for this study. Every image
has a corresponding report and tags. The report consists of
comparison, indication, findings, and impression sections,
and we only used the findings and impression sections
as the model output. The Medical Text Indexer [39] pro-
gram automatically extracts tags, which are Medical Subject
Heading terms, from each report. A total of 210 unique
tags exist, including ‘‘normal,’’ ‘‘pleural effusion,’’ ‘‘lymph,’’
‘‘hyperexpansion,’’ ‘‘mass lesion,’’ and ‘‘scarring.’’ Among
the images, 1,502 only had the ‘‘normal’’ tag; thus, we ran-
domly sampled 75 images. The final dataset consisted of
the same 2,394 image–report pairs as those from a previous
study [37].

We also used a subset of the MIMIC-CXR dataset [40].
This dataset includes 1,083 images, corresponding reports,
anatomical bounding boxes, audio, and eye gaze data. Images
were sampled from MIMIC-CXR dataset for each diagnosis
class, resulting in 360 images for pneumonia, 363 images
for congestive heart failure, and 360 images for a normal
status.

B. EXPERIMENTAL SETUP
The decoder had an input vector dimension, a hidden vec-
tor dimension, and an output vector dimension of 512 for
all models. The hierarchical LSTM decoder consisted of
one layer of the sentence LSTM, which could generate
a maximum of six sentences, and one layer of the word
LSTM, which could generate a maximum of 36 words.
The transformer decoder had six transformer layers and
eight attention heads, and could generate up to 200 words.
To prevent overfitting, dropout layers were included after
each transformer sub-layer with a ratio of 0.1. The model
used a regularization technique, namely label smooth-
ing, and epsilon was set to 0.1. The transformer applied
a beam search that maintained the most probable word
sequences at each time step and finally selected the
highest-probability sequence. The number of beams was four
because most of the medical terms and the phrases indi-
cating whether the findings were normal consisted of four
or more words, such as ‘‘no acute cardiopulmonary abnor-
mality,’’ ‘‘degenerative changes are present,’’ ‘‘left lower
lung opacity,’’ and ‘‘no pneumothorax or pleural effusion.’’
The initial learning rate was 0.001 for the mDiAP-LSTM
model, and 0.00004 for the mDiNAP-transformer and
mDiAP-transformer models. All models used the Adam opti-
mizer and ReduceLROnPlateau, which reduced the learning
rate when the loss stopped decreasing. The total number of
training epochs was 400 and the best model was defined as
that with the maximum sum of all metric scores on the vali-
dation dataset. It took 1 day to run the mDiAP-LSTMmodel,
5 days to run the mDiNAP-transformer model, and 3 days
to run the mDiAP-transformer model with a GeForce
RTX 3090.
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IV. RESULTS
A. METRIC EVALUATION OUTCOMES
The evaluation metrics were BLEU [41], METEOR [42],
ROUGE-L [43], and CIDEr [44], which are word overlap
measures. BLEU and METEOR evaluate the translation
results, ROUGE-L measures the summarization perfor-
mance, and CIDEr is a metric for image captioning.
Table 1 displays the metric evaluation scores of the models
for the IU X-RAY test dataset. The ‘‘sub’’ and ‘‘ewp’’ fol-
lowing the model name are abbreviations for subtraction and
the element-wise product (i.e., means of creating a feature
difference vector).

The mDiNAP-transformer-ewp model exhibitied the best
performance on all metric scores. This model did not use
global average pooling, used a transformer decoder, and
applied the element-wise product to generate feature dif-
ference vectors. The models using the transformer decoder
mainly outperformed the models with hierarchical LSTM.
The results also demonstrated which feature representation
method was better for the transformer decoder models. In
the mDiNAP-transformer models, which did not use global
average pooling and used non-condensed visual features, the
element-wise product consistently prevailed in all metrics.
However, in the mDiAP-transformer models, which used
global average pooling and condensed visual features, the
subtraction yielded better results for the BLEU andMETEOR
scores, whereas the element-wise product obtained better
results in terms of the ROUGE-L and CIDEr scores.

B. MODEL OUTPUTS
Examples of the output from the best model, namely
mDiNAP-transformer-ewp, are presented in Supplementary
Material 1. There are six examples, each of which summa-
rizes the model output of the test data. The ground truth of
the first example is a normal report and the model output did
not generate text regarding abnormal findings. In the second
example, both the ground truth report and the model output
indicate the presence of one abnormal finding (degenerative
changes). The ground truth and model output of the third
example both describe left base opacity, but the model does
not mention a more specific cause (atelectasis/infiltration).
The real report of the fourth example describes chronic

obstructive pulmonary disease and aortic vascular calcifica-
tions, and the model output mentions emphysema associated
with chronic obstructive pulmonary disease, but omits the
calcifications. The actual report of the fifth example describes
right pleural effusion, a blunted right costophrenic angle,
and patchy left lower lobe airspace disease (infiltration). The
model detected patchy left lower lobe airspace disease, but
infiltration, which is the specific cause, is not mentioned.
The model also states that bilateral pleural effusion exists,
but only the right side exhibits pleural effusion. Moreover,
the model incorrectly predicted atherosclerotic changes of
the aorta and arthritic changes. In the sixth example, the
ground truth report shows hyperexpanded lungs, which is
suggestive of emphysema, right middle lobe airspace disease,
which may be pneumonia, and degenerative changes. The
model accurately identified hyperexpanded lungs, but omit-
ted emphysema, and the model-generated report mentions
focal airspace disease related to right middle lobe airspace
disease, but omits detailed abnormal findings and pneumonia.
Furthermore, the ground-truth report suggests the need for
a follow-up examination after treatment, but the model does
not.

C. EXTENDED EXPERIMENTS
We performed additional experiments to verify which feature
representation method was the most appropriate for capturing
the differences between normal and abnormal images. Two
types of experiments were conducted: the first applied our
models to the MIMIC-CXR dataset and the other adopted
more powerful captioning models.

The experimental results for the MIMIC-CXR test dataset
are presented in Table 2. Similar to the result of the IUX-RAY
dataset, the mDiNAP-transformer-ewp model performed the
best on all metric scores. The mDiNAP-transformer models
outperformed the baseline mDiAP-LSTM models.

Further experiments were performed with more powerful
captioning models, namely X-Linear Attention Networks
(X-LAN) and X-Transformer [27]. Both models adopt
the X-Linear attention block and use the feature differ-
ence vectors from each model as the input, as illustrated
in Fig. 6 and Fig. 7. The X-LAN model consists of a
transformer encoder with six transformer layers and an

TABLE 1. Metric evaluation results of models for IU X-RAY.
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TABLE 2. Metric evaluation results of models for the MIMIC-CXR.

FIGURE 6. The X-LAN has a transformer encoder with X-Linear attention
and a LSTM decoder with X-Linear attention.

LSTM decoder. The X-Transformer model has a transformer
encoder and a transformer decoder, each with six transformer
layers.

Table 3 displays the results of X-LAN and X-Transformer
for the IU X-RAY dataset. In the case of X-LAN, when the
feature difference vectors from themDiNAP-transformer-ewp
model were used, superior performance was observed in all
metrics except for the ROUGE-L score. For X-Transformer,
the performance was generally good when using the feature
difference vectors from the mDiAP-LSTM-ewp model.

FIGURE 7. The X-Transformer has a transformer encoder with X-Linear
attention and a transformer decoder with X-Linear attention.

Table 4 presents the results for the MIMIC-CXR dataset.
For both X-LAN and X-Transformer, better performance was
generally achieved when using the feature difference vectors
from the mDiNAP-transformer-ewp model.

In summary, leveraging the feature difference vectors
of the mDiNAP-transformer-ewp model resulted in better
performance in X-LAN and X-Transformer. In particular,
taking advantage of non-condensed feature difference vec-
tors was effective when applied to a smaller dataset, namely
MIMIC-CXR. Furthermore, the element-wise product was

TABLE 3. X-LAN and X-Transformer results for IU X-RAY.
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TABLE 4. X-LAN and X-Transformer results for MIMIC-CXR.

found to be more effective than subtraction when using
non-condensed feature difference vectors. Condensed fea-
ture difference vectors are recommended when applying a
strong captioning model such as X-Transformer with a larger
dataset.

V. DISCUSSION
The metric results demonstrated that the transformer decoder
was generally superior to the hierarchical LSTM as a decoder.
We investigated which feature representation method was
the most appropriate for capturing the differences between
patient and normal images. If the model did not use global
averaging pooling (i.e., did not condense the image features),
the element-wise product predominated for most metrics.
The element-wise product could maximize the difference
by decreasing smaller values and increasing larger values.
Not condensing means not averaging the features (i.e., using
all specific features); thus, in this case, the element-wise
product can yield even more benefits by means of detailed
feature differences. This demonstrates that the element-wise
product is effective in representing feature differences, when
using more detailed image features. However, if the model
condensed the image features using global average pooling,
subtraction was superior in terms of the BLEU andMETEOR
scores, whereas the element-wise product was superior in
terms of the ROUGE-L and CIDEr scores. As global average
pooling involves averaging the feature map into a single
value, the effect of the element-wise product may be weak.
Therefore, in this case, it is difficult to determine whether
either subtraction or the element-wise product is appropriate.

The model outputs revealed the strengths and weaknesses
of the mDiNAP-transformer-ewp model. The model could
detect opacity by observing the contrast, detect hyperex-
panded lungs by determining the change in size, and identify
the location of airspace disease. However, the model omitted
the more specific cause of these abnormal findings. This
demonstrates that by providing the visual feature vectors from

the lower convolutional layer of ResNet-152, the model could
detect changes in the contrast, size, and disease location,
but failed to identify the more specific cause. Moreover, the
poorly performing cases involved incorrect detection of the
location or additional abnormal findings that were not present
in the image being determined.

Examples of the outputs of all models are provided in
Supplementary Material 2. Models with hierarchical LSTM
generated numerous repetitive sentences, which is an ongo-
ing problem in hierarchical LSTM. The mDiAP-LSTM-sub
model repeated the sentence ‘‘no pleural effusion or pneu-
mothorax’’ three times, and the mDiAP-LSTM-ewp model
repeated ‘‘there is no pneumothorax or pleural effusion’’
three times. However, the boundaries of the sentences
were very clear. Conversely, the models with a transformer
decoder and beam search yielded few repetitive sentences,
but the sentence boundaries were sometimes not clear. The
mDiAP-Transformer-sub model outputs the sentence ‘‘there
is a calcified granuloma in the left upper lobe calcified
granuloma,’’ which is a fusion of ‘‘there is a calcified
granuloma in the left upper lobe’’ and ‘‘left upper lobe cal-
cified granuloma.’’ Furthermore, the last sentence did not
end clearly. Similar phenomena were observed in the other
models with the transformer.

Therefore, the principal limitation of this study is the dif-
ficulty of accurately describing all abnormal findings and
detailed causes. In future work, the model can be improved by
incorporating the classification results of the image to explain
the more specific cause of the abnormal findings or applying
other methods to represent the differences between the patient
and normal images. Moreover, the proposal and use of a new
medical term accuracy metric for training may improve the
model. In certain cases, coherency is an issue. For example,
a report may contain conflicting results, such as stating that
pleural effusion is and is not present. The suggestion of a
new coherency metric to penalize incoherent reports could be
another direction for future research. The lack of evaluation
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by a radiologist is also a limitation because the model results
are not sufficient for analysis. Furthermore, research in the
direction of measuring the reliability of each predicted sen-
tence will make it easier for radiologists to revise the report.

VI. CONCLUSION
This study has proposed a chest x-ray image captioning
model that generates draft reports of images. We experimen-
tally investigated which feature representation method was
the most appropriate for capturing the differences between
patient and normal images. Overall, the best model was found
to be the mDiNAP-transformer-ewp model, which used a
transformer decoder to generate the report, did not use global
average pooling for the visual feature vectors, and applied the
element-wise product to generate feature difference vectors.
The transformer decoder was more suitable than the hierar-
chical LSTM, and if the model did not condense features with
global average pooling, the element-wise product was more
effective than subtraction for expressing the feature differ-
ences. This model can assist doctors, thereby saving time and
expenses, and it can also be extended to other medical images.
In future research, the model should be improved in terms
of clinical accuracy until it can be deployed for real-world
medical applications.
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