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ABSTRACT Cooperative adaptive cruise control (CACC) is a technology for the automated control of
platoons of vehicles. CACC controls the behavior of vehicles based on information that is shared among the
vehicles through vehicle-to-vehicle (V2V) communication. However, cyberattacks on V2V communication
can degrade the control performance and may cause serious accidents such as vehicle collisions; therefore,
it is important to improve the resilience against such attacks. In this paper, we propose a novel attack detection
and defense mechanism for CACC. Our approach is based on an unknown input observer (UIO), which
estimates vehicle states by treating the unreliable information obtained through V2V communication as
unknown inputs. Attacks on V2V communication are detected from the estimated states. When an attack is
detected, the control method is switched to a secure method. Through simulation experiments, we show that
the proposed mechanism can detect attacks immediately and accurately, allowing the stability of the platoon
to be maintained.

INDEX TERMS Attack detection, attack defense, cooperative adaptive cruise control (CACC), unknown
input observer (UIO).

I. INTRODUCTION
Advances in information and control technologies have led to
the development of intelligent transportation systems (ITSs).
In particular, focus has been placed on automated vehicle con-
trol for improving the effectiveness and safety of transporta-
tion systems. Cooperative adaptive cruise control (CACC) [1]
(Fig. 1) is one of the most promising technologies for the
automated control of vehicle platoons (referred to simply as
platoons in this paper). CACC controls the behavior of the
vehicles in a platoon in an autonomous and cooperative man-
ner based on information shared through vehicle-to-vehicle
(V2V) communication to realize safe and effective cruising.
In a platoon with CACC, each vehicle is equipped with a
controller, a V2V communication device, and a sensor. The
controller calculates the control inputs to the vehicle based on
data obtained via V2V communication and the sensor. There
have been many studies on CACC [1]–[7]. For example,
in [2], the authors proposed a method for the longitudinal
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and lateral control of platoons. In [3], a control method was
proposed for platoons with uncertain dynamics. In [4], [5],
the authors proposed an ecological adaptive cruise control
(Eco-CACC) strategy for improving the fuel economy of a
heterogeneous platoon. In [6], the authors proposed a coop-
erative optimal power split (COPS)method for decreasing the
energy consumption of a group of intelligent electric vehicles.
In [7], the authors proposed a novel switched control strategy
for a heterogeneous vehicle platoon based on multiple objec-
tives (SCSHPM) and showed its effectiveness.

When designing a controller, one must consider the rele-
vant resource limitations [8]. In [8], the capacities of mem-
ory and processors were discussed. Considering the limited
nature of such resources, it is important to establish an attack
detection and defense mechanism that takes the available
computational resources into account.

For platoons using CACC, string stability [9] is a fun-
damental and important property. A platoon is string stable
if range errors do not propagate from one vehicle to the
following vehicle. In a platoon using CACC, the controller
in each vehicle needs to be designed to enhance the string
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stability even when the platoon is attacked [10]. In [10],
the authors designed a decentralized controller for CACC
considering string stability.

FIGURE 1. Cyberattack on V2V communications in a platoon with CACC.

Moreover, transmission delays exist in V2V communica-
tions, which may cause a loss of string stability. In [11], the
string stability in the presence of delay was analyzed using
the magnitude of the string stability transfer function in both
the continuous-time and discrete-time domains.

Cyberattacks on V2V communications, in which attack-
ers maliciously eavesdrop on, interfere with and/or tamper
with V2V communication data, have become a serious prob-
lem [12], [13] in recent years. In platoons using CACC, such
attacks can cause a loss of string stability [14]–[16]. In [14],
the various types of attacks on platoons with CACCwere dis-
cussed, and the author showed that attacks on V2V communi-
cations could cause a significant loss of string stability. More
specifically, the range errors among the vehicles increase,
which results in traffic congestion and, in the worst case,
may cause vehicle collisions. The effects on string stability
of attacks on V2V communications have been investigated in
previous works [15], [16]. Improving the resilience against
such attacks on V2V communications is an essential and
challenging task.

The two main requirements for mitigating attacks are
attack detection and defense. When a platoon with CACC
is attacked, the attack needs to be detected quickly and with
high accuracy, and many attack detection mechanisms have
been proposed for CACC [17]–[21]. In [17], the authors
focused on replay attacks on connected vehicles and proposed
a replay attack detection mechanism based on a noisy control
signal methodology. In [18], the authors used a partial dif-
ferential equation model for detecting attacks. In [19], [20],
an anomaly detection mechanism that utilizes the physical
laws of kinematics and a data fusion technique was proposed.
In [21], the authors introduced a sliding mode observer to
detect and estimate cyberattacks.

Once an attack is detected, the vehicles need to defend
against the damage caused by the attack [22]–[25]. Defense
mechanisms against jamming attacks were proposed in
[22], [23], and an attack-resilient controller was designed
in [24]. One technology for attack defense is called fall-
back control [25]. In fallback control, the system is nor-
mally observed and controlled by a networked controller,
but when an attack is detected, the controller is switched
from the networked controller to a local controller to reduce
the effect of the attack. However, these conventional defense
approaches require the design and implementation of at least

two controllers, one for normal situations and another for
attack defense, which increases the overall complexity of the
system.

To reduce the system complexity, we utilize an unknown
input observer (UIO). UIOs are used to estimate the state of
a system in the presence of unknown inputs. There are many
studies on fault diagnosis using UIOs [26], [27]. In [26], [27],
mechanisms were proposed for diagnosing faults accurately
evenwhen the information available from actuators or sensors
is unreliable due to the faults. In these mechanisms, the UIO
estimates the system state by treating the unreliable inputs
from the actuators or sensors as unknown inputs. In recent
years, UIOs have attracted attention as a promising approach
for cyberattack detection [28], [29].

FIGURE 2. Architecture of the proposed mechanism.

In this paper, we propose an attack detection and defense
mechanism using a UIO to improve the resilience of pla-
toons with CACC against attacks on V2V communications.
The architecture of the proposed mechanism is shown in
Fig. 2. In this mechanism, each vehicle is equipped with a
sensor (e.g., a radar unit or camera), a V2V communica-
tion device (a Wi-Fi device), an input estimator, an attack
detector, an input switcher, and a controller. The input esti-
mator estimates the control input of the preceding vehicle
based on information obtained by the sensor. When V2V
communications are attacked, the information obtained from
the Wi-Fi device is not reliable, so the input estimator uses a
UIO to estimate the state of the preceding vehicle by treating
the unreliable information as unknown inputs. Based on the
estimated input, the attack detector then decides whether the
system is under attack. Accordingly, the input switcher selects
and sends inputs to the controller in accordance with the
attack detection results. When no attack is detected, the input
switcher sends inputs calculated based on the information
obtained through V2V communication. However, when an
attack is detected, the input switcher sends inputs calculated
based on state estimation. Note that in the proposed mech-
anism, the same controller is used regardless of whether an
attack is detected, and it is only the inputs to this controller
that are switched. This approach enables a simple control
system design that contributes to reducing the management
cost of the system. Moreover, such simplicity is important
for vehicles with limited energy and computational power.
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We also present simulation experiments conducted to eluci-
date the advantages and properties of the proposed mecha-
nism. The simulations consider jamming and replay attacks
on V2V communications, allowing the performance of the
attack detection and defense mechanism under such attacks
to be evaluated.

The contributions of this paper are as follows.
• To protect platoons from attacks on V2V communica-
tions, we propose an attack detection and defense mech-
anism using UIOs for platoons with CACC. The input
estimator on each vehicle uses aUIO to estimate the state
of the preceding vehicle without relying on unreliable
communication data, which results in immediate and
accurate attack detection.

• In the proposed attack defense mechanism, when an
attack is detected, the input switcher sends inputs cal-
culated based on the state estimation results of the input
estimator, which protects the vehicle against the attack.
Since only one controller is implemented regardless of
whether an attack is detected, the control system is sim-
ple, and therefore, the management cost of the system is
low.

• It is demonstrated through simulation experiments that
the proposed mechanism can detect attacks with a 1-step
delay and enhance the stability of the system, thereby
reducing the loss in safety due to attacks. In the sim-
ulations, we consider jamming and replay attacks as
typical attacks on V2V communications and show that
the proposed mechanism is effective for both types of
attacks.

The remainder of this paper is organized as follows. We
review CACC in Section II. Section III then describes the
proposed attack detection and defense mechanism. We eval-
uate the proposed mechanism on the basis of simulation
experiments in Section IV. Finally, we conclude our study
in Section V.

II. COOPERATIVE ADAPTIVE CRUISE CONTROL (CACC)
SYSTEMS
Fig. 1 shows an overview of a cyberattack on V2V communi-
cations in a platoon with CACC. This paper uses the vehicle
dynamics model proposed in [30].

Consider a platoon of M vehicles. The state of vehicle i
is denoted by xi =

[
qi vi ai

]T , where qi, vi, and ai denote
the absolute position, absolute velocity, and absolute acceler-
ation, respectively, of vehicle i. Vehicle i is equippedwith sen-
sor i, V2V communication device i, and controller i. Under
CACC, controller i first obtains the distance di of vehicle i
from the preceding vehicle i − 1 and the velocity vi−1 of
the preceding vehicle i − 1 from sensor i, and based on di,
controller i then calculates the position qi−1 of the preceding
vehicle. Furthermore, controller i obtains the input ũi−1 of
the preceding vehicle i − 1 through V2V communication.
Controller i then calculates and sends the control input ui to
vehicle i. In this paper, we focus on attacks targeting V2V
communications such as jamming and replay attacks.

In a platoon with CACC, there is a virtual vehicle called
the reference vehicle, which has the role of leading the pla-
toon. The state and control input of the reference vehicle
are denoted by x0 and ur , respectively. The dynamics of the
reference vehicle are described by (1).

ẋ0(t) =

0 1 0
0 0 1
0 0 −η−1

 x0(t)+
 0

0
η−1

 ur (t). (1)

x0 and ur can always be observed by vehicle 1 without V2V
communication. In this paper, we assume that x0 and ur
cannot be attacked, meaning that x0 and ur are reliable.

The dynamics of vehicle i (1 ≤ i ≤ M ) are given by

ẋi(t) = Acxi(t)+ Bcui(t), (2)

where

Ac =

0 1 0
0 0 1
0 0 −η−1

 ,
Bc =

 0
0
η−1

 ,
and ui is the control input of vehicle i. Vehicle i calculates ui
using sensor data qi−1 and vi−1 combined with the control
input ũi−1(t) of vehicle i − 1 as obtained through V2V
communication. The output yi of vehicle i is given by

yi(t) = Cxi(t) =
[
1 0 0
0 1 0

]
xi(t). (3)

In CACC control, vehicle i receives control input from the
preceding vehicle i − 1 through V2V communication, and
this control input is then provided as input to controller i.
The control input received at time t is denoted by ũi−1(t). In
general, there is a transmission delay in V2V communication,
denoted by θ , which leads to

ũi−1(t) = ui−1(t − θ ). (4)

The control input ui(t) is then calculated as

u̇i(t) = −
1
h
ui(t)+

1
h
(kpei(t)+ kd ėi(t))+

1
h
ũi−1(t), (5)

where ei(t) is given by

ei(t) = di(t)− dr,i(t)

= (qi−1(t)− qi(t)− L)-(r + hvi(t)). (6)

Here, L is the vehicle length, r is the ideal intervehicle
distance when the vehicles are stopped, and kp and kd are
design parameters. Note that when i = 1, ũ0(t) = ur (t).
A block diagram of the closed-loop system for vehicle i is

shown in Fig. 3, where

G(s) =
1

s2(ηs+ 1)
,

H (s) = hs+ 1,

K (s) = kp + kd s,

D(s) = e−θs.

148812 VOLUME 9, 2021



Y. Yamamoto et al.: Attack Detection and Defense System Using Unknown Input Observer for CACC Systems

FIGURE 3. Block diagram of vehicle i .

String stability [9] is an important concept for the stability
of CACC. In this paper, we consider strong frequency-domain
string stability (SFSS). A platoon exhibits SFSS if the trans-
fer function 0i−1,i between the outputs of vehicle i and its
preceding vehicle i− 1 satisfies

||0i−1,i(s)||H∞ ≤ 1, ∀i ∈ {1, . . . ,M}. (7)

In this paper, we focus on the transfer function 0i−1,i for
velocity, as given in (8).

0i−1,i(s) =
Vi(s)
Vi−1(s)

=
Qi(s)
Qi−1(s)

=
1

H (s)
G(s)K (s)+ D(s)
1+ G(s)K (s)

, (8)

where Vi(s) and Qi(s) are the Laplace transforms of vi(t) and
qi(t), respectively.

III. PROPOSED MECHANISM
For simplicity, the communication delay θ is set to 0 in this
paper. In CACC platoons, the control inputs ũi sent via V2V
communication are not always reliable because ũi can be tam-
pered with by attackers. We therefore introduce a UIO into
each vehicle to detect attacks and maintain vehicle stability.
An overview of the proposed mechanism is shown in Fig. 4.
In this mechanism, an input estimator first estimates the state
of the preceding vehicle, and an attack detector then uses the
estimated state to decide whether V2V communications are
under attack. When an attack is detected, an input switcher
switches the controller input to secure input.

To implement the attack detection and defense mechanism,
we discretize the dynamicsmodel described in Section II. The
discrete-time model for vehicle i, which is the discretization
of (2) and (3), is{

xi[k + 1] = Adxi[k]+ Bdui[k],
yi[k] = Cdxi[k],

(9)

with

Ad = eAcT ,

Bd =
∫ T

0
eAcτBcdτ,

Cd = C,

FIGURE 4. System architecture of the proposed mechanism.

where T is the sampling period, and ui[k] = ui(kT ) (5) can
also be rewritten as

ui[k + 1] = e−T/hui[k]+
∫ T

0
eτ/h

kp
h
dτei,1[k]

+

∫ T

0
eτ/h

kd
h
dτei,2[k]+

∫ T

0
eτ/h

1
h
dτ ũi−1[k],

(10)

where ei,1[k] and ei,2[k] are given by

ei,1[k] = di[k]− dr,i[k]

= (qi−1[k]− qi[k]− L)-(r + hvi[k]), (11)

ei,2[k] = (vi−1[k]− vi[k])− hai[k]. (12)

In practice, the controller is implemented in discrete time
as described in (10) because the position qi−1, the veloc-
ity vi−1, and the inputs ũi−1 are obtained in discrete time.

A. UNKNOWN INPUT OBSERVER (UIO)
We design a UIO i for each vehicle i.1 UIO i estimates ui−1
by treating ũi−1 as an unknown input. The UIO is described
as follows:

x̂i[k + 1]

= (Ad − G1CdAd − G2Cd )x̂i[k]+ (Bd (CdBd )+

+J [I2 − CdBd (CdBd )+])yi[k + 1]+ G2yi[k], (13)

where Ad , Bd , Cd , G1, G2, and J are design parameters.
J affects the convergence speed of the state estimation pro-
cess. Note that A+ denotes the pseudoinverse of matrix A,
i.e., A+ = [ATA]−1AT . Then, the estimated value ũi of the
control input is given by

ûi−1[k] = B+d (x̂i−1[k + 1]− Ax̂i−1[k]). (14)

The model of the system must satisfy certain restrictions
in terms of observability and detectability. If the system is
observable, we can create a UIO with an arbitrary conver-
gence rate. If the system is not observable but is detectable,
the convergence rate cannot be set, but a UIO can be created

1In this paper, we assume that there are no actuator delays for simplicity.
However, the proposed mechanism can be extended to platoons with actuator
delays by suitably modifying (9) and (14).
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such that the error converges to zero. Because this system is
observable, the convergence rate can be adjusted by setting
the pole configuration and J .

B. ATTACK DETECTION MECHANISM
We now propose a mechanism for detecting attacks using
the UIO. In the attack detection mechanism, vehicle i
detects attacks by comparing the estimated value ûi of the
control input against the value ũi obtained through V2V
communication.

FIGURE 5. Flowchart of the attack detection and defense mechanism at
vehicle i .

The process of attack detection at vehicle i is shown in
Fig. 5. Vehicle i observes the distance di and the velocity
difference vi−1 − vi between vehicles i and i − 1 through its
sensor. Vehicle i then uses these sensor data to calculate the
position qi−1 and velocity vi−1 of vehicle i − 1. The control
input of vehicle i − 1, denoted by ũi−1, is obtained through
V2V communication. UIO i then calculates the estimated
value ûi−1 of the control input of vehicle i − 1. Based on
this estimated value, vehicle i detects whether an attack is
occurring by comparing ûi−1 against ũi−1.

FIGURE 6. Block diagram of the estimation process for an unknown
input ui−1.

Fig. 6 presents a block diagram of the estimation process
performed by UIO i. UIO i uses qi−1 and vi−1 to calculate
the estimated state x̂i−1 of vehicle i − 1. The difference
between the estimation result and the value one step earlier
multiplied by A is then calculated to obtain Bûi−1, which is
an estimate of the state change due to the input. By mul-
tiplying this by the pseudoinverse matrix B+, we obtain
an estimate of the input ûi−1. In the proposed mechanism,
not only the current estimated value but also previous esti-
mated values are used to reduce the occurrence of false
positives and false negatives in attack detection due to noise.
In particular, we use the vectors [ûi[k], · · · , ûi[k−N +1]]T

and
[
ũi[k], · · · , ũi[k − N + 1]

]T . The detection result is
expressed as

rdetection,i[k] =

{
1, if ||δ[k]||2 > hatk ,
0, otherwise,

(15)

where

δ[k] =

1ûi−1[k − 1]
...

1ûi−1[k − N ]

 ,
1ûi−1[k] = ûi−1[k]− ũi−1[k], (16)

N is the vector length, and hatk is a threshold for attack
detection. Note that || · ||2 denotes the L2 norm of a vector.
A detection result of 1 means that the attack detector decides
that the input signal is under attack, and 0 means that the
attack detector decides that the input signal is not under
attack.

C. DEFENSE MECHANISM
We next propose a defense mechanism by which the stability
of the system can be maintained even if the system is under
attack. When an attack is detected by vehicle i, vehicle i
switches to a secure mode. In the secure mode, vehicle i uses
the estimated value ûi−1 instead of ũi−1 when calculating the
control input ui according to (10). This allows vehicle i to
mitigate the effects of attacks on V2V communications.

FIGURE 7. Defense process at vehicle i .

Fig. 7 shows a block diagram of the defense process at
vehicle i. The input switcher receives ũi−1 and ûi−1 and
outputs

ūi−1[k] =

{
ûi−1[k − 1], if rdetection,i[k] = 1,
ũi−1[k], otherwise.

(17)

If vehicle i decides that ũi−1 is not under attack (i.e., ũi−1
is reliable), then the input switcher outputs ũi−1 as ūi−1.
Otherwise, it outputs ûi−1 as ūi−1. Since the system uses
ûi−1 while ũi−1 is under attack, no compromised data are
used, thus making the system resilient against attacks on
V2V communications. A flowchart of the defense process at
vehicle i is shown in Fig. 5.

Note that the estimation process conducted by the UIO
causes a one-step delay. In step k , the UIO estimates the
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control input in step k − 1. Therefore, in the fallback mode,
the input switcher outputs ûi−1[k − 1] as ūi−1[k].

IV. SIMULATION AND DISCUSSION
We next report simulation experiments conducted to clarify
the advantages and properties of the proposed mechanism.
The simulations consider two typical V2V communica-
tion attack scenarios, namely, jamming and replay attacks.
We first evaluate the proposed attack detection mechanism in
Section IV-A and then evaluate the proposed attack defense
mechanism in Section IV-B.
The simulations consider a platoon of 10 vehicles

(M = 10). Each vehicle follows the preceding vehicle
based on the CACC model described in Section II. Note that
vehicle 1, that is, the lead vehicle, follows a virtual refer-
ence vehicle. We conducted simulation experiments using
MATLAB 2018b [31], with a sampling period T of 0.01 s.
We summarize the parameter settings of our simulations in
Table 1. The parameters were determined experimentally.

TABLE 1. Parameter settings.

If there is no time delay, i.e., θ = 0 in Eq. (8), then the Bode
diagram of 0i−1,i is as shown in Fig. 8. This figure shows that
the platoon exhibits SFSS.

FIGURE 8. Bode diagram of 0i−1,i without any delay.

The Bode diagram of 0i−1,i with a 0.01 s delay, i.e., the
one-step delay caused by switching the system from the
normal operation mode to the defense mode, is shown in
Fig. 9. As seen from this figure, even if there is a 0.01 s delay,
the platoon still exhibits SFSS. This means that the proposed
attack defense mechanism enhances the string stability of the
platoon when the V2V communications of the platoon are
attacked.

In our evaluation, the parameters of the discrete-
time model for each vehicle were set as shown

FIGURE 9. Bode diagram of 0i−1,i with a 0.01 s delay.

in the following equations.

Ad =

1 0.01 0
0 1 0.0095
0 0 0.9048

 , (18)

Bd =

 0
0.0005
0.0952

 . (19)

The parameters of the UIOs were set as shown in the
following equations.

J =
[
212500 212500

]
, (20)

G1 =

2.1178 −0.0071
2.1178 −0.0071
2.1178 −0.0052

× 105, (21)

G2 =

−2.1178 −0.0141
−2.1179 −0.0141
−2.1179 −0.0161

× 105. (22)

The poles of the UIOs were set to 0.5, 0.2, and 0.1 based
on these parameter matrices.

A. EVALUATION OF THE ATTACK DETECTION MECHANISM
We begin by evaluating the proposed attack detection mecha-
nism. At the beginning of the simulation period, the 10 vehi-
cles are stationary at 1.5 m intervals. In the first 0–100 s from
the beginning of the simulation, the reference vehicle acceler-
ates at 0.3 m/s2. After 100 s, the reference vehicle continues
moving at 30 m/s. The 10 vehicles follow their preceding
vehicles based on the CACC model given in Section II. On
this basis, we conducted simulation experiments of jamming
and replay attack scenarios.
First, we evaluate the proposed attack detectionmechanism

in the case of a jamming attack.We consider attackers launch-
ing jamming attacks on the input signals ũ1, ũ3, and ũ7 during
the period of 90–150 s. When an input signal ũi is attacked,
noise appears in that input signal; that is, vehicle i + 1
receives ui+snoise instead of ui. Here, snoise is Gaussian noise
that follows a standard normal distribution with mean 0 and
variance 1.

To determine the detection threshold hatk and the vector
length N , we evaluated the detection performance, i.e., the
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detection delay and accuracy, of the proposed mechanism
while varying hatk and N .

FIGURE 10. Attack detection delay versus hatk and N .

FIGURE 11. End-of-attack detection delay versus hatk and N .

First, we focus on the detection delay of the proposed
mechanism. Fig. 10 shows the delay in attack detection plot-
ted versus hatk and N . Regardless of the value of N , the
detection delay is lower with a lower hatk . In particular, when
hatk ≤ 0.2, the detection delay is only 1 step. Fig. 11 shows
the delay in detecting that an attack has stopped plotted versus
hatk andN . Regardless of the value of hatk , the detection delay
is lower with a lower N . As seen from these results, hatk and
N both need to be lower to decrease the delay in detecting
that an attack has either started or stopped. However, when
hatk is too small, the attack detection results are vulnerable to
disturbance and noise. Therefore, we set hatk to 0.1.

FIGURE 12. False negatives versus hatk and N .

Second, we focus on the detection accuracy. Fig. 12 shows
the number of false negatives plotted versus hatk and N .

When hatk = 0.1, the number of false negatives is large
when N ≤ 3. As an example, the detection results with
hatk = 0.1 and N = 1 are shown in Fig. 13. As shown in
this figure, when N ≤ 3, attacks cannot always be detected.
This is because when N is low, the proposed mechanism is
vulnerable to temporal noise. When N ≥ 4, the proposed
detection mechanism detects attacks correctly. Thus, we set
hatk = 0.1 and N = 4 in the following evaluations.

FIGURE 13. Attack detection results at vehicle 2 when hatk = 0.1 and
N = 1.

FIGURE 14. Attack detection results at vehicle 2.

FIGURE 15. Attack detection results at vehicle 4.

FIGURE 16. Attack detection results at vehicle 8.

The attack detection results at vehicles 2, 4, and 8 in
the period of 80–200 s are shown in Figs. 14, 15, and 16,
respectively. In these figures, a value of 1 means that the
attack detector decides that the input signal is under attack,
and 0 means that the attack detector decides that the input
signal is not under attack, as defined in (15). The results
show that attacks are detected immediately and accurately.
Thus, the input estimator of each vehicle accurately estimates
the state of the preceding vehicle even when information
obtained through V2V communication is not reliable due
to an attack. The attack detection time for each vehicle is
only 1 step (i.e., 0.01 s). Moreover, when the attack ends,
the attack detector in each vehicle decides that the input
signal is no longer under attack within at most 0.04 s. This
is because the proposed attack detection mechanism detects
attacks based on the last 4 steps of information according
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to (15). Therefore, the proposed attack detection mechanism
can detect jamming attacks immediately and accurately by
virtue of the introduction of a UIO.

Next, we evaluate the proposed attack detection mecha-
nism in the case of a replay attack. The attackers execute a
replay attack on the input signals ũ1, ũ3, and ũ7 during the
period of 110–170 s. The attack tampers with each attacked
input signal ũi. More specifically, vehicle i + 1 receives the
input signal ui(t − 90), which is the input signal from 90 s
in the past, instead of ui(t) at time t . Thus, under this replay
attack, vehicles 2, 4, and 8 receive input signals from 20–80 s
during the period of 110–170 s. In the simulated scenario,
the vehicles are intended to continue moving at a regular
velocity during the period of 110–170 s, whereas the vehicles
are accelerating in the period of 20–80 s. In other words, the
attackers’ purpose is to accelerate vehicles 2, 4, and 8 while
the other vehicles continue to move at a constant velocity,
which could lead to vehicle collisions.

FIGURE 17. Attack detection results at vehicle 2.

FIGURE 18. Attack detection results at vehicle 4.

FIGURE 19. Attack detection results at vehicle 8.

The attack detection results at vehicles 2, 4, and 8 in
the period of 80–200 s are shown in Figs. 17, 18, and 19,
respectively. These results show that the attack is detected
immediately and accurately. The attack detection time for
each vehicle is only 1 step (i.e., 0.01 s). Moreover, when the
attack ends, the attack detector of each vehicle decides that
the input signal is no longer under attackwithin atmost 0.04 s.
The reason is that the attack and end-of-attack detection
times are the same as for jamming attacks. Therefore, this
evaluation shows the proposed attack detection mechanism
can also detect replay attacks immediately and accurately by
virtue of the introduction of the UIO.

B. EVALUATION OF THE ATTACK DEFENSE MECHANISM
We next evaluate the effectiveness of the proposed attack
defense mechanism based on simulations of jamming and
replay attack scenarios.

FIGURE 20. Intervehicle distances for all vehicles when not under attack.

First, we evaluate the proposed attack defense mechanism
in the case of a jamming attack. The settings for the 10 vehi-
cles are the same as in Section IV-A. The attackers conduct a
jamming attack on the input signals ũ1, ũ3, and ũ7 during the
period of 90–150 s. When an input signal ũi is attacked, noise
appears in that input signal; that is, vehicle i+1 receives ui+
snoise instead of ui. Here, snoise is Gaussian noise following a
standard normal distribution with mean 0 and variance 1.

FIGURE 21. Intervehicle distances for all vehicles under a jamming attack
without the proposed defense mechanism.

FIGURE 22. Intervehicle distances under a jamming attack with the
proposed defense mechanism.

The intervehicle distances under this jamming attack with-
out and with the proposed defense mechanism from 80 s
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to 200 s are shown in Figs. 21 and 22, respectively. We
also show the intervehicle distances when not under attack
in Fig. 20 for comparison. As seen from Fig. 21, when the
input signals are attacked (i.e., during the period of 90–150 s),
the intervehicle distances are disturbed, which could lead to
vehicle collisions. In contrast, in Fig. 22, the intervehicle
distances are not disturbed and remain the same as in the case
of no attack (Fig. 20) evenwhen the input signals are attacked.
The proposedmechanism immediately detects when the input
signals are under attack and switches the inputs to the inputs
calculated without using the attacked input signals. Even
when the inputs are switched, the string stability of the pla-
toon is enhanced, as shown in Fig. 9, and as a result, the
intervehicle distance is not disturbed by the attack. Moreover,
as shown in Section IV-A, the inputs are switchedwith a delay
0.01 s after the beginning of the attack. However, the impact
of the attacked signals on the system is small enough that it
affects only 1 step (i.e., 0.01 s). Moreover, the input delay
caused by the input estimation process is 0.01 s, which is
small enough that the platoon is controlled in almost the same
way as in the normal mode. Thus, the proposed mechanism
protects the platoon from jamming attacks.

Next, we evaluate the proposed attack defense mechanism
in the case of a replay attack. The settings for the 10 vehicles
are the same as in Section IV-A. The attackers conduct a
replay attack on the input signals ũ1, ũ3, and ũ7 during the
period of 110–170 s. More specifically, vehicle i+1 receives
the input signal ui(t − 90), which is the input signal from
90 s in the past, instead of ui(t) at time t . In this scenario, the
attackers intend to accelerate vehicles 2, 4, and 8 while the
other vehicles continue to move at a constant velocity, which
could lead to vehicle collisions.

FIGURE 23. Intervehicle distances for all vehicles under a replay attack
without the proposed defense mechanism.

The intervehicle distances under this replay attack without
and with the proposed defense mechanism from 80 s to 200 s
are shown in Figs. 23 and 24, respectively. Under the replay
attack, the intervehicle distances are greatly disturbedwithout
the defensemechanism, as shown in Fig. 23. However, Fig. 24
shows that even when the effect of the attack is large, the
intervehicle distances are not disturbed under the proposed
defense mechanism.

FIGURE 24. Intervehicle distances for all vehicles under a replay attack
with the proposed defense mechanism.

To further investigate the effect of attacks, we conducted
simulations of another situation, again considering the case
of a replay attack. At the beginning of the simulation period,
the velocities of the 10 vehicles are equal to 30 m/s, and
the intervehicle distances are equal to 40.5 m. During the
period of 50–150 s, the reference vehicle decelerates with an
acceleration of −0.1 m/s2. Accordingly, ur is given by (23).

ur (t) =

{
−0.1, if 50 ≤ t ≤ 150,
0, otherwise.

(23)

The attackers conduct a replay attack on the input sig-
nals ũ1, ũ3, and ũ7 during the period of 110 ≤ t ≤ 170 s.
The attacked signals are given by (24).

ũi(t) =

{
0.4, if 110 ≤ t ≤ 170, i ∈ {1, 3, 7},
ui(t), otherwise.

(24)

This means that the attackers intend to accelerate vehi-
cles 2, 4, and 8 while the other vehicles are decelerating,
which is an extremely dangerous situation.

FIGURE 25. Intervehicle distances for the 10 vehicles when ur
follows (23).

The intervehicle distances under this replay attack without
and with the proposed defense mechanism from 80 s to
200 s are shown in Figs. 26 and 27, respectively. We also
show the intervehicle distances under no attack in Fig. 25 for
comparison. Although the effect of the attack is extremely
large, as shown in Fig. 26, the intervehicle distances are not
disturbed when the proposed defense mechanism is used,
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FIGURE 26. Intervehicle distances for the 10 vehicles without the
proposed defense mechanism.

FIGURE 27. Intervehicle distances for the 10 vehicles with the proposed
defense mechanism.

as shown in Fig. 27. Therefore, the proposed attack defense
mechanism can protect the platoon from attacks even when
the attack effect is large.

C. DISCUSSION
Many attack detection mechanisms have been proposed for
CACC [17], [18]. However, these previous studies have only
focused on single types of attacks or have not considered
attack defense. The authors of [17] proposed a replay attack
detection mechanism, and those of [18] proposed a real-
time false injection attack detection mechanism. The authors
of [19]–[21] focused on several kinds of attacks, but their
proposals alone cannot defend vehicles from attacks. Our pro-
posal can detect several kinds of attacks while also defending
vehicles against attacks, making it advantageous compared to
conventional mechanisms.

V. CONCLUSION
To improve the resilience of platoons using CACC against
cyberattacks on V2V communications, we propose an attack
detection and defense mechanism. By using a UIO, the state
of the preceding vehicle can be estimated without using unre-
liable inputs obtained through V2V communication. Sim-
ulation experiments show that the proposed detection and
defense mechanism can detect attacks with a 1-step delay and
enhance the string stability of a platoon, reducing the loss in
safety caused by attacks. It is a future work to analyze detec-
tion performances of the proposed mechanism theoretically.

In this paper, we assume that there are no failures in the
on-board sensors and no delays in communication over the
network and that the controller itself is operating normally
based on the control signals. In future research, to more
closely replicate real-world situations, it will be necessary
to consider situations in which network delays occur at non-
definite times and in which the controller itself is hijacked.
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