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ABSTRACT White blood cells (WBC) are an important component of immune mechanism, as they protect
human body from parasites, viruses, fungi, and bacteria. The number of blood cells provides significant infor-
mation related to infections such as AIDS, leukemia, deficiencies of immune and autoimmune infections.
To heal an infection in a timely manner, it is critical to recognize it early on. Therefore, a method is proposed
to accurately segment and classifyWBC at an early stage. The RGB image is converted into HSV after which
dual thresholding is applied to the saturation component to segment WBC. The 1000 features are extracted
from Alexnet to FC8 layer, Logits layer is selected for feature extraction from mobilenetv2, node_202 layer
is utilized to extract the features from shuffle net and FC1000 layer is chosen from Resnet-18 model. Four
feature vectors are obtained from transfer learning models; these feature vectors are combined serially and
create the final optimized vector by non-dominated sorting genetic algorithm (NSGA). The classification
results are investigated on the fusion of Alexnet, shuffle net, Resnet-18, mobilenetv2 and the fusion of
mobilenetv2, shuffle net and Resnet-18 whereas mobilenetv2 features are fused independently. The method
is tested on three publicly available datasets such as LISC, ALL_IDB1, and ALL_IDB2. The method
achieved maximum 1.00 accuracy to classify the blast/non-blast cells, 0.9992 accuracy on Basophil cells,
and 1.00 accuracy on Lymphocyte, Neutrophil, Monocyte, Eosinophil, and mixture of these cells. When
compared to existing modern approaches, the proposed method produces better outcomes.

INDEX TERMS Thresholding, deep features, fusion, HSV, leukemia.

I. INTRODUCTION
The human body contains three types of cells named as
white, red and platelets. White cells are part of immune
systems, known as immune cells [1]. These cells provide
protection to the body from different kinds of infectious
disorders [2]. White cells are initiated from the red marrow
of bone except few from vital body glands. These cells are
colorless; therefore hematologists might utilize stains to visu-
alize them under a microscope. Several diseases occur due to
the irregular range ofWBC types (Lymphocytes, Eosinophils,
Neutrophils and Monocytes) [3]. These types of blood cells
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are helpful to diagnose blood related diseases [4]. Leukemia
is a blood cancer when abnormal cells of white platelets are
grown rapidly in bone marrow as shown in Figure 1. The
uncontrolled growth of white platelets destroys the body’s
immune system [5].

The immune system provides protection against ail-
ments. The number of white cells is increased due to
imbalanced cell structure leading to cancer development
known as Leukemia [7]. Hematologists must manually
detect and classify blood cells, which really is laborious &
time-consuming [8].

Therefore, an automated method for blood cells detec-
tion/classification helps hematologists for the diagnosis of
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FIGURE 1. Blood cells (a) Leukemia (a) Healthy blood [6].

abnormal cells at an early stage [9]. If aberrant cell growth
is found early on, it may improve the patient’s chances of
survival [10]. In literature, although much work has been
done for the detection of abnormality in blood cells, still there
is a gap for improvement to detect the blood cells abnormality
more accurately [11]–[13]. This research work accurately
segments WBC and classifies its different types using deep
features. The following is the key contribution:

1) RGB images are transformed into HSV color space.
The dual thresholding approach is applied to the sat-
uration component for the segmentation of WBC and
morphological operations are utilized to refine the seg-
mentation with a specific structuring element.

2) Deep features are extracted using convolutional neural
networks (CNN), fused serially and optimized through
NSGA. The optimized feature vector is passed to dif-
ferent classifiers.

II. RELATED WORK
In literature, a variety of work has been done for Leukemia
detection based on machine learning that is discussed in
this section. Otsu thresholding approach with HSV color
spaces is used for blood cells segmentation [14]. Golden
Section Search (GSS) approach is used to select opti-
mum threshold value applied to Hue component for seg-
mentation [15]. The iterative thresholding [16] technique
is applied on different components of color spaces [17]
for accurate leukocytes segmentation [18]. Cytoplasm is
extracted using region growing approaches [19]. The global
threshold with morphological opening methods is uti-
lized to segment leukemia in microscopic images [20].
SVM [21], [22], [24], [25], KNN, Probabilistic neural net-
work (PNN), is used to identify blood cells [23] using chro-
matic, textural, and geometrical information [24]–[26]

The shape-based features such as contour signature and
Hausdorff Dimension are utilized for the detection of
Leukemia [27]. The features reduction methods of PCA and
Probabilistic PCA (PPCA) are used to optimize feature vec-
tor [28]. The clustering approaches such as Nature-Inspired
Optimization (NIO) [29], Particle Swarm Optimization
(PSO) [30], Artificial Fish (AF) swarm [29], Quantum
Genetic with fuzzy c means (FCM) [31], Levy flight PSO
(LPSO) [32], Pulse-Coupled Neural Network (PCNN) [33],
Mean Shift Clustering (MSC) and FCM [34] are made use of

to accurately segment the required region of interest (ROI).
In the last decade, deep learning (DL) approaches are used
almost in all kinds of applications. DL processes input images
directly. In CNN, different size of filters is used to learn
complicated patterns [35]–[40]

III. PROPOSED METHODOLOGY
The proposed approach classifies different types of WBC.
There are three primary steps in the approach. The initial
step is to study several color spaces in order to choose the
best color space for better segmentation results. The blood
cells are segmented using global thresholding [41] in the
segmentation process. Distinct transfer learning models are
fed segmented images to classify blood cells into different
classifications. A brief overview of proposed methodology is
illustrated in Figure 2.

A. PREPROCESSING
The color space represents the colors in a geometrical man-
ner. Colors are specified through three main components
and numerical values represent explicit color. The values
of Hue are varied from 0 to 1. When Hue values increase,
transitions of color appear in red to orange, cyan, green,
magenta, yellow and back to red. In saturation, 0 denotes
neutral and 1 shows maximum value of saturation. In NTSC
color space [42], luminance component represents the gray
signal in a monochrome i.e., white/black and other compo-
nents contain information related to hue saturation in which
0 denotes empty component and 1 represents full components
of saturation. YCbCr contains Y luminance and Cb and Cr
chrominance channels. For the selection of appropriate color
space, RGB image is converted into HSV, YCbCr, and NTSC
as shown in Figure 3. After conversion, it is observed that sat-
uration component of HSV color space presents nuclei region
more prominent. Therefore, saturation channel is selected
for the segmentation of WBC. In HSV [43], one channel
denotes brightness values but two-channel provides informa-
tion related to color. The darkest cell regions are related to
the nuclei. The nuclei and cytoplasm region is more clear in
HSV color space which is mathematically denoted in Eq. 1-2
and Figure 4.
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FIGURE 2. Dual thresholding for WBC segmentation and classification based on deep features fusion.

FIGURE 3. Nuclei information in different color spaces (a) HSV (b) YCbCr
(c) NTSC (YIQ).
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B. WBC SEGMENTATION
In WBC, nucleus is the largest and most prognostic organ
of cell whose accurate segmentation is a challenging task.
Therefore, new method is proposed based on global thresh-
olding for accurate segmentation of nucleus as well as
cytoplasm.

FIGURE 4. RGB to HSV conversion (a) input image in RGB (b) after
conversion in HSV.

1) DUAL GLOBAL THRESHOLDING METHOD
The global threshold is better to define the degree of sepa-
ration of intensity values among peaks of the image. In this
method, global thresholding is applied to the saturation com-
ponent separately two times named as dual global threshold-
ing because single global threshold method only provides the
nucleus or cytoplasm whereas both are necessary to segment
WBC. Hence global thresholding methods provide better
WBC segmentation after the fusion. The whole procedure is
described below.

2) GLOBAL THRESHOLDING METHOD#1
The global thresholding method#1 is applied on the input
images forWBC segmentation andmathematically expressed
in Eq. 3 as:

Globalx,y =

{
1 if Sx,y ≥ Threshold
0 Otherwise

(3)

whereSx,y is the input image and Globalx,y is the processed
image after applying the threshold.
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TABLE 1. Selection of optimal threshold value for global threshold method#1.

TABLE 2. Selection of optimal threshold value for global threshold method#2.

FIGURE 5. Blood cell segmentation (a) saturation component (b) global
thresholding#1 (c) morphological opening with 8 disc shape structuring
element.

Extensive experiments are performed for the selection of
optimum threshold and results are presented in Table 1.

The experimentation is done with different threshold val-
ues while 0.3640 threshold value provided better segmenta-
tion results as compared with other threshold values as given
in Table 1. Therefore, 0.3640 threshold is selected for global
thresholding method#1 for segmentation. Furthermore, mor-
phological operations are applied to refine the segmentation.
The morphological opening is applied having 8 disk shape
structuring element to remove imperfections and preserve the
size/shape of the segmented image as shown in Figure 5.
In this method, only nucleus region is segmented.

3) GLOBAL THRESHOLDING METHOD#2
The selection of optimum value of threshold is a challenging
task. Thus experiments are done for the selection of optimal
threshold value and results are presented in Table 2. In this
experimentation, selected threshold values are greater than
the previous threshold tested values used in method#1. This
method provides whole segmented WBC but nucleus and
cytoplasm regions are not differentiated.

Similarly the threshold value 0.960 is selected for global
thresholding method#2 and applied to the saturation chan-
nel to segment WBC. A morphological opening having
28 structuring element is performed on segmented image by
method#2 to refine the segmentation and visually shown in
Figure 6.

4) PARALLEL FUSION OF DUAL THRESHOLDING APPROACH
Finally,WBC aremore accurately segmented through the par-
allel fusion of segmented images obtained by global thresh-
olding methods#1 and 2 as shown in Figure 7-8.

FIGURE 6. Cell segmentation (a) global threshold#2 (b) morphological
opening with 28 structuring element.

FIGURE 7. Dual thresholding results (a) global threshold#1 (b) global
threshold#2 (c) parallel fusion of both global thresholding (d) mapping
on input image.

When fusion is applied, nucleus and cytoplasm are clearly
differentiated in segments of WBC. The visually and quanti-
tative results in Figure 8 show that parallel fusion provides
improved segmentation results because nucleus and cyto-
plasm are clearer after fusion.

In Figure 8, segmented region is also compared pixel by
pixel with ground truth annotation. Figure provides two types
of results to strengthen the claim. (i) Results are provided on
the threshold values as well as on optimum selected threshold
which can be seen in Row 1 and Row2 respectively as a
sample in terms of dice score measure which shows that the
selected optimal threshold value results are greater than the
others threshold values, therefore 0.384 and 0.9600 thresh-
old values are selected for methods#1 and 2 respectively.
(ii) Similarly, dice score results of segmented images are
measured using optimum threshold by methods#1 and 2 indi-
vidually as well as after fusion of both segmented images by
methods#1 & 2.

C. WBC CLASSIFICATION USING DEEP FEATURES
Machine learning is utilized widely for medical imaging
analysis. The 1000 deep features are extracted through each
transfer learningmodel such as Alexnet [44], ResNet-18 [45],
mobilenetv2 [46], and shuffle net [47] with selected layer for
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FIGURE 8. Segmentation experiment for selection of appropriate threshold value (a) input (b) thresholding method#1.
(c) thresholding method#2 (d) parallel fusion of both thresholding methods (e) ground truth.

FIGURE 9. Feature learning process on selected layers of transfer learning
models (a) mobilenetv2 (b) shuffle net (c) Resnet-18 (d) Alexnet.

TABLE 3. Parameters of NSGA for optimum features selection.

each model FC8, FC1000, Logits, and node_202 respectively
(as shown in Figure 9).

The extracted features are fused serially, and then NSGA
is used to choose the best features based on highest scores.

TABLE 4. Datasets related to WBC.

For the categorization of WBC, the optimized feature vector
is supplied to the specified classifiers with 10 fold cross-
validation. Figure 10 depicts the feature extraction and cat-
egorization stages.

D. OPTIMUM FEATURES SELECTION USING NSGA
NSGA [48] is a probabilistic algorithm used to solve compu-
tational problems that might be minimized to find out good
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FIGURE 10. Feature extraction, fusion, and selection process.

FIGURE 11. NSGA is used to choose the best features (a) ALL-IDB1 (b) ALL-IDB2 (c) LISC.

suitable path by graph. NSGA is used to choose optimum
features in which redundant features are reduced and opti-
mum features are selected based on fitness function. Each
transfer learning model’s 1000 deep features are extracted,
and selected features are fused serially. The length of fused
vector is N × 4000. The finalized feature vector is sent to
NSGA, which chooses the best features. The overall error rate
and ratio of selected features from each dataset is shown in
Figure 11. Table 3 lists the NSGA parameters.

The overall error rate is minimized, and best cost is
0.01386 on ALL-IDB1, 0.04 on ALL-IDB2 and 0.01386 on
LISC dataset. For WBC prediction, the final optimized fea-
ture vector is sent to various classifiers. The following is an
algorithm for detecting and classifying WBC.

IV. RESULTS AND DISCUSSION
The proposed work is evaluated on Leukocyte image
for segmentation and classification (LISC) [49], Acute

Lymphoblastic Leukemia Image (ALL_IDB1) and
ALL_IDB2 [50]–[53] datasets for the detection and classi-
fication of WBC.

The summary of datasets with and without ground truth
images is given in Table 4. The proposed method results are
computed on MATLAB Toolbox software with 2070 RTX
Graphic Card, windows operating system.

A. EXPERIMENT#1 SEGMENTATION OF WBCs
On benchmark datasets, segmentation results are com-
pared to ground truth pixel by pixel in this investigation.
Figure 12 shows the LISC dataset segmentation results with
ground truth.

The segmentation results are measured pixel by pixel
with ground truth in terms of different measures such as
dice and Jaccard index. Maximum dice score is 0.9515 and
minimum Jaccard distance is 0.0924. Figure 13-14
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Algorithm 1 Segmentation and Classification of WBC
Input: WBCimage φ(x, y)
Output: Different types of WBC ψ(x, y)
Begin

for i ← 1 to Max Images do
φHSV (x, y)← φ (x, y)

φsaturation channel (x, y)← φ (x, y) ∴ Thresholding Method 2 on saturation channel
φT1 (x, y)← φsaturation channel (x, y) ∴ Thresholding Method 1
8o1 (x, y)← φT1 (x, y) ∴Morphological opening with 8 disc shape structuring element
φT2(x, y)←φsaturation channel (x, y) ∴ Thresholding Method 2 on saturation channel
φo2(x, y)←φT2(x, y) ∴ Morphological opening with 28 disc shape structuring element[
φo1 (x, y)+ φo2 (x, y)

]
← φParallel Fusion (x, y) ∴ Parallel fusion of Thresholding Method 1and

Thresholding Method 2
for j← 1 to Max Features do[

φo1 (x, y)+ φo2 (x, y)
]
← Deep features extracted using shufflenet, mobilenetv2, Alexnet and Resnet− 18

Deep features extracted are fused shufflenet+mobilenetv2+Alexnet + Resnet-18← FV
FV← NSGA ∴ Features Optimization using NSGA

end for
NB, DT, Ensemble, LDA, KNN
ψ(x, y)← Classificationofdifferent types of WBC

end for
end

FIGURE 12. Segmented WBC with ground truth (a) input (b) segmented
region (c) ground truth (d) mapping.

shows the segmentation results for the ALL IDB1&2
datasets.

B. EXPERIMENT#2 CLASSIFICATION
In this experiment, classification is performed using opti-
mized feature vector. The results are computed to classify the
blast/non-blast cells as well as different types of WBC.

FIGURE 13. Segmented WBC on ALL_IDB1 dataset (a) input
(b) segmentation (c) segmentation mapped on input (red highlighted).

FIGURE 14. Segmentation results on ALL_IDB2 dataset (a) input (b) HSV
color space (c) saturation component (d) segmentation (e) segmentation
mapping on input.

The classification of blast/non-blast cells are presented
from Table 5-7 on ALL_IDB1 dataset and Table 8-10 on
ALL_IDB2 dataset while graphical results in terms of ROCs
are also presented in Figure 15 on ALL_IDB1 dataset and
Figure 16 on ALL_IDB2 dataset. The classification results
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TABLE 5. Classification results using features fusion (Resnet-18 and mobilenetv2) on ALL_IDB1.

TABLE 6. Classification results on ALL_IDB1 using fusion of deep features (mobilenetv2 and shuffle net).

TABLE 7. Classification of blast/non-blast cells on ALL_IDB1using fusion of Alex, Shuffle, mobile, and Resnet-18 features.

TABLE 8. Classification results using fusion of Resnet-18 and mobilenetv2 features on ALL_IDB2 dataset.

TABLE 9. Classification results using the fusion of mobilenetv2 and shuffle net features on ALL_IDB2 dataset.

are analyzed by the fusion of deep features extracted through
different combinations of transfer learning models such as
(i) Resnet-18 and mobilenetv2, results are presented in
Table 5. (ii)Mobilenetv2 and shuffle net, results are presented
in Table 6, and (iii) Resnet-18, mobilenetv2, shuffle net, and
Alexnet in Table 6 on ALL_IDB1 dataset.

The results in Table 5 show that LDA and KNN
achieved an accuracy of 1.00 while 0.9813 on NB, 0.9720
on decision tree, and 0.7570 on ensemble classifiers is
obtained.

From the results in Table 6, maximum accuracy is 1.00 and
0.9907 obtained on KNN and DT classifiers respectively.
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TABLE 10. Classification results using ALL_IDB2 dataset (fusion of Alexnet, Resnet-18, shuffle net, and mobilenetv2).

FIGURE 15. (a) Resnet-18 and mobilenetv2 features (b) mobilenetv2 and shuffle net s (c) Alex, Resnet-18, shuffle and mobilenetv2 features.

FIGURE 16. Classification results on fusion of Resnet-18 and mobilenetv2 features (b) Alex net, Resnet-18, mobilenetv2, shuffle net (c) shuffle net
and mobilev2net.

FIGURE 17. ROC on the fusion of deep features (a) mobilenetv2 and shuffle net features (b) mobilenetv2 and Resnet-18 features (c) mobilenetv2 and
shuffle net, Alex and Resnet-18 features.

Similarly, 0.9159 is on NB, 0.7196 on ensemble and
0.7944 on LDA classifier.

In Table 7, the results shows that accuracy obtained on
KNN and DT are 1.00 and 0.9720 respectively which are

maximum as compared to other classifiers mentioned in the
same table.

Overall results from Table 5-7 show that [Resnet-
18 and mobilenetv2] achieved maximum accuracy as
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TABLE 11. Classification results with SVM using a fusion of mobilenetv2 and Resnet-18 features on LISC dataset.

TABLE 12. Classification results using fusion of mobilenetv2 and shuffle net features on LISC dataset.

TABLE 13. Classification results using the fusion of mobilenetv2 and shuffle net, Alex and Resnet-18 features on LISC dataset.

compared to [shuffle net and mobilenetv2] and [Alex
net, Resnet-18, mobilenetv2, shuffle net] transfer learning
models.

The classification results are evaluated on ALL_IDB2
database based on the fusion of deep features with dif-
ferent combinations i.e., (i) Resnet-18 and mobilenetv2,
Table 8 summarizes the findings (ii) Mobilenetv2 and shuf-
fle net, results are given in Table 9, and (iii) Resnet-18,
mobilenetv2, shuffle net andAlexnet whose results are shown
in Table 10. The ROCs are also presented in Figure 16.

In Table 8, maximum accuracy is 1.00 with KNN and
0.9808 with DT tree is obtained. While accuracy with LDA
is 0.5385, 0.6923 is with ensemble and 0.9192 with NB is
obtained.

The results in Table 9 show that 0.5846 accuracy achieved
on ensemble, 0.5692 on NB, 0.9769 on decision tree and
1.00 on LDA and KNN classifiers.

Results in Table 10 show that KNN and LDA obtained an
accuracy of 1.00 while ensemble showed 0.6346.

Overall results from Table 8-10 show that [Alex net,
Resnet-18, mobilenetv2, shuffle net] achieved maximum
accuracy as compared to [Resnet-18 and mobilenetv2]
and [shuffle net and mobilenetv2] transfer learning
models.

TABLE 14. Proposed method computational time.

C. EXPERIMENT#3 CLASSIFICATION OF WBCs
In this experiment, results are computed to classify different
types of blood cells using SVM classifier. WBC’s classifica-
tion results are derived on the LISC dataset using a fusion of
deep features gathered using various transfer learning meth-
ods, such as (i) mobilenetv2 and Resnet-18 (ii) mobilenetv2
and shuffle net, and (iii) mobilenetv2 and shuffle net, Alex
and Resnet-18 through SVM classifier with the cubic kernel.
The results are presented from Table 11-13 and graphically
in terms of ROC in Figure 17.

In Table 11, results in terms of accuracy obtained are,
0.9936 on Basophil, 0.9717 on Eosinophil, 0.9874 on Neu-
trophil and 0.9973 on Lymphocyte cells.

The results in Table 12 show that maximum 0.9990 accu-
racy is achieved on Lymphocyte while 0.9880 on Basophil.
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TABLE 15. Comparison of proposed with existing methodologies.

The results in Table 13 demonstrate that accuracy is
0.9992 on Basophil while 1.00 on all others cell types
such as Eosinophil, Mixture, Monocyte, Neutrophil, and
Lymphocyte. The overall results in Table 11-13 show that
[mobilenetv2 and shuffle net, Alex and Resnet-18] perform
better as compared to [Resnet-18 andmobilenetv2] and [shuf-
fle net and mobilenetv2] transfer learning models.

Table 14 shows the computational cost/time of the pro-
posed approach.

Table 15 compares the proposed method’s results to the
most recent current techniques.

In Table 15, results are compared with existing methods on
the same benchmark datasets for similar types of WBC. The
comparison demonstrates that the proposed strategy outper-
formed the most recent work in this domain.

V. CONCLUSION
The work given here detects and classifies many types of
WBC as well as leukemia. The three key operations in the
technique are segmentation, feature extraction, and classifi-
cation. Mobilenetv2 and Resnet-18 outperform the fusion of
other feature vectors in the categorization of blast/non-blast
cells on ALL IDB1& 2, respectively. Finally, it is observed
that DT classifies blast and non-blast cells more accurately.

Similarly, feature vector obtained the maximum accuracy
utilizing SVM to classify different types of blood cells on the
fusion of Alexnet, shuffle net, mobilenetv2 and Resnet-18.
Finally, study concludes that the proposed strategy produces
better outcomes than existing methods. This approach could
be expanded to recognize blood cells on real patient data in
the future, reducing haematologists’ burden.
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