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ABSTRACT While environmental and financial reasons point to the minimization of the number of radio
sites to contain energy use, emissions, and operating expenses of cellular networks, the industry has,
in retrospect, partly headed in the opposite direction. The reasons are the deployment of new technologies
alongside the existing ones, the use of higher frequencies, and the expansion of radio coverage. In some cases,
the issue has been addressed by replacing legacy access sites with Multi-RAT infrastructures, composed
of individual radio elements that run multiple technologies concurrently. Now, the transition to 5G poses
additional challenges. This paper reviews Multi-RAT architectures, outlines their benefits, discusses how
5G can be integrated, and provides guidance in terms of architectural recommendations, all from an energy
consumption standpoint. Specifically, we firstly summarize the transition of monolithic base stations into
modern radio elements, exposing the energy rationale and discussing the impact of each main network
component. From this basis, we survey different deployment strategies and evaluate their energy implications
in light of the constraints and opportunities given by the 5G New Radio standard, its flagship applications,
and its transport requirements. Then, we lay down energy-saving estimates quantifying the contribution of
each main network segment, revealing the most promising architectures, and identifying the main challenges
and the research directions ahead.

INDEX TERMS Base stations, cellular networks, energy efficiency, mobile communication, network
topology, radio access networks.

I. INTRODUCTION
The Radio Access Network (RAN) accounts for the majority
of power consumption in the lifetime of a cellular network,
including production, transport, usage, and disposal [1],
also considering data centers, offices, and stores [2]. The
amount of expended energy is mainly determined by the
extent of geographical coverage, not by the generated traf-
fic, even though statistical data of traffic load unequivo-
cally indicates that the average network utilization stays
low in both temporal and spatial domains [3]. Traditionally,
new RAN infrastructures were deployed alongside the exist-
ing ones with each new cellular technology roll-out. This
deployment strategy allows for the gradual deployment of
new technologies, spreading CAPital EXpenditure (CAPEX)
over time, and extends the Return on Investment for older
infrastructures. However, it also has drawbacks. OPerating
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EXpenditure (OPEX) increases together with the mainte-
nance needs of a greater number of network elements. More-
over, the overall power consumption rises as more energy
is necessary to keep more extensive cellular networks oper-
ating. Considering the current grid sources, as well as the
combustion-based generators that power Base Stations (BSs)
in off-grid areas or during outages, such growth also expands
the use of fossil fuels, implicating a rise in energy costs and
harmful emissions. Combustibles directly used by big net-
work operators amount between the dozens and the hundreds
of millions of liters per year, while overall energy costs go
towards a billion EUR/USD per year per operator [2]. In some
cases, during the consolidation process of 4G networks, the
industry replaced existing 2G and 3G base stations (BSs) with
new infrastructures that run 2G, 3G, and 4G from single radio
hardware items.

This paradigm shift has been called Multi-Radio Access
Technology (M-RAT) [4], and its further generalization
to include 5G together with the energy implications are
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discussed in this article. Firstly, we introduce related work,
as well as the sources for the data and assumptions presented
in the rest of the manuscript (Section II). We start the dis-
cussion by giving an overview of M-RAT infrastructures and
explore why and how they may be beneficial in terms of
overall energy consumption by dissecting RAN infrastruc-
tures into their main components and exposing sources of
energy inefficiencies, thereby presenting the energy rationale
behind the transition of monolithic base stations into modern
radio elements (Section III). We then delve into the access
protocol stack, present possible split points together with
architectural options, and discuss their limitations and their
effect on energy consumption, examining how 5G infrastruc-
tures can be integrated intoM-RAT frameworks (Section IV).
From there, we expose challenges and identify promising
deployment strategies in terms of energy savings (Section V).
We support the findingswith power-saving estimates that take
into account the architectural options discussed in the paper,
considering and quantifying cascade effects among different
network segments and visualizing their relative power sav-
ings and normalized efficiency ratios (Section VI). To the
best of our knowledge, none of the above is currently cov-
ered by the literature. We also pinpoint the main challenges
that remain to be addressed together with possible research
routes and disclose the potential limitations of our work
(Section VII).

II. RELATED WORKS AND DATA SOURCES
The acronym Multi-RAT has been used to indicate several
different contexts in the literature. For instance, it is often
found in works pertaining to the Internet of Things (IoT),
such as [5] or [6], where authors intendM-RAT as the concur-
rent use of several low-power radio access technologies like
LoRaWAN and NB-IoT from a single IoT device to improve
performance and energy efficiency, the latter by leveraging
synergy opportunities between the different radio technolo-
gies. In other cases, M-RAT is associated with the use (at
times concurrent) of different kinds of wireless standards,
such as IEEE 802.11, IEEE 802.16, and cellular [7] or, more
recently, is seen in manuscripts that deal with the possible
coexistence of different vehicular networks’ standards, such
asDSRC andC-V2X [8]. Instead, the paradigm studied in this
paper regards the co-location of multiple cellular standards
into single radio items, a trend pursued by the industry [2]
and also studied in academia [4]. The topic received sub-
stantially more consideration with the advent of 5G [9]–[11]
with particular attention to dual connectivity, given that the
feature has been included in the 3GPP 5G standard [12], [13].
Concurrent connectivity to multiple cellular RATs presents
its set of issues; for instance, [14] addresses the problems
of joint M-RAT assignments and dynamic power allocation,
while [15] approaches the feature probabilistically by study-
ing how mobile equipment may decide to access either mul-
tiple RATs or a single one. Heterogeneous networks, where
macro and small cells coexist in the same geographical area,
are also frequently linked to M-RAT deployments [16], [17].

Often, works address performance concerns but not energy
consumption directly, which is our main concern here.
Indeed, the reported energy consumption figures of radio
items vary depending on numerous factors, such as source,
technology, cell size, components, manufacturers, configura-
tion, and radiating power. In general, the older the cellular
technology, the more energy is required to power a single
radio item. For instance, a single 2G GSM BS may require
an average power of 3.8 KW for an annual energy amount
of around 33.3 MWh [18]. A single 3G BS may require
instead 1 KW for an annual consumption of 9 MWh [18],
[19]. Values for an LTE BS may be around 0.5 KW, resulting
in an annual consumption of 4.5 MWh [20], [21]. However,
this generalization does not take into account cell coverage;
while an LTE BS has a spectral efficiency that is 30-40
times that of a 2G BS, to offer the same coverage of the
latter, an LTE network may even consume more energy [22].
Given the disparity of information in the literature, our first
concern has been to build a solid baseline by averaging
data and statistics from the academic and industrial sources
that follow. To generate the estimates that will be presented
in Section VI, we also established a number of efficiency
assumptions and enacted several robust constraints to temper
uncertainties and guarantee the estimates to revolve around
worst-case scenarios. Both the assumptions and the con-
straints are listed in Section VI. Our sources provided both
aggregated data as well as power consumption and efficiency
data for specific components or network segments. For the
former, [23] presents power needs of 2G and 2.5G BSs on
the basis of cell size and delves into the consumption of their
main components, while [24] provides energy consumption
figures from on-site measurements of 2G and 3G cell towers.
In [25], the authors present a study of 2G and 3G energy
consumption based on cell size. [26] studies the energy
consumption of an LTE network on the basis of the traffic
kind and load the network is subject to. [27] delves into
the energy characteristics of Cloud-RAN and several of the
optimizations we present in Section V, while [28] explores
lean design specifically, as well as the effect of its imple-
mentations at different levels of aggressiveness on the power
consumption of 5G systems (pre-3GPP-standard). From the
industry, instead, aggregated data on the energy needs of
cell towers can be found in [29], [30]. Information regarding
the power consumption of specific components or network
segments is reported in the following sources, published by
academia, industry, and standardization bodies. Power sup-
plies’ energy needs and efficiency curves can be found in
[31]–[39]. The power consumption and climate control sys-
tems’ energy efficiency ratios appear in [31]–[35], [37]–[42].
Information on the power needs of baseband processing,
both local and cloud-based, appears in [31]–[39], [43]–[45],
while data on the energy needs of radiofrequency converters,
that are strictly related with baseband processing units in
monolithic BSs, in [32]–[38] and [45]. Figures on the energy
required for power amplifiers, often one of the most impact-
ing components in cell towers, as well as data on their energy
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FIGURE 1. Logical components of Monolithic BSs, M-RAT BSs, M-RAT RRHs, and CM-RAT RRHs.

efficiency can be found in [31]–[38], [45]–[49]. In relation to
power amplifiers, information regarding feeders in particular
is provided in [32], [34], [35], and [37] whilst [32]–[34], [36]
explicitly supply data in relation to the output transmission
power of a radio item. [32], [37] include considerations per-
taining to the relation in power consumption between macro
and small cells. Last but not least, information about different
fronthauls’ energy needs, an often neglected network seg-
ment, can be found in [43]–[45] and [50]–[53]. A detailed list
of all our sources, tagged for network segment, can be found
at [54].

III. M-RAT ARCHITECTURES AND NETWORK SEGMENTS
There are several different methods to co-locate the equip-
ment for M-RATs [55]. If they operate on the same fre-
quency band, frequency refarming allows using a common
antenna system, although its azimuths and tilts are also
shared. We instead consider the most general case, where
each technology uses a different frequency band and, con-
sequently, where a dedicated single or multi-band antenna
is employed for each standard. Figure 1 compares the main
network components in a traditional monolithic BS, an
M-RAT BS, an M-RAT Remote Radio Head (M-RAT RRH),
and a CloudM-RATRRH (CM-RATRRH). The presentation
considers a single sector for clarity. Brown enclosures com-
prehend elements typically deployed at ground level, while
azure ones those proximal to the antennas. We use the term
network segment to denote specific sets of components in a
network. For instance, the climate control segment is the set
of all climate control components in the network.

A monolithic BS is logically composed of a power supply
(PSU), a climate control system (CLI), a transceiver, feeder
cables (FEEDs), and an antenna. Apart from the latter, each of
these elements consumes a significant portion of the energy

used by the BS, and presents opportunities for energy savings.
The PSU converts input Alternate Current (AC) into Direct
Current (DC) to provide energy to the system. A CLI, usu-
ally directly fed by AC, keeps the components’ temperature
within an appropriate operative range. The transceiver man-
ages input and output signals, and it is in turn mainly com-
posed of three sub-elements: a BaseBand Unit (BBU) that
performs digital signal processing, a Radio Frequency (RF)
module that converts digital signals into analog signals and
vice versa, and a Power Amplifier (PA) that amplifies the
signal for transmission through the antenna. The latter is often
reported to be one of the main sources of energy consumption
in a BS that may reportedly account for more than 50% of its
total, especially if considered together with feeders in macro
BSs [32], [35], [37]. Typically, the antenna is positioned high
above the ground, while the other components are encased
in a box at ground or roof level. FEEDs are long coaxial
cables that carry RF signals between the ground modules and
the antenna. The antenna may be placed very far from its
transceiver, producing significant FEED losses that translate
into substantial energy waste. Each BS has its backhaul link
that connects with the core network.

The M-RAT BS architecture modularizes its transceivers,
allowing the coexistence of multiple standards and a cer-
tain flexibility in adding or removing features. Each M-RAT
BS is composed of a unique PSU, a single CLI, various
transceivers, FEEDs, antennas, and a backhaul link that trans-
ports data for all the standards implemented in the struc-
ture. Operating an M-RAT BS instead of distinct monolithic
BSs yields significant energy savings. By powering several
transceivers at once, a single modular PSU can, on average,
operate with higher efficiency. The same applies to CLI, as a
centralized cooling system is typically more efficient than
a distributed one. These higher efficiencies alone result in
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lower total energy consumption when compared with that
necessary for the operation of differentmonolithic BSs imple-
menting the same standards separately. Furthermore, diplex-
ers such as those shown in Figure 1(b) may cut the total
number of FEEDs in half, an improvement that is espe-
cially valuable where the distance between ground enclosures
and antennas, and, consequently, the relative energy waste,
is high.

RRHs are BSs that separate their BBUs from their radio
units, usually keeping the former on the ground while enclos-
ing the latter near the antenna. In small cells, both can
be found on top. For optimal energy savings, transceiver
equipment can be integrated with the antenna to basically
nullify FEED losses, saving up to 30% of power alone by
significantly reducing one of the main sources of energy
waste [2]. Typically, passive air circulation satisfies RRHs
cooling needs, although it depends on cell size and environ-
mental temperatures. It is not only hot climates thatmay result
in the need for active air, adiabatic, or liquid cooling systems,
as cold environments can, in turn, make heating systems
necessary. The presence of an optional CLI is represented in
Figure 1(c) with a dashed line.
Figure 1(d) depicts a CM-RAT RRH, which is an

M-RAT RRH deployed with the Cloud-RAN (C-RAN)
paradigm [56], where the BBUs are pooled and centralized
in a remote location. Centralizing BBUs eliminates the need
to have power-hungry CLIs in each BS or in each RRH
baseband site, which, together with the overall radio site
simplification, can reduce OPEX for new sites by ~50%,
thanks in a significant part to their lower energy consump-
tion [57]. C-RAN also allows increasing the overall energy
efficiency (EE), the computational resources available to sig-
nal processing algorithms, the load balancing among cells,
and the implementation of multicell-based algorithms. Trials
in China with pooled and virtualized BBUs resulted in energy
savings of up to 70% compared with legacy BSs [58], i.e.,
it has been reported an energy expenditure of approximately
1/3 than that required by monolithic BSs offering the same
services.

IV. 5G M-RAT ARCHITECTURAL OPTIONS
The overall architecture of the access protocol stack is
approximately the same for all cellular technologies, the most
prominent difference being the absence of the Packet Data
Convergence Protocol (PDCP) from the 2G and 3G stacks
(3G includes it but only in the packet-switched user branch).
From lowest to highest, the stack is formed by a physical (L1),
a data link (L2), and a network layer (L3), as in Figure 2.
The first is composed of the RF module and a series of
signal processing blocks (PHY). The second is divided into
the Media Access Control (MAC), the Radio Link Control
(RLC), and the PDCP. The third, which handles Control
Plane (CP) as well as User Plane (UP) data, contains only
the Radio Resource Control (RRC) (that can be sided by the
IP protocol in the UP).

FIGURE 2. General access protocol stack and split points.

A functional split point (SP) separates stack functions
among different physical premises. It determines how net-
work functions are aggregated and how the hardware is
deployed and, consequently, it can have a significant impact
on the energy needs of a network. The C-RAN paradigm
positions it between RF and PHY, SP0 in Figure 2, resulting in
maximum remote aggregation. However, the CPRI fronthaul
interface depicted in Figure 1(c)-(d) was originally designed
to transport sampled radio waveforms via short fiber links
spanning tens of m, not to be stretched to tens of km or
more. This SP also has other important drawbacks. First of
all, the fronthaul consumes energy. This is often overlooked,
but while centralizing BBUs can undoubtedly increase their
EE, a higher fronthaul capacity generally also means a higher
fronthaul power drain. Our estimates in Section VI indicate
that it might even need more than the centralized BBUs.
Another problem is capacity. The transport of IQ symbols
requires a very high continuous bitrate regardless of user
traffic; moreover, the bitrate scales linearly with the number
of antennas, an enormous burden with Multiple Input Multi-
ple Output (MIMO) systems. The third issue is latency. The
fronthaul cannot extend indefinitely because PHY operations
require coordination from higher layers that needs to com-
plete in a rigid timeframe. In this regard, the most critical
operation is the Hybrid Automatic Repeat Request (HARQ)
performed in the MAC, for which the transport is left with
only a few hundred µs after processing by typical implemen-
tations is over [59]. With respect to all, M-RAT deployments
complicate things further, as signals of multiple RATs have to
be multiplexed on the fronthaul. If 5G is also included in the
equation, the load may be unbearable. Even if the fronthaul

144496 VOLUME 9, 2021



M. Klapez et al.: Energy Footprint of 5G Multi-RAT Cellular Architectures

could be dimensioned accordingly and the latency could be
kept within boundaries, its power consumptionwould quickly
escalate.

Other SPs have been devised to meet demands while
keeping some centralization benefits. SP1 follows a com-
pression of time-domain units or a non-linear quantiza-
tion, reducing fronthaul bandwidth requirements down to
30%-50%. This reduces capacity needs but does not address
the scaling problem, creating even more pressure for latency
as further processing to execute (de)compression tasks
shrinks the already meager transport time window.

SP2 partitions PHY, keeping cyclic prefix and FFT/iFFT
local. These operations are load-independent, and the
required bandwidth is reduced down to ~1/3 compared with
SP0 [57]. However, the bitrate is still both scaling with the
antennas and constant, as resource element (de)mapping (that
detects unused subcarriers, enabling variable bitrates) is not
included, and the fronthaul must be dimensioned and pow-
ered accordingly. While SP3 keeps those functions locally,
its benefits may be negligible if the fronthaul is dimensioned
for maximum utilization, as it must provide for the cases
without unused subcarriers and, therefore, it roughly needs
the same amount of energy required with SP2. However, there
is another option. The instantaneous bandwidth to support
depends on the major part on the current load and, therefore,
the fronthaul can be deliberately under-dimensioned to only
account for non-peak aggregated average loads and yield ben-
efits from load-balancing gains. If the cases of maximum uti-
lization would be rare, this strategy can significantly improve
the fronthaul’s energy efficiency and power consumption by
rationally under-dimensioning it. From SP3 to SP8 included
the bitrate scales with the number of MIMO layers instead of
the number of antenna ports [59].

SP4 sets the separation between L1 and L2. If dimensioned
for maximum capacity, the required data rate is approxi-
mately 3% than SP0 and 10% than SP1, SP2, and SP3. The
downside is that any joint processing of PHY functions, and
as such, the majority of potential energy savings given by
BBU aggregation, is ruled out, as higher energy efficiencies
may only be extracted by pooling L2 and L3 operations,
which represent roughly 20% of the total BBU processing.

Being the HARQ remote, all the former options have very
strict transport latency requirements, in the range of µs.
From SP5 onwards, the HARQ loop does not cross the split
interface, relaxing requirements to the ms scale. This allows
fronthauls to span much longer distances. The benefits in
terms of energy consumption and bitrate to support, instead,
are low. Up to SP7 included, the L2 ARQ is centralized,
making those SPs robust over mobility and bad transmission
conditions.

The 5G New Radio (NR) interface, as standardized by
3GPP with Release 15 (TR 21.915 V15.0.0), offers two
ranges of frequencies, i.e., 0.41 to 7.125 GHz, and 24.25
to 52.60 GHz. BBUs are split into two parts, a Distributed
Unit (DU) and a Central Unit (CU), although a Remote/Radio
Unit (RU) detached from a DU is often considered as well.

In this paper, we use the RU, DU, CU architecture. The link
between the first two is called fronthaul, while the other
midhaul. Generally, a DU can be associated with a single
CU. A link to a second CU might be put in place but only
for backup purposes. A CU, instead, can serve multiple
DUs, but the actual topology depends on deployment. The
function placement can be adjusted as will on the basis of
goals, antenna configurations, and radio channel environmen-
tal conditions. 5G infrastructures are being deployed in com-
pliance with the 3GPP Non-Stand Alone (NSA) architecture,
where the NR gNodeBs coexist with the LTE eNodeBs and
operate under the 4G core. Only 4G services are supported,
but they may be delivered with 5G NR access capabilities.
The 3GPP Stand-Alone (SA) architecture, instead, allows
independent 5G deployments. Both the NSA and SA archi-
tectures are compatible with M-RAT deployments, but in
the former case, LTE radio items act as master nodes and
determine the behavior of the associated NR modules for
each user device. The roles can then be exchanged at a later
deployment stage. Figure 3 shows two examples of possible
5G M-RAT architectural options. Both are organized into
three tiers, i.e., RU, DU, and CU.

Figure 3(a) depicts a double split RAN designed for low-
load scenarios, where SP0/SP1 separates the RU from the
DU. This architecture may mimic macro cell functionalities.
The PSU is optional because DC power can be transferred
from the DU to the CU in case they are near. The tech-
nologies expected to pressure the fronthaul are LTE and NR,
but the split can still be considered practical given the low
bandwidth to support. The DU embeds L1 functions only,
establishing SP4 as the second split. PHY functionalities
are pooled because interference mitigation, and, in general,
roughly 80% of the BBU processing happens there. As such,
it accounts for the most energy savings that can be extracted
from BBU aggregation. As the HARQ loop crosses the mid-
haul split interface, transport latencies have to stay within a
few hundred µs at most. This is the most critical point, that
may prevent the architecture viability if Ultra-Reliable Low-
Latency Communication (URLLC) applications or heavy
spikes of traffic have to be supported. CU functions can be
pooled by both technology and similarities/common subrou-
tines. The former aggregation is beneficial because it allows
cache-related and preemption mechanisms in hardware pro-
cessors to shorten processing times, which in turn enables
them to spend more time in low-energy states. The latter,
instead, can reduce signalling and coordination traffic among
elements, leading to further energy savings.

Figure 3(b) shows a double split RAN designed for high-
load scenarios. Such architecture can be suitable for small
cells. The fronthaul still originates from an SP0/SP1 between
the RUs and the DU, but the HARQ loop does not cross the
midhaul channel, which, therefore, has relaxed requirements
thanks to SP8. This also allows multiple blocks of RUs-DU
to be connected to the same CU. Instead, the latency-critical
points are the fronthaul links, plural, because multiple RUs
can be deployed for frequency reuse. Depending on the
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FIGURE 3. Two examples of possible 5G M-RAT deployments; (a) shows a double split, SP0/SP1 for the fronthaul and SP4 for the midhaul; (b) is a
SP0/SP1 - SP8 division, but the RUs and the DU can be merged.

scenario, this may leave the door open to URLCC applica-
tions, heavy traffic, and aggregation-based energy savings
at the same time. If convenient, DUs can be collapsed with
RUs, closing the bottleneck and resulting in a single split
architecture.1

V. DEPLOYMENT STRATEGIES AND OPTIMIZATIONS
SA frameworks will use a service-based core network archi-
tecture, where the constituting elements are defined in terms
of network functions rather than by hardware entities. RAN
as a Service (RANaaS) applies the concept to the access
network, is applicable also to NSA architectures, and it
would be ideal for reducing the overall energy consump-
tion while being able to guarantee strict performance fig-
ures when needed, latency, in particular. The SPs are shifted

1This also applies to the previous architecture, but it generally makes less
sense because its latency-critical link is the midhaul.

dynamically, by actively assigning functionalities among net-
work tiers based on current service requirements [60]. A 5G
M-RAT implementation with a RU, DU, CU architecture and
a double flexible SP (M-RATaaS) would enable energy sav-
ings through maximum function aggregation without com-
mitting to a fixed architecture. This is shown in Figure 4. For
minimum latency, DUs would operate like in a traditional
M-RAT RRH, or M-RAT BS if RUs and DUs are joined
together. In other cases, baseband functions can be divided
between DUs and CUs. Radio items may interact with a
virtual BBU, without caring if the baseband services are
provided by a local, middle-tier, remote unit, or a combina-
tion of the three. Overall, it can be expected that the more
functionalities are run in aggregation premises, the lower the
overall energy consumption and the likelihood to power local
active CLIs.

M-RATaaS underlines the urgent need to decouple power
usage from the sole presence of infrastructures and couple
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FIGURE 4. Dynamic double / single split M-RATaaS architecture.

it instead with the actual traffic load. Traditional BSs need
to continuously signal their presence and monitor the radio
channel to be visible by user terminals and discover them;
otherwise, deadlocks, where none can detect the other, would
occur. Some sleep procedures have been introduced, for
instance, cell wilting and blossoming [61], or power modu-
lation based on statistical data, but they have limited efficacy.
The process of network densification may easily lead to more
random traffic patterns [62], making effective sleep mecha-
nisms even more desirable. Heterogeneous Networks couple
traditional macro cells with one or more layers of small cells
under the same coverage area. Phantom cells decouple the CP
and the DP and assign those to separate RAN layers, usually
to macro and small cells, respectively. 5G M-RAT deploy-
ments can implement phantom cells using architectures such
as those depicted in Figure 3. This approach introduces more
flexibility, inter-cell load balancing, EE, and less overhead.
More importantly, it opens to the introduction of effective
sleep modes. Signaling and listening operations are still con-
tinuously carried out by the CP, but each component of the
DP can be put in standby when not needed. The approach
is already applicable, even with the 5G NSA architecture
where, for instance, LTE macro cells can operate the CP
on behalf of higher-frequency NR access nodes. Typically,
more than half the energy that would have been expended
can be retained [63], and figures can be even higher in areas
with dense 5G deployments and heavily discontinuous loads.
Moreover, CLIs can be likely moved out of macro cells while,

in the small cells that still need them, they can be put in
standby too.

Further optimizations can lead to even higher energy sav-
ings. Macro cells can provide DP capabilities under low-load
scenarios, as it would be the case if a 2G device connects
to the cell in Figure 3(a). Uplink and downlink can also be
decoupled and dynamically assigned to different layers/cells.
With coordination, this introduces additional load balancing
capabilities to the RAN, decreasing congestion, retransmis-
sions and, therefore, power usage. Congestion can be cur-
tailed further by making each layer use a different frequency
band. This is also defined in the 5G NSA architecture, as it
removes interference between macro and small cells. M-RAT
deployments allow modules inside RUs, DUs, and CUs to be
selectively and dynamically deactivated, bringing beneficial
cascade effects to climate control and power needs. In the
spatial domain, switching betweenMIMO configurations can
improve EE, e.g., by providing high data rates with 4 × 4
instead of 2× 2 active antennas, as the former proportionally
consume more energy for signals but less for data. In the
temporal domain, some subframes of control signals can be
neglected to increase transceivers’ time in low-power states,
while reference signals can be joined with data in ultra-lean
design transmissions to minimize signal broadcastings.

VI. ENERGY SAVING ESTIMATES
These estimates assess the relative energy benefits attainable
by following the principles and techniques described in the
article. Conclusions are drawn based on the relative impact
that each network architecture has been found to produce
on the power consumption of network components. Those
are aggregated in logical network segments, for which totals
are reported in the plots. Data has been extracted, extrapo-
lated, computed, and cross-checked from the sources listed in
Section II in order to start the analysis with a solid baseline.
Following data analysis, the assumptions listed in Subsec-
tion VI-A have been devised to provide starting points and
to maintain data comparability and clarity. Where applicable,
a single SP instead of two has been used to provide conser-
vative figures. We also remark that a significant number of
constraints, i.e., those listed in Subsection VI-B, have been
enacted to guarantee the estimates revolve around worst-case
scenarios.

A. ASSUMPTIONS
The most relevant assumptions regard the average energy
efficiency (AEE) of components. The plots report network
segments that correspond to components or to the aggregation
of components if some are local and others remote. AEE
is defined as the ratio between the input and the output
power expressed in percentage points. CLI efficiency has
been computed starting from the CLI energy efficiency ratio
(EER), which we assume to be equal to the coefficient of
performance in the case of heat pumps, which will thus be
omitted for clarity. The EER indicates the efficiency of a
cooling unit in relation to its input power; an EER of 10means
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FIGURE 5. Power and energy consumption by logical network segment on different architectures.

the CLI is able to dissipate 10kW of heat by receiving 1kW
of input power. We considered the rate at which electronics
draw energy as electricity and release it as heat over a time
period to be equal, given no physical work is being done and
energy is not emitted in any other form such as light. The
thermal watts to dissipate have been computed by aggregating
the power drawn from all segments except for the CLI itself,
output power (OUT), and external FEED. In traditional BSs,
PSUs start from an AEE of 85%, FEEDs from an AEE of
50%, and CLIs from an EER of 12. We use 20W and 3W as
OUT for each antenna in a macro and small cell, respectively.
To keep things comparable and simple, each cell is supposed
to be characterized, for each technology, by 3 sectors, 2 × 2
MIMO, and 2 carriers, for a total of 12 transmission chains.
We use 4 technologies per cell, whose power figures are kept
aligned for the sake of simplicity. As noted in Section II,
in fact, it generally requires more energy to power a cell
operating on an older technology than to power a newer one,
but, on the other hand, cells based on newer technologies
tend to cover a smaller area, at times closing the energy
gap if the coverage has to reach previous generations’ level.
Besides, we are interested in the relative impact that different
architectures can have on the energy consumption of each
network segment and on assessing the amount of overall
energy savings that can be safely assumed to be attainable, not
in absolute figures that would inevitably vary on the basis of
components, manufacturers, configuration, and deployments.

B. CONSTRAINTS
As estimates are intrinsically imprecise, we enacted the fol-
lowing constraints that act as ‘guards’ to guarantee the esti-
mates revolve around worst-case scenarios.

• While more efficient PAs exist, we use an AEE of 25%
for all.

• Similarly, the efficiency of PSUs has been assumed
conservatively, as noted in the previous Subsection.

• In sleep modes, we do not include power modulation
techniques.

• All modules in the M-RAT CP are always kept on with-
out accounting for statistically justified sleep intervals.

• Sleep in the DP is activated 50% of the time; in reality,
the amount is likely to be higher.

• M-RATaaS is supposed to operate for half the time
in minimum-latency configuration and half the time in
power-saving configuration. The amount of the latter is
likely to be higher in practice.

• While lean design techniques have been reported
to reduce consumption up to 35%, we settle for
5% only, as the real-world figure is somewhat
unclear.

• In all instances, precision instead of comfort air-
conditioning is assumed, thus excluding legacy CLI.

• The reduction of cooling needs in data centers is conser-
vatively set to ~20% only.

• CLIs are always assumed present and active in the CP.
• Although zero active cooling needs are often reported
for RF units, we always include them in the CLI
requirements.

C. ESTIMATES
Figure 5 shows, for each architecture, the average power
consumption of every segment and the overall energy con-
sumption over a 24h period. Taller and shorter box plots
depict the power consumed by single macro and small radio
items, respectively. Each cell is supposed to be characterized,
for each technology, by radio items composed in 3 sectors,
2 × 2 MIMO, and 2 carriers, for a total of 12 transmission
chains. The area charts display the energy consumed in 24h
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FIGURE 6. Logical network segments efficiency on different architectures.

by a deployment composed of one 2G-3G-LTE-NR macro
cell, four 2G-3G-LTE small cells, and four NR small cells.
When discussing BSs, they are supposed to be separate cells
in the same area. The scatter plots in Figure 6 expose the
average efficiency (AE) of each segment in every architec-
ture, defined as the ratio between input and output power
expressed in percentage points. The box plots report the total
efficiency for macro and small cells, the latter in orange and
denoted by a prefixed ‘s’. For CLI, AE is computed starting
from the equipment energy efficiency ratio (EER), which
indicates how much W of heat the CLI is able to dissipate
for each W of electricity supplied. For RF and BBU, a fixed
load is considered. Their AE is inversely computed from the
input power of their subsequent segments, i.e., PA and RF,
respectively (see Figure 1).
The first thing to point out, not apparent from the plots,

is that curtailing the power consumption of a component
often reflects positively on other components and so forth,
creating a virtuous cascade effect. BSs are mostly affected
by high power drains from PAs, CLIs, and, in the case of
small cells, BBUs. M-RAT BSs can use half the FEEDs
through diplexers, as shown in Figure 1, increasing their
AE from 50% to ~67%. Modern PSUs typically have low,
maximum, and high efficiency under modest, 50%, and large
loads. Using modular PSUs together with the expected higher
average power loads given by the co-presence of transceivers
for several technologies, the estimated AE is increased from
85% to 90%. Similarly, centralized cooling is normally more
efficient, for an estimated EER that shifts from 12 to 15,
as shown in Figure 6. In practical terms, the power consump-
tion of PA in macro cells is reduced to approximately 2/3.
For small cells, the benefit is less due to lower initial FEED
losses. Coupled with their increased AE, the cascade effect on
the couple PSU, COOL is significant, with a corresponding
reduction of almost 50%, 40% and 40%, 30% for macro and

small cells, respectively. The power needed by RF and BBU
does not meaningfully change as their workload remains the
same.

Shifting to M-RAT RRHs, the integration of radio equip-
ment inside or very near the antenna systems nullify feeder
losses. All the other power contractions are attributable to
cascade effects resulting from the FEED removal. Most
notably, the PA now needs only half the power that would
have required in a BS to produce the same OUT, which
in turn further boosts cascade effects on other components.
These amount to PSU and COOL reductions around 25%,
20% and 20%, 15% for macro and small cells, respectively.
Again, the benefit for the latter is less due to the lower initial
FEED. When observing Figure 6, one may think that the
weaker AEs of RF andBBU, particularly visible for the sBBU
segment, would suggest that M-RAT architectures are worse
for RF or BBU-intensive systems. This would be inaccurate
as, given their fixed load and the consumption reduction
of the other segments, their efficiency appears to decrease
because it is inversely computed from the input power of their
subsequent segments in the radio chain. There is an actual
drawback from the M-RAT RRH onwards, and it is the often
neglected power needed by the fronthaul link (FH). This is
substantial in the SP0 case, as clear from Figure 5, despite
the higher EER of 18 given by data-center-level cooling. The
harmful contribution of FH can be particularly daunting in
dense small cell deployments, although it depends on the
fronthaul topology. The detriment is still significant with SP1
as the channel has to be dimensioned accordingly, but the
higher efficiency of the remotely pooled BBU components
can compensate in this case. As shown in Figure 6, the BBU
segment’s efficiency decreases with SP4, as only 20% of the
processing is efficiently pooled remotely. Interestingly, the
estimates indicate a slightly higher SP4 power consumption
overall with respect to SP1, which is to be expected given
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the lower BBU aggregation, so far as the transport medium is
efficient.

Introducing phantom cells results in another major
improvement, as indicated in Figure 5 by the area chart and
the small cells bar, mainly due to the DP sleep states. The
efficiency of single segments does not change, but the total
efficiency of small cells increases, as exposed by Figure 6,
due to the lower overall energy spent to provide the same
amount of useful OUT. Load balancing optimizations further
increase sleep times. In Figure 5, the benefits are not apparent
due to the low density of small cells in the considered sce-
nario. For the same reason, the improvements given by lean
transmissions are more visible, as they affect the macro cell.

VII. MAIN CHALLENGES, RESEARCH DIRECTIONS,
AND LIMITATIONS OF OUR WORK
M-RAT and Transport. M-RAT can exacerbate pressure on
transport links. While their increased energy consumption
can be offset by centralization benefits, it remains to verify in
which cases the additional demands in terms of latency and
capacity can be met and till what extent existing systems can
be repurposed.

5G HARQ. The subframe length with NR can be reduced
from the usual 1ms to 31.25µs [64]. Potentially, this may fur-
ther shrink the time available for transport. On the other hand,
the HARQ process will become asynchronous. What would
happen in practice has to be determined. If the HARQ loop
is behind a split point, M-RAT deployments with both LTE
and NRwould need different requirements to be concurrently
met, at both transport and processing levels.

Financial Concerns. In converting a network to M-RAT
architectures, the most likely approach would be to start
clean-slate for new deployments and to upgrade existing ones.
Both cases would likely require higher CAPEX than business
as usual, yet OPEX would be curtailed. The timeframe to
recoup the additional investments is not clear. CAPEX may
also be concerning in M-RATaaS deployments with instances
of URLLC applications, as RUs or DUs would need to
embed the majority if not all the components for baseband
processing.

Limitations of our Work. The provided energy-saving
figures are estimates designed to assess each archi-
tecture’s impact. Sources for our data are listed in
Section II, assumptions in Subsection VI-A, and constraints
in Subsection VI-B. The absolute power values are pru-
dently representative of real equipment but cannot model
every variant on the market. The study does not include
supported financial considerations. Finally, we may have
inadvertently not considered relevant variables. To temper
these uncertainties, we carried the analysis under many robust
constraints [54], at the risk of over-lowering the benefit
estimates.

VIII. CONCLUSION
Overall, M-RAT frameworks consistently result in meaning-
ful energy savings. Eliminating inefficiencies and sensibly

aggregating operations produce significant benefits thanks to
virtuous cascade effects. While 5G requirements challenge
the integration in M-RAT architectures due to increased pres-
sure on transport links, the architectural flexibility of the NR
standard might give an opportunity to rethink cellular net-
works in light of a load-centric philosophy and implement a
whole service-based architecture. An infrastructure based on
these principles would allowmoving past circumstantial solu-
tions, and suggests the possibility to structurally reduce the
energy burden without compromising network performance.
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