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ABSTRACT With the fast advancement in cloud computing, progressivelymore users store their applications
and data on the cloud. Cloud computing has lots of features, e.g. virtualization, multi-user, efficiency,
cost savings, and most importantly security. Machine learning approaches based on neural networks are
being widely applied in cloud infrastructure when training is performed however this may produce possible
privacy and security risk as direct access to raw data is required. To address this problem, we propose a new
security design using Artificial Neural Networks (ANN) and encryption to confirm a safe communication
system in the cloud environment, by letting the third parties access the data in an encrypted form for
processing without disclosing the data of the provider party to secure important information. In this paper,
to train neural networks using encrypted data we considered the Matrix Operation-based Randomization
and Encipherment (MORE) technique, based on Fully Homomorphic Encryption (FHE). This technique
allows the computations to be performed directly on floating-point data within a neural network with a
minor computational overhead.We examined the speech and voice recognition problem and the performance
of the proposed method has been validated in MATLAB simulation. Results showed that applying neural
network training with MORE offers improved accuracy, runtime, and performance. These results highlight
the potential of the proposed method to protect privacy and provide high accuracy in a reasonable amount
of time when compared to other state-of-the-art techniques.

INDEX TERMS Ciphertext, cloud computing, homomorphic encryption, matrix operation-based random-
ization and encipherment, neural network.

I. INTRODUCTION
The In the past decade, demand for cloud computing among
businesses and individual users is increasing immensely
because of numerous reasons including, improved produc-
tivity, efficiency and speed, cost savings, performance, and
most importantly security. The current advancement in cloud
computing has significantly changed everyone’s perspective
on development models, software delivery, and infrastruc-
ture architectures. Some of the main advantages of using
a cloud environment are the availability of resources, cost
reduction, and storage flexibility. Despite these gains cloud
computing also has certain issues, and the most important
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one is security. Cloud adopts all security problems of its
modules because of its complex framework. In cloud security,
a relatively novel approach is Artificial Neural Networks
(ANN). ANN technique in cloud is applied mainly in the
detection of intrusion in security [1]. Machine learning is
a subdivision of artificial intelligence. Software-as-a-service
providers are applying machine learning tools to bigger soft-
ware groups to provide greater productivity and functionality
to end-users [2]. The brain is an ideal example that basically
learns with experiences. The neural structure of the brain is
the inspiration behind the ANN. After the natural procedure
of thinking has been studied in biological research, it was
revealed that the brain saves information in the form of
complex patterns. A new research field in computer science is
arises based on the methods which result in keeping the data
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as patterns. Nowadays large parallel networks are required to
be created which then are trained when a particular problem
needs to be solved [3].

Recent developments in neural networks have attained
amazing success in a variety of applications, including, lan-
guage representation, image classification, etc. This progress
is enabled with the accessibility of large and representative
datasets to be trained by neural networks. These datasets
are usually from several sources and may comprise of sen-
sitive information. This requires a technology that meets
the needs of an application which provides good and strict
privacy assurance. In the past machine learning methods and
advanced privacy mechanisms are combined to train neu-
ral networks with an affordable security budget. This may
achieve good results in convex models with smaller param-
eters or dealing with non-convex targets, multiple layers, and
models with tens to millions of parameters but in complex
neural networks, they can only be processed with huge loss
of privacy [4]. With strong computational supremacy and the
ability to resolve large datasets, Artificial Neural Networks
in machine learning is the most widely used model and is
continuing to evolve [5].

Homomorphic Encryption (HE) is a method that without
compromising the encryption process enables to make com-
putations over encoded data. Traditional encryption systems
rely on sharing keys between peers involved in swapping
encoded messages. However, these techniques do raise con-
fidentiality concerns. The user or deal provider that owns
the key has limited rights to the data. Especially when using
the general cloud service station, the user loses control over
the secrecy of important data. If the key is not public, the
encoded information will be public with third parties but the
owner does not want them to access the details. In addi-
tion, members of staff serving, suppliers, and workers will
be able to retain the selected user items for a long time
even after the users cut their relationship with untrusted
cloud services. HE is a proprietary encrypted pattern that
can solve this problem as it permits the third parties to work
with the encoded data without decoding the encrypted data
first. Although this useful feature of HE has been around
for more than a decade, Craig Gentry launched the first
fully-achievable encryption scheme known as Fully Homo-
morphic Encryption (FHE) in 2009 to be implemented on
encoded data. This is a huge achievement, but there are
other advanced programs so far that indicate that FHE still
needs major improvements to become applicable for all
platforms [6]. The main cause of the incompetence of the
FHE scheme is the reality that these encryption schemes
are based on matrix problems that are integrally blaring: for
example, encrypting the integer message and then decryp-
tion is applied with a minor error in this give an alarming
message for security purposes in the encryption process.
When applying only encryption and decryption processes
this is not much of a concern because by scaling the mes-
sage with suitable element the error can be removed without
difficulty [7].

In recent years, great effort has been made to develop
a variety of privacy protection techniques that can bridge
the gap between utility and data privacy. Among these
approaches, numerous encryption techniques are starting to
grow rapidly, including HE that secures multi-terminal com-
puting, and gap privacy. This technology guarantees data pri-
vacy while allowing data to be outsourced to commercialized
cloud computing systems for processing, all despite the fact
that the data is encrypted. This technology shows encourag-
ing results, but their use in modern machine learning appli-
cations is still limited since it relies heavily on specialized
and dedicated user-server applications to achieve accurate
function. Also, among these technologies, there is always an
exchange between privacy and performance, as each technol-
ogy has certain advantages and disadvantages

Much has been accomplished in Neural Networks in recent
years. It has succeeded in speech recognition, natural lan-
guage processing, and image classification. Several efforts
have also been made to solve the issue of data privacy in deep
learning. In this paper we applied MORE scheme because
it perform random set of techniques directly on the encoded
information without disclosing basic data or encryption keys.
This feature is especially useful in the perspective of deep
learning because it guarantees that the data confidentiality
and forecasts are preserved while the data is being processed.

In this paper, we proposed an improved type of encod-
ing technique that allows us to encrypt data as it is being
processed. Therefore, we aim to maintain the confidentiality
of the data by permitting third parties to access the infor-
mation in an encrypted form without disclosing the basic
data.We explain the following research questions through our
results:

• How do we use HE for data alteration in the cloud?
• How to Encode Plain Text with MORE scheme?
• What is the ANN process of enhancing security?
• What are the security models included in ANN over
encryption?

The contribution of this research is an understanding of how
deep learning methods and tools help to create a secure secu-
rity system with encryption of user data. To transfer sensitive
data without violating confidentiality, we need to encrypt the
data anonymously. The use of anonymous encrypted data lim-
its the ability of neural networks to elicit valuable information
and insights from that data. In this research, we examine how
we use amethod based onHomomorphic Encoding to address
the limitations and to maintain confidentiality. We find the
solution that how to perform neural network prediction on
encoded data as it is a non-linear model of machine learning
with big modular capability and also explain how the pro-
posed method improving the efficiency of the cryptographic
model in real-world applications. The key objective of this
study is to formed a cloud-based ‘‘safe’’ structure for storing
data on a cloud platform, to spread new security ideas in the
future for cloud setup and data migration in the virtual world.
The biggest problem with implementing this solution is the
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fact that the activation function commonly used in neural
networks is not polynomial. They contain linear sigmoidal
functions. In this paper, we provide detailed information
about the neural network model developed for the application
under study, also show their runtime performance and model
accuracy results.

II. LITERATURE REVIEW
Schemes based on HE in neural networks have been sug-
gested to solve the problem of nonlinear activation functions
by establishing a shared protocol between data holders and
model vendors. In short, every nonlinear transformation is
estimated by the data owner. The model sends input to the
nonlinear transformation in encrypted form, then decrypts the
data of the owner, applies the conversion, encrypts the result,
and sends it again. Unfortunately, these interactions involve a
lot of response time and add difficulties for the owner of the
data, which is arbitrary. Also, information about the model
is leaked. Consequently, to alleviate this problem, security
mechanisms such as arbitrary execution orders have been
introduced. On the contrary, the presented process does not
require complex connection diagrams. The data is encrypted
and transmitted to the owner of the data. The model does the
calculation and sends the prediction (coding) again [8].

A homogeneous cryptographic technology based on esti-
mations is proposed in Asiacrypt 2017, which is both theoret-
ically efficient and highly practical. Complete key recovery is
possible with high probability and very small execution time.
This technique is implemented and tested attacks against
major homogeneous open source cryptographic libraries
including HEAAN, SEAL, and PALISADE, as well as
against a number of features often seen inmachine learning of
encoded data using CKKS diagrams such as average and vari-
ance calculations, Maclaurin series is access for logical and
exponential functions. This attack cannot obtain complete
security against passive enemies when the current expression
of IND-CPA security is executed by CKKS (or indistinguish-
able from the chosen-plaintext attacks) is applied to a similar
cryptographic scheme, and to assess its integrity. It indicates
the need for a stronger plan for security [7].

For a wide range of applications, numerous corpora-
tions offer neural network prediction services to customers.
Though, one party’s privacy is compromised by using current
prediction schemes: either the provider of services must store
on the customer’s device its exclusive neural networks or
the customer has to show secretive inputs to the provider for
services. Both ways are not appropriate because this will dis-
close the service supplier’s exclusive model and also expose
the private secretive information of the customer. Authors [9]
implement, estimate, and design, a secure prediction scheme
DELPHI that allows performing neural network inference
between two parties without disclosing the data of both par-
ties. By instantaneously co-designing machine learning and
cryptography DELPHI solved the problem. The authors pro-
posed a hybrid cryptographic procedure that improves upon
the computation and communication costs as compared to

previous work. They also provide developer neural network
structure configurations that show the improved accuracy and
performance of this proposed hybrid procedure.

Chameleon, an innovative hybrid (mixed-protocol) archi-
tecture was presented [10] for secure function evaluation
that without revealing their private inputs allows two par-
ties to mutually compute a function. Chameleon combines
additive secret sharing with the finest characteristics of stan-
dard secure function evaluation procedures. Specifically, the
architecture implements linear operations by using additively
secret shared values in the ring and using the Goldreich-
Micali-Wigderson and Yao’s Garbled Circuits protocols for
nonlinear operations.

In the cloud when information is transferred over the
internet, retaining its security is the main issue. Therefore,
data stored also needs security employing standard encryp-
tion methods in the cloud. On the contrary, in cryptographic
systems, the receiver or the second party to decrypt the data
needs to have the sender’s private key. Hence, every single
time in the cloud when a user sends a requisition to its virtual
atmosphere and assumes secure and fast computing on its
information, it must provide a private key along with the
request of the user, and the processing is completed after
decoding of the data. Though each time it is computed, the
threat of the key being disclosed will enhance. In such a
situation users will have to alter the key, and in case of the key
being leaked they need to reproduce the secret key over again
and if symmetric encryption is being applied, both parties are
required to have a similar secret key. Regardless of the great
speed, security violations will enhance computational over-
heads and processing time. Privacy-preserving mechanisms
can resolve this concern. The technique and comprehensive
solution that preserves data privacy is encryption [11].

Maintaining security and data privacy does not involve
only careful attention but also needs precise predictions when
applying machine learning to an issue that includes financial,
medical, or sensitive data. Ethical and legal boundaries may
stop the use of machine learning solutions on the cloud for
such jobs [12]. Proposed a technique in which they trans-
form learned neural networks to CryptoNets. This permits the
owner of data to send their data to hosts of the network which
is a cloud service in an encrypted form. The data remains
confidential because of the encryption and the cloud does not
have access to the keys required to decrypt the data. However,
to make encoded predictions to the encoded data the cloud
service can use the neural network and give them back data in
encoded form. The owner of the secret key can take back these
encoded predictions and can also decode them. Hence, the
cloud facility does not attain any data about the prediction it
prepared or about the raw data. The MNIST optical character
recognition jobs determine on CryptoNets. CryptoNets can
create about 59000 predictions per hour on a single PC and
attains 99% accuracy. Thus, agree to, private and accurate
predictions and high throughput.

Recent signs of progress in machine learning have
increased the range of Neural Network (NN) interpretation in
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FIGURE 1. Layer of cloud computing.

general uses such as recognization of voice and classification
of the image [13], [14]. Provide a well-organized structure
for enhancing the security of Cloud Computing Internet of
things based on intelligent transportation systems. The sug-
gested structure allows without disclosing any sensitive data
extracting specific vehicle information. In the direction of this
objective, the author applies a convolutional neural network
to categorize encrypted images, in real-time based on vehi-
cle type, achieved with cameras incorporated into units on
road-side that based on intelligent transportation systemmak-
ing hidden all the sensitive information. Within the suggested
outline, the Authors improve a novel image classification
design that protects the personal information of drivers’ by
not completely decrypting the images, such as license plate,
location, and vehicle contents. In addition, as compared to
conventional systems the structure does not want an entirely
decrypted image that increases the computational effective-
ness of the system. The achieved results demonstrate that the
suggested partially decryption classification method shows
up to an 18% decrease in complication in computational work
when matched with the system which is fully decrypted. The
basic idea of the projected collection ofmethods is to consider
and associate numerous different works and apply the com-
mon elective judgment method to get a more well-organized
classification for each work. The recreation consequences
demonstrate that the projected technique greatly reduces the
time complexity and retains high accuracy compared to other
existing techniques.

III. FUNDAMENTALS OF THE CLOUD COMPUTING
SYSTEM
Generally, a structural design of a cloud computing system
consists of three levels. Characteristic levels of cloud com-
puting services are shown in Fig. 1.
• Platform as A Service
• Software as A Service
• Infrastructure as A Service

A. PLATFORM AS A SERVICE (PaaS)
With this type of service, the software can be developed at
no cost, provide hassle-free purchasing and handling of main

hardware and software, and also provide virtualized hosting
services. Software developers can construct novel applica-
tions or upgrade longstanding applications effortlessly. They
do not have to bear the cost of application development. This
service will offer a level of system software that can use
and create an advanced level of service. The platform ser-
vices include centralized tools, integration tools, messaging
and information exchange, and communication setup. For
example, applications created on the Google Apps engine
are wholly retained by Google, and cannot give clients the
services that it cannot provide in that package. Many cor-
porations have industrialized stages that permit end users to
route their applications over a central server over the Internet.
Examples of these services are Microsoft’s Azure OS and
Google Apps [15].

B. SOFTWARE AS A SERVICE (SaaS)
It is an application service or cloud-as-a-service that can
provide the software an online service, which eliminates the
need for software installation on client computers and makes
repair and sustenance easy. The key characteristics of this
service are:
• Network communication and administration of business

software. Actions are controlled by particular centers and
centers are located someplace else other than the location of
every single client, allowing clients to get requests slightly
over the network. Compared to a one-to-one model, the ser-
vice delivery model is nearer to a one-to-many model.
• Centrally manage software upgrades and without the

requirement of upgrades or downloading patches. Including
security services, for example, MessageLabs P2P software,
for example, Skype; software services, for example, Google
Labs, salesforce.com, CRM, HR, IBM Lotus, Payroll, Gmail,
Google Calendar, and Live web applications, for example,
YouTube Twitter, and Facebook software storage services,
add-on services, for example, Microsoft Online Services; are
examples of application layers. The aforementioned com-
panies were created specifically for Software as a Service.
When customers get the application over the internet network,
these companies charge a user registration fee and install the
software on a central server [16].

C. INFRASTRUCTURE AS A SERVICE (IaaS)
It gives the computer infrastructure commonly an effective
platform as a service and is known as a cloud infrastructure
service. Users do not need to buy software and hardware, net-
work tools, or space for data centers but they can purchase this
infrastructure entirely as a full subcontracted service. Cost of
Services is often charged according to the resources used and
based on the computing model they utilized therefore charges
be determined by the amount of usage. In fact, this technique
is a development of the private virtual service delivery model,
which usually has a virtual computing framework. Gener-
ally, this computer infrastructure service and virtualization
framework can be provided as a service. One such example
is Amazon AWS services [17].
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IV. HOMOMORPHIC ENCRYPTION
A fully homomorphic encryption structure is first intro-
duced [18], In the review [19] many modifications in the
original scheme were recommended. Many of these strate-
gies are computationally intensive and in terms of security
recognized for their efficiency. Decipherment is no longer
possible only a restricted number of processes can be imple-
mented. In real-world applications, this noticeably limited
their usability. Features like computations take part in numer-
ous levels of magnitude slower than the plaintext correspond-
ing parts gathered noise which restricted all computations
being applied in modulo N and the total number of pro-
cesses that can be completed, for the collaboration of data
analysis and deep learning this act a big barrier. Presently
no existing strategies can handle rational numbers whereas
improvements in HE led to modifications of encryption
techniques.

In recent years numerous open-source HE techniques
have developed, based on the involved encryption strat-
egy each one with different characteristics [20]. Simple
Encrypted Arithmetic Library (SEAL) of Microsoft strat-
egy [21], with sustenance for the Cheon-Kim-Kim-Song
(CKKS) strategy [22], the Brakerski/Fan-Vercauteren strat-
egy Fan and Vercauteren (2012) based on the Brakerski-
Gentry-Vaikuntanathan strategy and HELib of IBM [23] are
two most extensive used HE techniques. The absence of
support for floating-point numbers is an observable limitation
of HELib is SEAL takes benefit of a specific property of
the CKKS strategy, computation allows to be implemented
on rational numbers, without altering the encrypted value,
rescaling can be implemented. Floating-point characteristics
of the information are scaled by a factor that disturbs the
accuracy of the computation as plaintext and is characterized
by using integer coefficients as a polynomial. Homomorphic
processes are done with both SEAL and HELib lead to noise,
therefore restricting the total processes that can be done by
means of ciphertexts. To retain the noise level under a certain
margin, noise-management methods have been incorporated,
to the extent that the ciphertext is not turn out to be degraded.
Though SEAL practices a scale-invariant error decreasing
procedure that will be completed as theoretical information
which needs a number of operations estimation. HELib uses
the costly technique of bootstrapping to allow unrestricted
computations. Furthermore, based on the kinds of procedures
that are implemented on the ciphertext there will be some
limitations. The strategies used in SEAL and HELib con-
cerning multiplication and addition are fully homomorphic
andmerely polynomial functions can be simply implemented.
Consequently, there is no hidden backing for nonlinear func-
tions and division, and by this low-degree polynomials are
estimated.

Although in terms of proven security these strategies are
identified for their efficacy, the aforementioned limitations,
along with the computational expenses, in the neural network
topology present clear restraints, which as a result upset
privacy-maintaining neural networks performance [24].

Instead of FHE other recommended approaches depend on
partially homomorphic encryption (PHE) also implemented.
Presently in a real-world system, FHE is practically difficult
to be used so a practical method in a system that is spec-
ified only for exact processes based on PHE will be used.
This technique may be used in a real-world application with
acceptable overhead and presents a clear benefit in terms of
running time.

Algebra homomorphic encryption strategy is also very
encouraging [25] this is an encryption scheme in which both
multiplications and addition can be implemented on encoded
data that is homomorphic regarding algebraic multiplication
and addition. A comparatively lesser computational com-
plication is the main benefit of this strategy, like ElGamal
and Paillier, however, being homomorphic with multiplica-
tion and addition. This scheme only permits the encryption
of comparatively small integer numbers and this is the key
limitation of this approach along with ElGamal and Pail-
lier. More precisely, an exponentiation process requires to
be assessed, during the encryption process, where the mes-
sage to be encoded is the exponent. Therefore, even with
a multi-accurate algebraic library, the process even though
creates an overflow.With 1024-bit integers, it was found only
the largest number that can be encoded is up to about 103.
These limitations become extra significant when accomplish-
ing mathematical operations on encoded data. In other words,
cannot fix if the amount of encryption is too large to perform
certain operations.

To ease privacy-based Deep Learning analysis, the crypto-
graphic system should be capable to perform computations
on model rational information. To meet this requirement,
cryptographic mechanisms are usually used to encrypt a spe-
cific rational digit into a series of integers. Few fundamental
operations are tough to apply on encrypted data, and when
applied to real data, this method has limited functionality.
Additionally, the markup scheme not only bounds data usage
but also openly disturbs the computation outcomes [26].
Secure multi-party computation (SMPC) technology offers
a promising data privacy solution by allowing the analysis
of complex data to be scattered among different information
suppliers and not to reveal sensitive data outside the results
of the analysis. Though the aim of SMPC is not novel, recent
technical and hardware advancements have led to more ways
to use SMPC in this field to ensure data privacy in machine
learning applications. The first challenge was to train the
NN model in an SMPC setup, in which the NN-based analy-
sis was performed by underground distribution, unintended
transmission, and chaotic circuits in the safe bidirectional
computation of logical networks. The biggest problem with
SMPC for machine learning is the calculation of non-linear
functions. This is because these processes cause a spike in
training time. Also, availability is becoming increasingly
limited by the time required to communicate. Although there
are investments underway to improve the technology, SMPC
quiet requires a lot of communication, which is not possible
in machine learning, which requires a lot of data. Increasing

VOLUME 9, 2021 145789



M. U. Sana et al.: Enhanced Security in Cloud Computing Using Neural Network and Encryption

the number of participants or the complexity of the model
has a significant impact on the cost of communication and
calculation [27].

Cloud computing is wide-open to huge internal and exter-
nal privacy leakage and breaches threats. In the cloud, for big
data authors present a privacy-preserving distributed analyt-
ics structure. FHE is used as a developing and controlling
cryptosystem that on encrypted data can implement analy-
sis tasks. In cloud computing to partition equally data and
analysis of computations into subset nodes that can be imple-
mented autonomously. The recognized distributed technique
has scalability. This quickly speeds up the performance of
encoded data processing whereas preserving a great level of
accuracy of the analysis. Evaluation of experimental cloud-
enabled applications for building secure analytics according
to both accuracy and performance analysis regulates the effi-
ciency of the planned framework [28]. Authors using HE
technique, which without decrypting ciphertexts allows cloud
computing environment to execute arithmetic operations.
By means of the HE scheme, consumers can be able to pro-
vide only ciphertexts for using Reinforcement learning-based
services to the platform of cloud computing. A privacy-
preserving reinforcement learning structure for the platform
of cloud. Focused on learning with errors the proposed
framework exploits a cryptosystem for FHE. Estimation and
analysis of performance for the proposed privacy-preserving
reinforcement learning framework are observed in multiple
intelligent service scenarios based on cloud computing [29].

With the advancement in cloud computing, techniques of
data analysis play a significant role to providemassivemarket
values. To perform certain linked mining tasks clients with
limited resources in computing may use the option of the
cloud. In this process, data owners may have a possibility of
private information leakage of sensitive information. Owners
of data may encode raw data prior to uploading to reestab-
lish privacy in outsourced data. In recent years analysis of
encoded data is a daring task, the attention of numerous
researchers is attracted towards this area. A cryptographic
tool is required to solve this challenge which is HE. It enables
the processing of data without decryption of encrypted data.
Investigating HE arrangements in a multi-key environment
that keep privacy-preserving data mining has become a sig-
nificant way. A unique homomorphic cryptosystem, which
manages numerous cloud users to have altered public keys is
proposed. Moreover, show that our technology is practically
achievable on a real transaction database [30].

Over non-abelian rings, a new HE scheme is proposed,
and in ciphertexts space homomorphism operations are
defined. One-way security can achieve by the scheme. Over
a matrix-ring, HE is proposed. Established on the homo-
morphism of two order displacement matrix coding func-
tion supports encryption of real numbers and attains fast
homomorphic evaluation of ciphertexts without the decryp-
tion of any ciphertexts operations and transitional outcome.
Moreover, in the data ciphertexts environment for training
in machine learning and classification, the scheme realizes

privacy preservation. The investigation shows that the pro-
posed technique is effective for homomorphic operations and
encryption/decryption [31].

In recent years, many HE approaches have been estab-
lished to encounter cloud security requests. Though this
method is very safe, most of the techniques are poorly per-
formed because it is heavily subjective to processing time,
which is slower than plain text computations. This limits its
availability in practical applications. Hence, simplified cod-
ing strategies based on linear transformation are emerging as
a more practical and viable alternative in this area [32], [33].

To preserve privacy in real-world up-to-date applications in
the cloud exceptional strategy of a HE algorithm is required
that permits the computation over the data which is encrypted.
For applications in the real world, the current solutions are not
practical. Symmetric methods undergo little immunity in case
of attacks for example known and chosen plaintext attacks.
Whereas Asymmetric methods suffer from great overhead
computation. Authors [34] are building a new algorithm that
overcomes the shortcomings of MORE by focusing on the
MORE method simply considering the symmetric method.
They describe and evaluate the proposed algorithm in detail.
The safety enactment consequences indicate that the pro-
posed method can prevent attacks on security and the analysis
of performance presents that the suggested method can avoid
the strong attacks without deprivation of the performances of
the system in terms of consuming energy and latency.

Despite researchers criticizing it for poor security still this
type of cryptographic system presently appears to be the
only way to implement confidentiality protective comput-
ing in real-world applications. Consequently, in this paper,
we applied this technique depending on a variation of the
matrix-operation-based homomorphic encoding. As com-
pared to the existing accepted techniques in neural networks
based on privacy-preserving solutions [12], [35], [36] the
MORE encoding strategy is non-deterministic and noise-
free. On ciphertext data, a limitless number of processes can
be implemented. Same plaintext data with multiple encryp-
tions, outcome shows different ciphertexts with the same key.
A general algorithm for converting text into the encrypted
and unencrypted form is shown in Table 1. In addition, the
MORE strategy can perform principle arithmetic operations
on the encoded data. In this paper,MORE has been updated to
responsively support floating-point accuracy for data analysis
based on neural networks for privacy.

V. MATRIX-BASED OPERATION FOR DATA
RANDOMIZATION AND ENCIPHERMENT
A MORE coding system variant, which is suitable for work-
ing directly on floating-point data, was considered. Accord-
ing to the MORE coding strategy, the standard number
of plain text is encoded into an nxn ciphertext array and
the matrix algebra is used to compute the ciphertext data.
Thus, all procedures are accomplished on the ciphertext
information are known as Matrix-Operations. For example,
the standard text development is expressed as ciphertext
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TABLE 1. Algorithm convert ciphertext.

TABLE 2. More encoded structure.

Matrix-Multiplication. In aMatrix Operation-based Random-
ization and Encipherment idea called MORE is considered
for constructing a FHE scheme [37], [38] The arrangement of
the arrays used to encode messages is an important factor in
controlling the interchange between security and efficiency.
For a 2 × 2 setting, MORE coding arrangements are shown
in Table 2. The suggested technique is explained by the
following Eq. (1):

M(m, k) = S−1
[
m 0
0 r

]
S (1)

where r is a random integer, m the plaintext in a ring N, S−1

its corresponding inverse and S is an invertible matrix in N
(2 × 2) one.
The decryption method is purely the opposite of the

encryption method by implementing as in Eq. (2):

V(m, k) = SM(m, k)S−1 =
[
m 0
0 r

]
(2)

The MORE approach is FHE one can see that since it
fulfills all homomorphic properties. Nonetheless, this method
offers extraordinary storage overhead and in [32] onMORE a
significant recovery attack that needs only side-channel data
on the plaintext. Thus providing an efficient FHE algorithm.

A. ENCRYPTION OF COHERENT DATA
Like the FHE or PHE method, the novel MORE technique
applies only to the N unit of positive integers, and all opera-
tions are performed by the N unit. To perform operations on
rational numbers, this method is greatly based on an encryp-
tion mechanism. As a result, the real numbers are converted
into integers or groups of integers, and then the numbers
are encoded using this homomorphic scheme. A special way
to develop code is to use continuous fraction points. Now
we can get an accurate representation, but it is difficult to
perform simple procedures on the numbers stated in this
manner. Instead of this, by multiplying the coherent number
to a big scaling element simpler encryption can be performed,
for example, division, where this element is decreased. Or,
enter a simpler symbol by increasing the sensible number by a
large influence. It’s smooth but needs amechanism to regulate
the scaling factor as for some tasks it is tough to accomplish
in which division factors decrease the scaling factors that
are difficult to implement must be modified. One of the
basic advantages of this coding system is that it’s framed
for rational numbers. The disadvantage of this technique is
susceptible to famous cryptographic attacks.

B. IMPLEMENTING OPERATIONS ON ENCRYPTED
INFORMATION
The MORE coding scheme has been found to be quite homo-
morphic for simple algebraic procedures. In real applications,
including deep learning-based methods, must deal with non-
linear functions. Many of the traditional methods used in
non-linear actions are established on the basis of using a
finite series of polynomials to arrive at a specific function.
According to this method, the calculation of the nonlinear
function is totally based on the algebraic operation, which
is fully consistent with the MORE coding setting. However,
it is easier to use this method in a system of MORE code
words. Knowing that the predominant nature of the coding
scheme and cipher-text procedures are dependent on Matrix-
Algebra, non-linear parts can be calculated openly using
Matrix-Functions.

VI. NEURAL NETWORK
A neural network at an advanced level can be known as
a computational model that over an arrangement of layers
depict inputs to outputs with interrelated processing units
(activation functions and transformations). Fig. 2 showed the
structural design of a simple neural network, a non-linear
activation function is added to each processing unit to create
a mapping of complex arbitrary functions. It filters the data
that passes over the network to determine the relevant input
signal that will be passed to the next layer. It basically decides
whether or not a particular neuron will be activated. In the
absence of specific neurons, the NN develops as a plain linear
model.

In machine learning using supervised machine learn-
ing, the model is designed to automatically recognize the
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FIGURE 2. Design of neural network.

TABLE 3. Training network.

mapping function based on repeated labeled training, reduc-
ing the fault function (such as loss) among the predictable
and accomplished outputs. Table 3Algorithm 2 enlightens the
distinctive processes that are included in the training phase
of the neural network. The complete training dataset whole
processing is referred to as the epoch. For large datasets
because of computational reasons, the parameter adjustment
and later processing are completed in batches (subsets of
data). The forward propagation stage delivers the expected
outcome for the input samples providing a set of initial-
ized parameters randomly in the first iteration. After that,
the fault in function (loss) among the preferred output and
predicted ones will be computed and distributed backward
to reduce the total prediction error to conclude the direction
through the network where every parameter has to be attuned.
Lastly, to update the parameters of the network the achieved
gradients are utilized by following a gradient descent (for
example numerical optimization process). This procedure is
repetitive over many iterations till the error in the network
ends reducing

TABLE 4. More strategy.

Before the data is processed, the encryption of training data
is done with a key that is certainly not shared. Subsequently,
the model based on machine learning would have approached
only ciphertext data (the encrypted form of data), whereas
the plaintext data (actual data) are kept secretive on the data
provider side separated from the processing unit. Lastly, the
MORE encoding strategy with the homomorphic principles
is applied (Table 4), which directly supports floating-point
calculation. With the help of the uniform function of the
MORE coding system, all the operations performed on the
network are designed to ensure the application of the cipher-
text data, and it can be directly trained on the ciphertext data.
This creates a model that provides an encrypted prediction
that only the owner of the secret key can decrypt. When the
training phase is complete, you can use the coded model to
predict a new cryptographic instance (the inference phase).
Herewith the same key the input samples are encoded used
in the training phase. MORE cryptographic systems rely on
symmetric keys. Therefore, the decoding of the ciphertext
data and the encoding of the plaintext data both are done with
the secret key.

VII. PROPOSED MODEL
There are many procedures that are used in ANN for this
purpose. This research has explained a new method for pre-
dicting the gender through their voice with a feedforward
propagation neural network over encryption data of plaintext
into ciphertext. The proposed method is based on MORE
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FIGURE 3. General framework.

FIGURE 4. Workflow of proposed homomorphic encryption in neural
network (NN).

homogeneous encryption technology and can directly train
and develop a simple neural network model for homomorphi-
cally encrypted data. There are two phases first is the training
phase and the second is validate phase, these two steps are
linked one-to-one over a cloud environment. Fig. 3 shows the
general framework of this research.

A. METHOD
We can further develop the functionality of the NN network
model by using the homomorphic properties of the MORE
scheme to complete the work of coding data. The proposed
workflow on homomorphic encryption and NN is shown in
Fig. 4. In the processing stage, the trained data is encoded
using a secret key that is not shared. Then, the neural network
model can only access the encoded copy of the information
or data (cipher encrypted text), and the actual data (plain text)
is separated from the processing unit and kept secret from the
data provider.

Finally, it directly supports floating-point calculation
with the help of the homomorphic function of the MORE
encrypting scheme, and all the processes achieved on the

FIGURE 5. Attributes.

network are designed to confirm the application of the cipher-
text data, and the network is able to train directly on the
encrypted text information. This creates a model that gives
an encoded prediction that merely the holder of the secret
key can decrypt. When the training stage is complete, use the
encodedmodel to predict new cipher instances. Here the input
sample is encoded using the same key used in the training
stage. MORE encryption schemes rely on symmetric keys to
encrypt plain-text data and decrypt cipher-text data.

B. DATASET
We took a dataset for voice recognition from kag-
gle.com (The dataset which is used to check the valid-
ity of the proposed methodology is available at link
https://www.kaggle.com/primaryobjects/voicegender) it con-
tains feature base data which is based on acoustic properties
of speech and voice. The dataset includes 3168 recorded male
and female voice samples, 21 attributes, and a few missing
values that we calculate in preprocessing. The output variable
has two classes that are identified as the voice of a man or
woman. The attributes of our dataset are shown in Fig. 5.

C. PRE-PROCESSING
Prior to primary processing, the sample data and group data
are formulated which is required to build the set-up of the
ANN model. To measure the noise of the signal before and
after in given figures, encrypt data and store it in the cloud
platform. For this sample data, we take built-in values for
noise is noissin variable. After data collection, three basic
issues are focused on for training using an artificial neural
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network. The missing data problem is the first problem, and
this data is interchanged by the ordinary immediate value.
Second normalized data, and lastly randomized our data.
A mean method used to calculate the missing values is for-
mulated as:

T(c) =

{
mean(c), if c = null
c, otherwise

D. APPLICATION LAYER
Next to pre-processing the application training layer is
applied. It is further divided into two sub-layers, the forecast
layer, and the enactment valuation layer. The forecast layer
recycled the Adapted Feed-Forward neural network. In feed-
forward propagation with the purpose of generating partic-
ular output, the data must not be fed in the back direction
throughout the output generation, the input data should be
flow only in the forward direction. Or else the output might
not ever be produced as this will cause a rotation. The forecast
layer consists of additional three layers, including the input
layer, output layer, and hidden layer. Generally each layer
is interrelated in a feed-forward manner. Each neuron of the
heading layer has a direct association with the neurons of the
successive layer. The input layer has contains 21 neurons; in
the output layer 30 hidden neurons are involved that why there
is simply one output.

Here, use sigmoid (x) function as an activation function,
hidden layer s(x)= sigmoid (x) input inscribed as in Eq. (3).

§J =
∑m

i=1
(Uij ∗∞i)+ bi (3)

The hidden layer of the projected structure with the Sig-
moid Function (SF) is presented in Eq. (4)

∂j = 1/(1+ e−$j) (4)

where k = 1, 2, 3, . . . . . . n.
From the output layer input is occupied is presented in

Eq. (5)

$k = b2 +
∑n

j=1
(βjk + ∂j) (5)

The Activation Function (AF) of output layer is presented
in Eq. (6).

∂k=1/(1+ e−$k) (6)

where k = 1, 2, 3, . . . . . . q.
Fault in back propagation is show as in Eq. (7).

∞−
1
2

∑
( − ∂k)2 (7)

Afterward, calculate the enactment of the predicted layer in
expressions of means square error and accuracy. If mandatory
learning criteria are not attained, in that case, retrained the
prediction layer. When learning standards are achieved, now
move forward for validation purposes and the trained model
is stored on the cloud.

Generally, training is usually implemented using back-
propagation as a matrix. Back propagation is a process for

the computing of all the essential data by means of the single
forward pass at layers (by just calculating all the values of
activation), and single backward pass (by calculating data
in the network in a backwards direction) to compute all the
necessary data in sequence. Back propagation is the center
of neural network training. Appropriate training of the loads
guarantees lesser rates of errors, creating the process consis-
tent by enhancing its generality.

We tried to find the time-complexity of a training proposed
method using a training sample and nodes i, j, k, l with n
iterations. The result is o(nt ∗ (iJ + jK + Kl)) o(nt ∗ (iJ +
jK + Kl)). We consider the most naive formula of matrix
development with cubic time-complexity. It uses the adaptive
Bayesian algorithm. The results of stochastic modifications
and Bayesian adaptations should be the same. Also, with
thrust optimization, the time-complexity of the algorithm is
not affected because the additional matrix operations are all
element-based and thus have the same time complexity.

E. VALIDATION LAYER
When trained data is saved on the cloud, the validation step
occurred which is further divided into two-layer, the pre-
diction layer, and the data acquisition layer. The prediction
layer contains the trained data and after that evaluation and
calculation of received data occurred and forecasts the gender.
The data acquisition layer contains input data, as specified
earlier is similar.

VIII. SIMULATION AND RESULTS
Machine learning procedure has been applied to the datasets
and theMATLAB tool is used for simulations. In the machine
learning method, the dataset contains 3168 samples, in train-
ing 70% of data is utilized (2217 samples) whereas for testing
and validation remaining 30% of data is used (950 samples).
Dataset is encrypted and has stored in the cloud when we
want to decrypt data (ciphertext data) from the cloud we
use HE. To evaluate the performance of our proposed model
we train the above-mentioned datasets on different epochs
and applied three different algorithms Levenberg-Marquardt
(LM), Bayesian Regularization (BR), and Scale Conjugate
Gradient (SCG) of ANN using the MATLAB tool. Regu-
larization in order to enhance the generalization of network
is utilized by the LM algorithm of ANN. Regularization
includes variation in the function of performance. The sum
of the square of the error in this is the performance function.
In the SCG algorithm, along the conjugate gradient, a search
is made in the gradient direction to conclude the size of steps
along that line that reduces the performance function. The
benefit of a BR ANN is its capability to show potentially
complex interactions, which means that it will be able to use
in computable work to deliver a robust model.

When we train our model, we identify that BR trained
accurately rather than the other two algorithms of the neural
network. The results of simulations in Figure 6 show that
when we trained the dataset on the cloud by using neural
network its state regression plot is built and training evolution
results are obtained.

145794 VOLUME 9, 2021



M. U. Sana et al.: Enhanced Security in Cloud Computing Using Neural Network and Encryption

FIGURE 6. Training state regression plot and training evolution result of
the dataset on cloud using neural network.

FIGURE 7. Validation result of the dataset on cloud using neural network.

FIGURE 8. Performance evaluation of the dataset on cloud using neural
network.

Figure 7 shows the validation/test result of the dataset on
the cloud using a neural network algorithm. We applied this
to validate the performance of the network. By training and
testing datasets concerning targets, the regression plots show
the outputs of the network. The data fall along a 45- degree
line, a perfect fit, where the targets are equal to the outputs
of the network. The fit is practically good for all data sets,
with values of R in all cases is 0.9 or above for this problem,
for more accurate results we can retrain the datasets. After
retraining improved results may produce because the initial
burden and preferences of the network will change.

Figure 8 shows the performance evaluation of the Bayesian
Regularization algorithm. The validation result should be less
than the training result, in this paper the results are accurate
for the training and testing set. Training stops when a test
error occurs in 6 iterations at 975 epochs as shown in the
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FIGURE 9. Comparison of neural network algorithms.

figure. In this simulation, the results are justified by the
following considerations.
• The error of the finished isometric square is very small.
• Test setup errors and verification setup errors have sim-
ilar characteristics.

• Redundancy 975 (which leads to the best validation
performance) does not cause significant overfitting.

A. PERFORMANCE
When we train the dataset using LM, BR, and SCG perfor-
mance, training, and validation, results are given in Figure 9.
The results show that as compared to SCG, LM gives very
low performance and in contrast with BR, SCG performance
is low.

To calculate the performance of the planned neural net-
work model for privacy protection, we investigated two crite-
ria: reliability and applicability in the speech place function
library. Therefore, for each use case, we applied the model to
both encrypted (encrypted text) and unencrypted (plain text)
data to analyze the performance and results of the data-driven
model. The results of the two cases are compared to analyze
and measure the ability of the privacy model to maintain per-
formance. In addition to dependability, an alternative factor
that acts as a significant feature in defining the eligibility of
confidentiality of a model to work in real-world processes is
runtime. Consequently, the period was analyzed in detail and
the conclusion and timing of the training were reported.

The results of the analysis show that the data security
is guaranteed based on the homogeneous coding, and the
NN data analysis can be achieved effectively. Research also
shows that the data-driven model has been optimized in
the same way in both encrypted and non-encrypted ver-
sions. To demonstrate the network capability to acquire the
ciphertext data, after decoding the training error in the clas-
sification task is shown in Figure 10, where the number of
epoch/iteration is shown on the x-axis and RMS shown in the
y-axis. This graph represents the network’s ability to learn

FIGURE 10. Development of the training for encoded networks on
ciphertext data.

from the ciphertext data and represents the loss of training
due to regression processes after decoding.

Similarly, the accuracy of training of the ANN model
that retains the personal information provided has also been
developed. For getting more accurate results, we choose the
Bayesian Regulation Algorithm in NN because Bayesian
organization approaches can be cast off to answer prediction
problems. This is because, according to the consequences of
the investigation, the fault rate is very low and the results are
already near to the preferred goal information. An evalua-
tion of the three network structural design simulations used
shows that the design model is the best because it takes
very little time and results in mean square error testing and
performance. This is superior to other models. Our data set
is used for classification and we have two categories in our
labels. This is why the other two algorithms do not give more
reasonable results than Bayes’ rule. The BR enhancement
technology is superior to the other approaches. To do this,
we used the BR algorithm to train our dataset at multiple
intervals and then produce the best outcome for the security
system in the cloud; as you can see that at 1000 epochs,
it gives them a more relevant and accurate result. The results
obtained after decoding are shown in Figure 11. Where the
number of epoch/iteration is shown on the y-axis and time in
sec is shown on the x-axis.

B. CONCERNS REGARDING SECURITY
Even though the MORE encryption scheme has many ben-
efits regarding directness, practicality and has some major
features that go with machine learning privacy-preserving but
in corresponding to other HE schemes its offers restricted
security. The linear nature of MORE is providing the most
important security concern because other common encryp-
tion schemes over large numbers are centered on strongly
modular arithmetics and nonlinear functions. This linear
nature of MORE may possibly allow someone to identify
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FIGURE 11. Development of the accuracy after training on cipher text
data.
TABLE 5. Comparison with state of the art proposed techniques.

the secret key by accessing a relatively large amount of
encrypted and non-encrypted values in pairs. Otherwise spec-
ified, the secret key might be identified by an optimization
problem if an adequately large amount of ciphertext-plaintext
data pairs are present. For some specific privacy-preserving
applications the MORE scheme remains a possible solution
even though it is not as much secure as other HE schemes.
Subsequently, MORE could be applied in settings where the
key is never revealed, for example on the data provider side
the raw data is kept private whereas to an external computing
service ciphertext data are uploaded. The primary drawback
of this arrangement is that it only permits encoding com-
paratively minor digits. More unambiguously, the encryption
procedure requires an exponent, and the exponent is the
message to be encoded. So even with a multi-precision com-
putational library, this process will still overflow. It is found
that using 1024-bit integers can only encode numbers up
to 103. This restriction develops evenmore significantlywhen
accomplishing arithmetic operations on encrypted informa-
tion. This means that it is impossible tomanage if the encoded

number is too large to perform a particular procedure. Per-
formance presenting that the suggested scheme can resist the
key related different kinds of attacks. Certainly, the planned
methodology in contrast to the static technique employs the
dynamic approach which is used by the current algorithms of
symmetric homomorphic encryption.

Hence, the suggested technique against the weak keys
delivers a good degree of resistance. Furthermore, the dif-
ference in the secret key after every pause and produces an
altered set of dynamic key and therefore stop the unfortunate
key disclosure.

C. COMPARISON WITH PREVIOUS PROPOSED
TECHNIQUES
Comparison with the previous state-of-the-art proposed tech-
niques shows that our proposed model of MORE encrypting
schemes into neural networks has shown improved accuracy.
Table 5 shows the comparison in Security and Privacy of
Cloud- and IoT-BasedMedical ImageDiagnosis Using Fuzzy
Convolutional Neural Network techniques [39], Applying
Deep Convolutional Neural Networks over Homomorphic
Encrypted Medical Data techniques [40] and proposed
technique.

IX. CONCLUSION AND FUTURE WORK
In recent years, the demand for cryptographic techniques
has increased that is suitable for data-driven models
to address privacy-related issues. Homomorphic encoding
scheme MORE that is Matrix-based was suggested in
machine learning models for privacy-preserving estimation.
HE technique is worked with private keys to encode and
decode information, but it differs completely from other
encryption techniques as it can preserve algebraic properties
and perform various operations directly on the encoded data
e.g. ciphertext data, without the need to access decoded data
e.g. plain text information and encryption key.

We have shown the potential to incorporate MORE
encrypting schemes into neural networkmodels as results dis-
play improved runtime performance and accuracy. We focus
on standard application in computer vision (speech frequency
recognition) and classification of encrypted data on the basis
of voice to assess the practicality of the network by operating
directly on encoded data. We performed both training and
validation steps and it shows both steps can be implemented
on MORE data that is homomorphically encrypted. The
results specify that the suggested encrypting scheme creates a
fairly small computational burden and only slightly increases
in runtimes; the important thing is that they allow direct
operations on floating-point numbers that represent the main
property of artificial neural networks.

Compared to the standard techniques, theMORE encoding
technique provides less security, but it is one of the few
schemes that can be used in real-world applications. In sum-
mary, it is shown that the HE method built on linear transfor-
mation has huge potential in simplifying the data distribution
and allocating data to third parties for data analysis in regu-
latory domains, nonetheless, this is achieved at the expense
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of poor security. Modifying the original HE scheme, being
able to perform calculations directly on rational numbers
(a prerequisite for machine learning models) puts security at
risk. The proposed solution was promising at first, but for
practicality, further improvements are required to increase the
security of the system.
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