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ABSTRACT Named Entity Recognition (NER) is one key step for constructing power domain knowledge
graph which is increasingly urgent in building smart grid. This paper proposes a new NER model called Att-
CNN-BiGRU-CRF which consists of the following five layers. The prefix Att means the model is based
on attention mechanism. A joint feature embedding layer combines the character embedding and word
embedding based on BERT to obtain more semantic information. A convolutional attention layer combines
the local attention mechanism and CNN to capture the relationship of local context. A BiGRU layer extracts
higher-level features of power metering text. A global multi-head attention layer optimizes the processing
of sentence level information. A CRF layer obtains the output tag sequences. This paper also constructs a
corresponding power metering corpus data set with a new entity classification method. The novelties of our
work are the five layer model structure and the attention mechanism. Experimental results show that the
proposed model has high recall rate 88.16% and precision rate 89.33% which is better than the state-of-the-
art models.

INDEX TERMS Power metering, attention mechanism, joint feature, named entity recognition.

I. INTRODUCTION
Knowledge graph in the domain of power metering can
express the entities, relationships and concepts in the busi-
ness activities of power metering in a structured form, and
provide a more effective big data organization, management
and cognitive ability [1]. In addition, knowledge graph can
also play an important role in information retrieval and
decision-making assistance in the electric power domain
[2]–[4]. It is feasible and meaningful to construct a domain
knowledge graph by extracting entity information from power
metering literature which contains a large number of pro-
fessional theoretical knowledge and cutting-edge technical
methods.

Named Entity Recognition (NER) is a key technology in
Natural Language Processing (NLP). It is also a basic task to
construct knowledge graph. The purpose of NER is to extract

The associate editor coordinating the review of this manuscript and
approving it for publication was Manuel Rosa-Zurera.

the required entity elements from the texts which include
various types of data, such as person names, place names,
organization names, and professional terms. The quality of
Chinese NER models based on neural networks is affected
by different word embedding representations and usage of
dictionary. NER technology in the domain of power metering
mainly has the following difficulties:

1) The generic domain entity classification methods are
not applicable in the power metering domain. Especially
some complicated terms are difficult to determine. Such
as ‘‘ (over current protection)’’, ‘‘ (over
voltage protection)’’ and ‘‘ (low-voltage
current transformer)’’. As there doesn’t exist entity classifi-
cation standard in power metering domain, it is necessary to
establish a set of entity classification methods with reason-
able boundary delineation according to the domain require-
ments.

2) The corpus usually contains abbreviations of pro-
fessional technical terms in the power metering domain.
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These terms are not easily recognized as their format
is simplified. For example, ‘‘Alternating Current’’ is also
called ‘‘AC’’.

3) Compared with English NER, Chinese NER requires
additional word segmentation processing [5]. The precision
of generic word segmentation methods doesn’t satisfy the
requirement of specialized domain words.

In order to solve the above problems, this paper proposes
a new entity classification method for the power metering
domain and a new NERmodel together to improve the recog-
nition effect of power metering entities and the construction
effect of knowledge graph. The contributions of this paper are
as follows:

1) A new classification method for power metering entities
is proposed. Using this method, a basic complete power
metering corpus is constructed by labeling the entities in the
corpus data. At the same time, the professional vocabularies
obtained during the labeling process have been integrated into
the word segmentation dictionary, which further improves the
precision of word segmentation.

2) An embedding representation method that combines
character-level and word-level information is proposed. It use
an attention mechanism to assign weights to both types of
embedding. These weights are used as inputs to the model.
Which makes it easy to capture word structure features in
Chinese text and identify Chinese abbreviations effectively.

3) A NER model combining attention mechanism named
Att-CNN-BiGRU-CRF is proposed. The commonly used
LSTM is replaced by GRU and the performance is improved.
In addition, a local attention layer is added to the CNN layer
and a global multi-headed attention layer is added after the
GRU. The purpose of these model structure modification is
to calculate the relevance weights of the text sequences and
to obtain more character-level, word-level and sentence-level
features.

The experimental results show that our model has better
recognition effects than previous models, such as BiLSTM-
CRF and CNN-BiGRU-CRF et al.

II. RELATED WORK
In the early days, NER techniques mainly used the method
of writing rules manually. Later, many methods based on
statistical models emerged. Most of these methods train lin-
ear statistical models on a corpus with certain annotations.
These statistical models are typically Hidden Markov Model
(HMM) [6], Support Vector Machine (SVM) [7] and Con-
ditional Random Field (CRF) [8]. These methods are more
heavily dependent on manual features and specific training
data. They are expensive to develop, and work well only for
small datasets.

Later improvements were using deep neural networks to
optimize entity recognition. Some of the representative works
are surveyed as follows: Lample et al. [9] developed a
method of combining Bi-directional Long Short-Term Mem-
ory (Bi-LSTM) with CRF in English sequence tag prediction
tasks. The results are identical to the best statistical methods.

There is no need to manually define features. In order to
detect both word-level and character-level features, Chiu
and Nichols [10] used CNNs for extracting character-level
features to form a BiLSTM-CNNs model. Which effec-
tively improved recognition while eliminating most fea-
ture engineering requirements. Ma and Hovy [11] proposed
a BiLSTM-CNN-CRF model to construct word-level and
character-level representations. It do not rely on specific
domain data. Its experimental results based on 7 languages
show that character-level features are better than word-level
features.

In recent years, the attention mechanism has been rapidly
developed in computer vision. Some researchers attempt to
use it in entity recognition tasks as its ability to efficiently
extract features from high-dimensional data. Attention mech-
anism is modeled after the selective attention mechanism
used by the human body in visual observation, when more
attention is applied to the key target parts to be observed to
obtain more detailed information. In the case of this paper’s
task, the target becomes a sequence of power metering texts,
where the character, the word, the sentence mentioned at the
current moment are firstly associated with a corresponding
parts of the power metering technology. Its relevance changes
continuously as the text sequence advances. By applying the
attention mechanism to the Encoder-Decoder model struc-
ture [12], the model can obtain the information related to
the next word to be processed in the input text sequence,
and select the key information of the task requirement from
the large amount of power metering text information. As the
attention mechanism weakened the influence of irrelevant
information, the overall effect was improved. Rei et al. [13]
proposed a method for combining word vectors and character
vectors based on attention mechanism. The method used the
traditional method that feature vectors were learned with
English vocabulary as the basic element, and proposed that
character-level information from the vocabulary is necessary
to participate in the training process. Andrej et al. [14] used
the multi-headed Encoder-Decoder structure to achieve better
results in multi-label text classification tasks. Yin et al. [15]
combined BiLSTM and soft attention model to deeply extract
character-level features to identify named entities. BiLSTM
was used to extract global text features. Soft attention model
was used to extract local text features. That work shows that
the attention mechanism can improve the performance of
Chinese NER model.

The above representative methods are basically oriented to
generic domains. The languages of these test dataset were
mainly English. Inspired by the idea of combining multiple
neural networks, Chinese researchers have also proposed
some improved NER methods for Chinese language or spe-
cific domains. Such as Wang et al. [16], Xu et al. [17],
Wu et al. [18], and Luo et al. [19] have proposed NER
models using attention mechanisms in social media domain
and medical domain.

Noting the fact that Chinese language use character and
word combinations to express their meanings. If we use
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character vector or word vector separately, the NER model
will lose certain semantic information. So, Shan et al. [20],
Xu et al. [21], and Dong et al. [22] combine word-level,
character-level and radical-level information in Chinese char-
acters to extract more semantic information and enhance
the Chinese entity recognition. Compared with these meth-
ods which directly concatenate each feature embedding,
Yu et al. [23] and Jia et al. [18] applied an attention mecha-
nism to assign different weights to the union of each embed-
ding to obtain more optimized results. Yang et al. [24] use the
BERT model to pre-train word embeddings. Their input data
has richer word information than other models.

In the power domain, Feng et al. [25] and Tian et al. [26]
both used the BiLSTM-Attention neural network method to
classify text. Although these methods have good precision on
specific content data sets, they cannot specifically identify
entity information and are difficult to be directly used in
the construction of knowledge graph. Fan et al. [27] used
semantic tagging information such as clauses, word segmen-
tation, and part-of-speech tagging as a preprocessing method
in NER for the entire business domain of the power grid.
Zhao et al. [28] used a BiLSTM-CRF model on two cate-
gories of power data. Jiang et al. [29] proposed a NER model
combining BERT, Bi-LSTM, and CRF for power domain.

Among the various previous works, these models have
some shortcomings for the NER task in power metering
domain.

1) BiLSTM-CRF The BiLSTM-CRF proposed by
Lample et al. [9] is one of the most fundamental and
commonly used models for NER task. Many new entity
recognition models are improved from it. As a generic NER
model, BiLSTM-CRF is weak in its ability to capture and
understand the semantic relationships of word contexts in
power metering domain.

2) BiLSTM-CNN-CRF Ma et al. [11] added a convolu-
tional neural network to the BiLSTM-CRF.That can improve
the model’s ability to extract contextual features of words.
However, the main drawback of this model is its low recog-
nition precision of complicated words.

3) NER model using attention mechanism The research
work of Rei et al. [13], Andrej et al. [14], and Yin et al. [15]
involve attention mechanism. The attention mechanism gives
more weights to important words that can optimize the prior-
ity of the model for selection of lexical contextual features
to a certain extent and improve the recognition ability for
complicated words. However the input vector of these model
contains less semantic information which affects the recogni-
tion effect.

In the work of Shan et al. [20], Xu et al. [21] and
Dong et al. [22], they found a joint feature embedding vector
which is constructed from combining character-level features
with word-level features. The joint feature embedding vector
can obtain richer semantic information. So using joint feature
embedding may overcome the above shortcomings.

Now the NER methods using joint feature embedding
and attention mechanisms are still facing many challenge

problems. This paper proposes an innovational NER model
which combine these two factors with neural networks such
as CNN, Bi-GRU, and CRF for the power metering domain.

III. CONSTRUCTING CORPUS DATASETS
A. POWER METERING CORPUS PREPARATION
In order to verify the effect of our NER model, we need to
train and test on the corpus of the power metering domain.
However, there doesn’t exist an open dataset for the power
metering domain which can be directly used for the train-
ing and testing of NER. Furthermore, the distribution of
power metering knowledge resources on the web is scattered,
so a power metering corpus in a certain scale needs to be
constructed.

The power metering corpus is collected from a wide range
of data sources. They are mainly various encyclopedic knowl-
edge data in the web, literature and books of the power meter-
ing domain, and internal business information of relevant
power grid company. Most of these data are unstructured
and include definitions of concepts, technical principles and
applications of various terms.

For the power metering encyclopedic knowledge data,
a crawler script program is constructed using the SCRAPY
web crawler framework to crawl data from all kinds of
power websites. The crawled data should be filtered to
remove duplicated data and non-electricity metering related
data.

For literature data and internal data of electric power com-
panies, we can use many better classification information
with little manual work.

In our work, data pre-processing is carried out for various
types of data. Such as standardizing and unifying the format,
deleting irrelevant text corpus, and dividing statements in the
corpus with the period as separator.

B. POWER METERING ENTITY CLASSIFICATION METHOD
Due to the strong professionalism in the domain of elec-
tric power metering, it makes the classification of entities
more diverse and complex. There always exist some diffi-
cult problems with blurred boundaries of named entities and
inconsistent labeling. For example, ‘‘power meter stop’’ can
be regarded as a type of electric power phenomenon, and it
can also be regarded as ‘‘power meter’’ as a type of electric
power equipment, and ‘‘stop’’ as a type of electric power
phenomenon.

We design a new entity classification method by referring
to the electrical terminology section of Chinese National
Standards which include industry standard terms related to
power metering technology, power metering instruments,
power supply and power consumption, as well as themetering
business information from power grid company. The method
can better delineate various types of terminology and reduce
the occurrence of blurred boundaries. We divide the collected
corpus into five categories of entities which aremetering data,
metering technology, power equipment, power organization,
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and power phenomena. We use that classification method to
annotate and construct a power metering corpus for training
and testing. The details are as follows:

Metering data: We label the parameter names of the power
data monitored by the power metering system and the index
data names obtained by statistical analysis as metering data
entities, such as ‘‘coverage’’, ‘‘total power consumption’’,
‘‘average load’’, etc.

Metering technology: We label the technical methods or
technical behavior related to power metering as metering
technology entities, such as ‘‘voltammetry’’, ‘‘automated
meter reading’’, ‘‘installation inspection’’, etc.

Power equipment: We label the equipment and devices
used for power metering work as power equipment entities,
such as ‘‘voltmeter’’, ‘‘transformer box’’, ‘‘junction box’’,
etc.

Power organization: We label the people, regions and insti-
tutions involved in power metering as power organization
entities, such as ‘‘power maintenance and repair workers’’,
‘‘power supply districts’’, ‘‘SGCC’’, etc.

Power phenomena: We label the phenomena generated in
the process of power metering as power phenomena enti-
ties, such as ‘‘phase sequence abnormalities’’, ‘‘voltage over-
runs’’, ‘‘power theft’’, etc.

By judging the objects described by the domain spe-
cific words and the meanings they expressed, the entity
types can be decided. That can reduce the inconsistency of
backward and forward labeling and improve the precision
of NER.

C. STATISTICS OF ENTITY LABELING OF OUR CORPUS
We use the above classification method to label the corpus
data from multiple data sources and divide the entities into
five defined categories of labels. We adopt BIO labeling
method and use the tool YEDDA [30] for entity labeling
which can segment each character in the labeled corpus. Each
character and the corresponding label are on a separate line,
with a blank line at the end of each sentence, which is consis-
tent with the corpus format of the public data set Conll2003,
so that the program can read the corpus correctly in standard
manner. There are total of 18,665 sentences, including 22,874
entities. The specific number of each entity type in the data
set is shown in Table 1.

TABLE 1. Corpus entity count.

D. CHARACTER VECTORS AND WORD VECTORS
INITIALIZATION
The training data should be firstly converted to the input
format required by the Word2Vec Tool released by Google
Inc. The parameters of theWord2Vec tool are set up properly,
such as the dimension of the word vector, the size of the
window, the minimum number of occurrences of the word
to be trained, and the number of threads, etc.

The Word2Vec tool can generate character embedding for
each word in the sentence. We use the Skip-Gram word2vec
model to transform each word into a corresponding vector.
The Skip-Gram model obtains the probability distribution
of each character in the corresponding position in the word
list by learning the weight matrix between layers. The input
sentence can be represented as s = [w1,w2, . . . ,wn]. The
n denotes the number of words in the sentence. The one-hot
vector of the i-th character is represented by Wi. The output
of this transformation is a sequence of character vectors
[x1, x2, . . . , xn].The character vector of the i-th word in the
sentence is represented by xi.

IV. ATTENTION MECHANISM ENTITY
RECOGNITION MODEL
The structure of our attention mechanism entity recognition
model is shown in Figure 1. Themodel contains a joint feature
embedding layer, a convolutional attention layer, a BiGRU
layer, a global multi-head attention layer and a CRF layer.
In this paper, we combine CNN with local attention mecha-
nism to form a convolutional attention layer, and apply global
attentionmechanism in themiddle of BiGRU andCRF layers.
The model achieves good results on multi-level contextual
feature extraction. The purpose of this model is to generate a
learning function that maps the input sentences to a sequence
of sentence labels.

FIGURE 1. Structure diagram of entity recognition model.
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A. CHARACTER AND WORD JOINT FEATURE
EMBEDDING LAYER
We construct character feature embedding and word feature
embedding separately by BERT, which uses a bidirectional
Transformer as an encoder that fuses textual information from
the left and right sides of the current character [31]. When
training the character vector, instead of encoding sentences
from left to right or right to left to predict characters, the
encoder randomly hides or replaces some characters accord-
ing to a certain ratio and predicts the original characters based
on the context.

In this paper, we use the above power metering corpus
for self-supervised learning of the BERT model, and the
required character embedding and word embedding can be
obtained by pre-training the acquired parameters. Compared
with the traditional Word2Vec model, BERT has stronger
generalization ability and the obtained character embedding
and word embedding have richer semantic information.

Many words in power terminology have similar struc-
tures, and the character feature vectors can be used to
accurately identify the entity boundaries. For example,
‘‘ (low-voltage current transformer)’’ may
be wrongly recognized as ‘‘ (low-voltage current)’’
and ‘‘ (transformer)’’, instead of being one technical
term.

In order to enable the model to dynamically select the
semantic information of word feature vectors and character
feature vectors [32], we construct the structure as shown in
Figure 2. Each character embedding corresponds to the word
embedding to which it belongs, e.g., ‘‘ ’’ corresponds to
‘‘ ’’ as the first set of inputs, ‘‘ ’’ corresponds to ‘‘ ’’
as the second set of inputs. The words, ‘‘ (customers)’’
and ‘‘ (electricity consumption)’’, are processed in the
same way. Specially the word ‘‘ ’’ consists of one single
character corresponds directly to the character ‘‘ ’’. For the
word vector sequence xvoc and the character vector sequence
xch of the input sentence X i, we use bi-linear operations to
capture the correlation information between them. We add
the Relu activation function into the method proposed in the
literature [32] to optimize the range of θ value. The final
embedding representation is obtained by weighted summa-
tion of the xvoc and xch.

FIGURE 2. Attention based joint embedding.

In the formula (1) (2),W t ,W r andW c are different weight
matrices that are continuously tuned through training. Larger
θ indicates higher importance and weight of word features,
and vice versa. The model can be used in different texts to
obtain critical semantic information as needed.We denote the
dimensionality of character embedding and word embedding
by dch and dvoc. The joint feature embedding dimension of
character embedding and word embedding is denoted by de,
and de = dch = dvoc.

θ = Relu(Wt tanh(Wrxvoc +Wcxch)) (1)

x = θ � xvoc + (1− θ )� xch (2)

B. CONVOLUTIONAL ATTENTION LAYER
The convolutional attention layer is using local attention
mechanism on a convolutional neural network. After the
input joint feature embedding, this layer can extract local
contextual features by encoding the input character sequence
and implicitly grouping meaningful related characters in the
local context.

In this paper, we set the size of the sliding window in the
CNN layer to k , and then merge the positional embedding
xpos with the joint embedding of word features so that the
local contextual order information within the sliding window
is preserved. xpos is represented by one-hot vector, meaning
the specific position of the character in the window, and its
dimension dpos has the value of k. The final input embedding
dimension can be expressed as dinput = de + dpos.
We apply local attention to the sliding window of the CNN

layer to maximize the extraction of the semantic relationship
between the center character of the window and the characters
before and after it. The hidden dimension of this layer is
represented by dh. Assuming that the current input data is
a n-th character, the input data in the window is the joint
embedding x[n−(k−1)/2]:[n+(k−1)/2] and the output data is the
hidden vector h[n−(k−1)/2]:[n+(k−1)/2]. The number of both
types of data is k . The hidden vector is calculated as follows:

hm = αmxm (3)

Andm ∈ E,E = {n−(k−1)/2, . . . , n, . . . , n+(k−1)/2},
αm is the attention weight, which is calculated as:

αm =
exp s(xn, xm)∑
i∈E exp s(xn, xi)

(4)

The attention score function s is used to measure the corre-
lation between xn and xm. A higher score means that elements
near position m are more important and should be assigned a
higher weight. The calculation formula is as follows:

s(xn, xm) = vT tanh(W1xn +W2xm) (5)

And v ∈ Rdh , and W1,W2 ∈ Rdh,dinput . The CNN layer
sets dh filters in a context window of size k . This layer uses
multiple filters with different window size to learn contextual
features. The results are expressed as follows.

hcj =
∑
k

(W c
∗ h[n− k−1

2 ]:[n+ k−1
2 ] + b

c) (6)
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For the above equation, W c
∈ Rk×dh×dinput , and bc ∈

Rk×dh . h[n−(k−1)/2]:[n+(k−1)/2] denotes the joint set of hidden
states hi∈E . These data are firstly multiplied by elements in
the same dimension, and then a summation pooling operation
is performed on them in that dimension to accumulate the
variables within each pooling window, and finally the output
of the convolutional attention layer is obtained. The final
output is hcn = [h1, h2, · · · , hn], and hi ∈ Rdh .

C. BIGRU LAYER
The output of the convolutional attention layer are
character-based contextual features, which are then used as
input to the BiGRU layer for further computation as a way to
capture long-term dependencies in the text sequence.

Gated Recurrent Unit (GRU) is a gating mechanism in
Recurrent Neural Networks (RNN), which has excellent
results in many sequence labeling tasks. Compared with
LSTM, which uses multiple gating, GRU can complete the
operation of forgetting and filtering memory by using only
one gating, with simpler structure and fewer parameters,
which makes it better in aspects of time cost and hardware
requirement. Therefore, in this paper, BiGRU is chosen to
replace the commonly used BiLSTM layer.

The BiGRU layer consists of two unidirectional GRUswith
opposite directions. The BiGRU associates the output of the
current moment with the state of both the previous moment
and the next moment. Its purpose is to extract deep textual
features from the input continuous sentence information. The
formula of the BiGRU layer is as follows:

r = σ (W r
· [x t , ht−1]) (7)

z = σ (W z
· [x t , ht−1]) (8)

h′ = tanh(W · [x t , ht−1 � r]) (9)

ht = (1− z)� ht−1 + z� h′ (10)

The reset gate and update gate are represented by r and z.
The output of the BiGRU layer can be represented by Equa-
tion 11, where hcn is the output of the convolutional attention
layer, hgn−1 is the previous hidden state of the BiGRU layer.
W r andW z

∈ Rdh×dh are parameters.

hgn = BiGRU (hgn−1, h
c
n;W

r ,W z) (11)

D. GLOBAL MULTI-HEADED ATTENTION LAYER
In this paper, we use a global multi-headed attention layer in
order to better handle information at the sentence level. The
self-attentive mechanism maps the query to a series of key-
value pairs, on top of which the multi-headed attention mech-
anism is needed because the self-attentive mechanism cannot
capture important features from multiple perspectives and
levels. Thismechanismmaps the input character intomultiple
vector spaces and calculates the contextual representation of
the character in the vector space. The model repeats this step
several times, and finally stitches the results together to obtain
a comprehensive character contextual feature. For example,
the sentence ‘‘

(Excessive electrical loads can cause electrical metering
devices to burn out)’’ is a common form of entity A will
cause entity B for power metering professional expressions.
Therefore, when there exists ‘‘ (cause)’’ in the input
sequence, we should focus on the left and right components
and give them more weight.

The formula for calculating the multi-headed attention
mechanism is as follows

MulitiHead(hn) = concat(score1(hn), score2(hn),

. . . , scoreh(hn))WO (12)

hn is the output of the hidden layer of BiGRU. scorei is the
output of the i-th layer self-attention mechanism, scorei is
calculated as follow:

scorei(hn) = attention(hnW
Q
i , hnW

K
i , hnW

V
i ) (13)

WQ
i , W

K
i , W

V
i and WO are parameter matrices used to

map the input sequence hn to different vector spaces. The
parameter matrix sizes are WQ

i ,W
K
i ,W

V
i ∈ R2dh×dk and

WO
∈ R2dh×2dh . The dk = 2dh/h, dh is the dimension of

the hidden layer OF BiGRU and h is the number of attention
heads. The attention function is the expanded dot product
of the self-attention mechanism operation. The formula is
defined as follows:

attention(Q,K ,V ) = softmax(
QKT
√
d

)V (14)

√
d has a scaling adjustment function to avoid too large inner

product. The output of the hidden layer of the BiGRU layer
at j is defined as hgj = MulitiHead(hn), where j = 1, . . . ,τ
denotes all character instances in the sentence.

E. CRF LAYER
We use the global multi-headed attention layer to obtain
global feature information and then pass it as input data to
the CRF layer for entity recognition of text sequences. CRF
works well for sequence labeling problems and generally uses
a linear chain conditional random field to solve the given
input sequence by a maximum entropy model to predict the
model one to one corresponding with the input sequence
labeling.

In this paper, we denote the CRF layer by H t =

[hrt ;h
g
t ]. Assuming that the predicted label sequence is Y =

{y1, y2, y3, . . . , yτ }, the probability of the true label sequence
is calculated by the following equation:

P(Y |X ) =

exp(
K∑
k=1

(WkHi + bk ))

∑
y′ exp(

K∑
k=1

(WkHi + bk ))

(15)

y’ denotes an arbitrary tag sequence,Wk and bk are trainable
parameters. Finally, the decoding is performed by the Viterbi
algorithm to obtain the recognition results of entity labels.
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F. MODEL TRAINING
We fully exploit various types of semantic information based
on characters, words and sentences in power metering text by
using multi-feature joint embedding, CNN feature extractor
with local attention and global multi-headed attention mech-
anism.

The log-likelihood function is used as the loss function
in training the model. Given a set of training examples
{(X i,Y i)}|Ki=1, the loss function L can be defined as follows:

L =
K∑
i=1

logP(Yi|Xi) (16)

The training process is continuously iterated and the order
of the training samples is randomized to gradually update
the input samples to the model in batches of a certain size.
Finally, the AdaDelta [33] algorithm is used to optimize all
parameters to achieve the final goal.

V. EXPERIMENTS AND ANALYSIS
A. DATA SETS
We construct a corpus of power metering based on multiple
data sources. This corpus includes 356 documents of power
metering domain, with a total of 18,665 sentences. There are
22,874 technical terms that are classified into five categories.
We divide the power metering corpus into training set, test
set, and verification set according to the ratio of 8:1:1. The
training set has 284 documents, the test set has 36 documents,
and the verification set has 36 documents. The evaluation
indicators used in the experiment include precision rate P,
recall rate R, and F.

We use the jieba word segmentation tool to divide the
corpus text and add the counted entity names to the dictionary.
The word segmentation results obtained have an precision of
96.2%. If the length of the vocabulary is long, it is more prone
to word segmentation errors. However, these errors will atten-
uate the weight under the adjustment of the joint embedding
and attention mechanism. Only part of the vocabulary will be
biased, so the impact is small.

The experiment environment is set up as follows. the oper-
ating system is Windows 10, the processor is Intel Xeon
E5-2695, and the memory is 32GB. The programming lan-
guage is Python 3.5, and Pytorch is used as the deep learning
framework. We used Early-stop [34], [35] and Dropout [36]
to avoid the model overfitting problem. At the same time,
we use Adam [37] to update themodel parameters to optimize
its performance. Table 2 records the details of the experiment
parameters.

B. ANALYSIS OF RESULTS
In order to compare the effects of different parameters on the
experiment results and analyse the best experiment results
from different models, the following experiments are carried
out. The training set and test set used in each experiment are
the same.

TABLE 2. Parameters of Att-CNN-BIGRU-CRF model.

1) EXPERIMENT 1
The recognition effect of each model on different entity cat-
egory. The final data is the average of the results of three
experiments as shown in Table 3.

TABLE 3. Recognition result of each models on different entity category.

According to the data in Table 3, we can see that the
F-values of metering data category are higher because the
expression of this category data is uniform and standardized.
The F-value of power organization category is lower, partly
because the number of entities of this category is small, and
partly because some power organizations have long names
and various combinations, which are difficult to be fully
recognized. The number of power equipment category is the
highest, so the recognition effect is good. Metering technol-
ogy and power phenomenon categories have medium recog-
nition effect because there exists many specialized words
which are difficult to be recognized and the recall rate is not
high.

2) EXPERIMENT 2
The impact of learning rate and attention mechanism on
power metering entity recognition.

In order to explore the best performance of this model,
we adjust and compare the core parameters of learning rate
and attention mechanism to obtain the optimal results.

The data in Table 4 shows that the best performance of
this model is achieved with a learning rate of 0.005 and the
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TABLE 4. Influe of learning rate and attention mechanism on entity
recognition results.

TABLE 5. Performance comparison of each model under joint feature
embedding.

addition of an attention mechanism. Then, we select the value
of learning rate near 0.005 for more detailed experiments,
and finally use 0.006 as the optimal experiment parameter as
shown in Table 2.

3) EXPERIMENT 3
Recognition effect of different neural network models on
power metering entities.

Table 5 shows the recognition results of five models. They
are BiLSTM-CRF, BiGRU-CRF, CNN-BiGRU-CRF, CNN-
BiGRU(Att)-CRF only combinedwith global attentionmech-
anism and Att-CNN-BiGRU-CRF proposed in this paper.
Each model uses joint feature embedding. Table 6 shows the
experimental results of our model for the three input cases of
character embedding, word embedding, and joint embedding.

The results of the above experiments are taken as the
average of three results.

From Table 5 and 6, it can be seen that the Att-CNN-
BiGRU-CRF model proposed in this paper is better than the
other five models in terms of three metrics: precision rate,
recall rate and F-value on the same input features.

It can also be found from the experimental results:
1) The CNN-BiGRU-CRFmodel has a higher F-value than

the BiGRU -CRF model. It shows that the use of CNN to
learn local contextual features of words is helpful for entity
recognition.

2) BiGRU is more efficient compared to BiLSTM
algorithm.

TABLE 6. Performance comparison of our model under different feature
embedding.

3) Compared with the CNN-BiGRU-CRF model, the
F-value of our model is improved by 3.05%. The improve-
ment is mainly in some complicated entity terms, such
as ‘‘ (low-voltage current transformer)’’
which is correctly recognized as ‘‘power equipment’’ by
our model. However, in the CNN-BiGRU-CRF model,
‘‘ (low-voltage current)’’ is recognized as ‘‘power
phenomenon’’ and ‘‘ (transformer)’’ as ‘‘power
equipment’’. In addition, in the BiLSTM-CRF model,
only ‘‘ (low-voltage current)’’ is identified, and
‘‘ (transformer)’’ is incorrectly identified as a non-
entity. This shows that applying local and global attention
mechanisms can optimize key features and discard useless
features. The precision of entity recognition can be signifi-
cantly improved.

4) Our model has similar effects when character embed-
ding and word embedding are used as input features, and the
F value is significantly improved after the two are jointly
embedded, which proves that the joint feature embedding
process is effective and necessary.

VI. CONCLUSION
In order to improve the effect of Chinese named entity recog-
nition in power metering domain. In this paper, we pro-
pose an Att-CNN-BiGRU-CRF model. To make full use
of the semantic information in the Chinese character struc-
ture, we use the attention mechanism to dynamically assign
weights to character embedding and word embedding to form
joint embedding as the input of our model. For improving
the computational performance we use GRU to replace the
common LSTM.We use local and global multi-headed atten-
tion mechanisms to assign different proportions of weights
to word-level and sentence-level feature vectors to increase
the importance of critical information. In our experiments,
we compare our model with other entity recognition mod-
els and demonstrate that the attention mechanism has good
results in mining the textual contextual semantic connections,
which indicates that the model proposed in this paper has
better entity recognition performance and has higher appli-
cation value. In addition, this paper also designs a new entity
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classification method in the power metering domain to make
the boundary of specialized terms clearer, and constructs a
corresponding power metering corpus.

Our model has relatively strong generality. The limitations
is caused by corpus construction and subsets of custom dic-
tionaries. That leads to only the power metering domain is
identified currently instead of the whole power domain. That
is not a defect of our model. The reasons are as follows:

1) Our model is based on BiGRU-CRF which has good
generality.

2) The attention mechanism can optimize the accuracy of
the model for capturing contextual features which is also
highly generalized.

3) The joint feature embedding and the CNN both have
generality. As each layer of our model has generality, it can
be applied to the whole power domain with good enough
generality.

In the future, we plan to apply this model to the complete
power domain. In addition, we also plan to make improve-
ments of our model. Such as to combine with dictionary
features in power domain, to add lexical analysis, and to
expand the power metering corpus etc.

Our work has the following implications:
1) Provides an effective method for entity identification

tasks in power metering domain.
2) Our model combines joint feature embedding and atten-

tion mechanism to achieve good experiment results. Which
proves the advantage and usability of joint feature embedding
and attention mechanism.

3) Our model has good generality and can be extended to
do entity recognition tasks in other domain such as medical
domain.

Our work also has many practical applications in smart
power grid, such as:

1) A Question Answering intelligence voice system of
power metering domain based on knowledge graph can use
our model to provide AI customer service. The more better
NER results, the more higher quality of the AI system.

2) When constructing a vertical semantic search system in
power metering domain, our model can be used to extract
semantic knowledge and do semantic retrieval based on
knowledge graph. It will achieve great search results based
one the advantage of our model.
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