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ABSTRACT In this paper, a wireless iterative learning fault estimation algorithm (WILFEA) is proposed
and validated experimentally with the aim to achieve perfect tracking of a prescribed reference trajectory
for systems with packet losses and quantizer measurements that operate repetitively. First, state variables,
Markov chain process of random packet losses, and a logarithmic quantizer are considered to establish an
extended-state-space system model. Next, based on this model, sufficient conditions for linear repetitive
processes are developed with the Lyapunov-Krasovskii technique and H∞ approach is applied to calculate
the observer gain and the learning gain. Then, WILFEA based fault estimation is constructed. Compared
with the existing methods, the proposed WILFEA improves the fault estimation performance in the current
iteration by consider both state error and fault estimation error. Finally, the simulation and experimental
results are used for DC-Servomotor system to illustrate the effectiveness of the proposed approach using
Matlab/simulink software, LabVIEW Software, ZigBee Xbee and Arduino board.

INDEX TERMS Iterative learning algorithm, quantiser measurements, random packet losses, fault
estimation.

I. INTRODUCTION
Networked Control Systems (NCSs) are usually composed
by continuous-time plants, controlled by digital controllers
where the sensors and control signals are transmitted
over user-selected communication network. In this context,
the controller-to-actuator and sensors-to-controller channels
make the overall control signals sampled before being trans-
mitted with communication delays. NCSs providemany tech-
nological advantages, regarding to traditional point-to-point
continuous time control approaches, from the use of net-
worked data transmission between the plant to be controlled
and the control components, such as a reduced installation
costs, better maintainability and greater flexibility [1]–[4].
Moreover, with the growing development of the network
access technologies, NCSs are now being much more dis-
played in many real control systems, for example in wide area
plant automation, in intelligent transportation systems, or in
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smart grids [3]–[6]. However, compared to traditional point-
to-point continuous-time control approaches, the closed-loop
NCS dynamics is strongly affected by the sampled-data
nature of the control signals and the network-induced delays,
which may lead to degrade the closed-loop performances or
in the worst-case to make the closed-loop NCS unstable. Net-
work induced packet losses can cause the delay [7], [8], even
lead to loss and error of system information, thus increasing
the complexity of the system. These factors will affect the
reliability of the system, and cause the system performance
decline. In order to improve the reliability and security of
the system, the NCSs fault diagnosis (FD) of the problem
is crucial. Therefore, it is of great significance to study FD
of NCSs. Many FD schemes have been introduced in the
literatures. For example, in [9], the problem of observer-based
FD for a class of NCSs with random time-delays is studied.
In [10], the FD problem for non-linear NCSs with packet
dropout and delay is investigated. A co-design approach of
time variant residual generator and threshold is proposed
in [11], with the aim to improve the dynamic and the
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sensitivity of the FD system to the faults. Considering the
presence of signal quantization, such as digital computers
with Analogue-to-digital and digital-to-analogue converters,
the presence of access network medium with limited capac-
ities may cause low resolution of the transmission of data
and large quantization errors. Whereas the negative effects
of quantization errors, [12] propose fault estimation (FE)
problem for a class of non-linear quantitative measurement
systems. Over the past decades, considerable attention has
been devoted to the theoretical research on the FE prob-
lem, a few researchers have considered the FE problem for
repetitive systems [13]–[16]. For estimating the fault in a
class of linear systems with sensor random packet losses,
time-varying delays, limited communication and actuator
failure. In [13], an networked iterative learning (IL)-based
FE approach is proposed. Refs. [17]–[19] proposes differ-
ent solutions to the problem of stabilization of systems
with quantized signals. By considering dynamic quantization,
a combined framework was presented in [20] for the analysis
of NCSs via a mixed system approach. However, varying
transmission delays and packet loss were ignored in the anal-
ysis. A LMI-based time-triggered algorithm was provided
in [4] via the approach of time delay for NCSs with dynamic
quantization and network-induced delays, this algorithm is
proposed in terms of sampling instants at the sensors. By
considering logarithmic quantiser of output signals and the
number of quantization levels of output signals, an itera-
tive learning observer for nonlinear systems is provided in
[21]. For describe the time-varying parametric uncertainties,
an adaptive iterative learning control method for switched
nonlinear continuous-time systems with time-varying para-
metric uncertainties is has been investigated in [22]. However,
packet loss was not taken into account. In [21], the fault
estimation problem is investigated for a class of non-linear
systems with quantized measurement. A sensor fault esti-
mation scheme-based iterative learning observer is proposed
for non-linear repetitive system [23]. Some iterative learning
algorithms based fault estimation have been developed for
non-linear systems [21], [23]–[25], but they are restricted
to NCSs [26]–[28]. The discussions above motivate us to
develop a wireless iterative learning algorithm (WILA) based
fault estimation for systems with packet losses and quantizer
measurements. The goal of this paper are highlighted as
follows:

1) A new dynamic model of NCSs is constructed, random
sensor-controller channels packet losses and quantized
measurement are considered in a unified framework.

2) A new relaxed stability is proposed, the Lyapunov
function is presented to verify the stability of state
estimation error system and robust monotonic trial to
trial convergence and satisfy H∞ performance, and the
optimal function is designed to guarantee the iterative
tracking error convergence.

3) The designed WILA is robust against quantizer mea-
surements and packets losses, and it realizes better
tracking performance in fault signal tracking. Finally,

to evaluate the performance of presented iterative learn-
ing scheme based fault estimation method, the pro-
posed method is compared with the existing iterative
learning scheme results [21], [28], the results demon-
strate that the proposed method realizes a short running
iteration index and satisfactory tracking performance in
fault signal tracking.

4) Experimental test bench for validation of designed
wireless iterative learning scheme based fault estima-
tion method is proposed.

The remainder of this paper is organized as follows: The
next section introduces the problem statement and preliminar-
ies, in this section the model of quantized NCSs and Markov
chain process of packet loss are established. The design of
the proposedWILFEA is developed in section III. Section IV
presents, the experimental setup of WILFEA and discusses
the simulation and experimental results. Finally, a conclusion
is provided, including some perspectives of this work.

II. SYSTEM DESCRIPTION AND PRELIMINARIES
The following continuous-time linear repetitive systems with
system fault is considered:

xk (t + 1) = Axk (t)+ Bu(t)+ Ff fk (t)

yk (t) = Cxk (t), 0 ≤ t ≤ Tc (1)

where k denotes the iteration index, k ≥ 0, t is the time
index, Tc is the iteration length; xk (t) ∈ Rn, uk (t) ∈ Rp are
the system state vector and control input vector respectively,
fk (t) ∈ Rq is fault system. The matrices A, B, C , and Ff
are real constant matrices with approximate dimensions. The
initial condition is given by xk (0) = x0.
We consider quantized measurements as in [20]

q(yk (t)) = (I + δq(t))yk (t), (2)

After each transmission and reception, the values in
q(yk (t)) are updated with the newly received values after each
iteration.

If δq(t) = 0, the system output is not affected by data
quantization.
where

δq(t) =


δ1q(t) 0 · · · 0
0 δ2q(t) · · · 0
...

...
. . .

...

0 0 · · · δnq(t),

 , (3)

with
∣∣∣δiq(t)∣∣∣ < θ, i ∈ [1, 2, · · · n],

q(.) denotes the logarithmic quantizers, and satisfies

q(σ ) =


ςτ

1

1+ θ
ςτ < σ <

1

1− θ
ςτ

0, σ = 0
−q(−σ ) σ < 0

(4)

where θ =
1− ρ

1+ ρ
, ςτ = ρτ , τ = {0,±1,±2, · · · }.
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Assuming that random packet losses exist in the sensors-
to-controller link. The following equation describe this
phenomena [10]:

ȳk (t) =

{
yk (t − 1), γ (t) = 0
yk (t), γ (t) = 1

(5)

where γ (t) = 0means that there exist packet losses; γ (t) = 1
indicates that the information transmission is successful in
sensors-to-controller link, ȳk (t)

The stochastic variable γ (t) which satisfy the Markov
chain process. The Markov chain process considered in this
paper is established as follows{

pij = Prob {γ (t + 1) = j | γ (t) = i}∑1
j=0 pij = 1, ∀i, j ∈ {0, 1} , pij > 0.

(6)

where pij denotes the transition probabilities.
Substituting (5) into (1), we can get

xk (t + 1) = Axk (t)+ Bu(t)+ Ff fk (t)

ȳk (t) = CΨ (t)x̄k (t), 0 ≤ t ≤ Tc (7)

with

Ψ (t) =
[
1− γ (t) 0

0 γ (t)

]
and x̄k (t) =

[
xk (t)

xk (t − 1)

]
,

Then, from (7) and (2), the resulting dynamic augmented
system with random packet losses and quantised measure-
ments can be rewritten as

xk (t + 1) = Axk (t)+ Bu(t)+ Ff fk (t)

ỹk (t) = (I + δq(t))CΨ (t)x̄k (t), 0 ≤ t ≤ Tc (8)

III. ITERATIVE LEARNING OBSERVER DESIGN
According to (8), the WNILA based fault estimation consid-
ered in this paper is proposed as

x̂k (t + 1) = Ax̂k (t)+ Bu(t)+ Ff f̂k (t)

+K
[
δq(t)Ψ (t)(y(t)− ŷk (t)

]
)

ŷk (t) = Cx̂k (t)) (9)

where x̂k (t) and ŷk (t) are the estimated state and estimated
output at k iterations, respectively. The parameter matrix K
is an appropriate gain matrix.

If we define the state estimation error in the k th iteration
as

εk (t) = xk (t)− x̂k (t), (10)

and the fault estimation error as

ηk (t) = fk (t)− f̂k (t), (11)

then the dynamic error system can be described by

∆ε(t) = εk (t + 1)− εk (t)

= (A− I − KCΨ (t))εk (t)+ Ff ηk (t))

− δq(t)KCΨ (t)x̄k (t) (12)

∆yk (t) = yk (t)− ŷk (t) (13)

The wireless iterative learning scheme based on the fault
estimating law is proposed as

fk+1(t) = fk (t)+ 01εk (t)+ 02∆εk (t) (14)

In which, 01 and 02 represents gain matrices.
then, the dynamic error system can be described by

ηk+1(t) = fk (t)− f̂k+1(t)

= ηk (t)− 01εk (t)+ 02∆εk (t)ηk+1(t))

= − [01 + 02(A− I − KCΨ (t))] εk (t))

+ (I − 02Ff )ηk (t)+ δq(t)KCΨ (t)02x̄k ) (15)

IV. CONVERGENCE ANALYSIS
To guarantee the error extended system is asymptotically
stable, following Lyapunov function is considered

V (t) = εTk (t)P1εk (t)+ x
T
k (t)P2xk (t) (16)

Let us consider the following optimal function to ensure
the convergence of fault estimating law viaH∞ performance.

Hk (t) =
Td∑
t=0

[
ηTk+1(t)ηk+1(t)− γ

2ηTk (t)ηk (t)
]
≤ 0 (17)

with γ ∈ [0, 1].
Hence, system fault estimation can be achieved.
Theorem 1: Consider linear system (1). The sufficient

condition of the error dynamic system (15), which satisfy
asymptotically stable H∞ performance and the fault estima-
tion error convergence,if there exist positive-definite matrices
P1 = PT1 , P2 = PT2 , gain matrix K , updating gain matrix 01
and 02 and scalars µ > 0, λ > 0, set that K̄ = P−11 K, such
that the following LMI holds:

4 =



−I 0 Ξ13 Ξ14 − I 0 0
∗ − P1 Ξ23 Ξ24 0 − P1 0
∗ ∗ Ξ33 0 0 0 0
∗ ∗ ∗ − µ2I 0 0 Ξ47
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ ∗ Ξ66 0
∗ ∗ ∗ ∗ ∗ ∗ − λI


< 0

Ξ13 = −01 − 02(A− I )

Ξ14 = I − 02Ff
Ξ23 = P1A− δq(t)K̄C

Ξ24 = P1Ff
Ξ33 = −P1 + CTC

Ξ47 = δq(t)CT K̄T

Ξ66 = ATP2A− P2 + λθ2CTC (18)

where (∗) denotes de the symmetric term.
In which K̄ = P−11 K , then K = P1K̄
Proof: Consider the Lyapunov function as

Vk (t) = εTk (t)P1εk (t)+ x
T
k (t)P2xk (t) (19)
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According to (12), the derivative time of (19) is given as:

∆Vk (t) = εTk (t)
[
(A− LC)TP1(A− LC)− P1

]
εk (t))

+ ηTk (t)F
T
f P1Bf ηk (t)xk (t))

×

[
(LCδq(t))TP1LCδq(t)+ ATP2A− P2

]
xk (t))

+ 2ηTk (t)F
T
f P1(A− L1C)εk (t))

+ 2ηTk (t)(LCδq(t))
TP1(A− L1C)εk (t))

+ 2xTk (t)(LCδq(t))
TP1(A− L1C)εk (t))

+ 2xTk (t)(LCδq(t))
TP1Ff ηk (t)

+ 2uTk (t)B
TP2Axk (t)+ 2f Tk (t)FTf P2Axk (t))

+ 2f Tk (t)FTf P2Bu(t)+ 2u(t)BTP2Bu(t))

+ f Tk (t)BTf P2Ff fk (t)) (20)

Meanwhile, Equation (20) satisfy the following
assumptions:
Assumption 1: The input vector satisfy max

1≤k≤n
‖u(t)‖ ≤ ū.

Assumption 2: The intermittent fault signal fk (t) satisfy
max
1≤k≤n

‖fk (t)‖ ≤ f̄ .

According to the assumptions, the derivative time of (19)
is rewritten as:

∆Vk (t) ≤ εTk (t)
[
(A− LC)TP1(A− LC)− P1

]
εk (t))

+ ηTk (t)F
T
f P1Bf ηk (t)xk (t))

×

[
(LCδq(t))TP1LCδq(t)+ ATP2A− P2

]
xk (t))

+ 2ηTk (t)F
T
f P1(A− L1C)εk (t))

+ 2ηTk (t)(LCδq(t))
TP1(A− L1C)εk (t))

+ 2xTk (t)(LCδq(t))
TP1(A− L1C)εk (t))

+ 2xTk (t)(LCδq(t))
TP1Ff ηk (t)

+ 2f̄k
∥∥∥BFTf ∥∥∥ ‖P2‖ ū)

+ 2ū2 ‖B‖2 ‖P2‖)

+ ‖fk (t)‖2
∥∥Bf P2Ff ∥∥) (21)

Then, (21) can be re-written as:

∆Vk (t) ≤

 εk (t)ηk (t)
xk (t)

T 51

 εk (t)ηk (t)
xk (t)

 (22)

with

41 =


−I 0 41,13 I − 02Ff 0
∗ −P1 41,23 P1Ff 0
∗ ∗ 41,33 −γ 2I 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

 ,
41,13 = −01 − 02(A− I )+ 02P

−1
1 K̄C,

41,23 = P1A− KC,

41,33 = −P1 + CTC + λI ,

Based on Lyapunov stability theory, we can rewrite the
inequality (19) as follow:

41 < 0 (23)

According to (17), The optimal functionHk (t) is re-written
as follow

Hk (t) =
Td∑
t=0


 εk (t)ηk (t)
xk (t)

T 42

 εk (t)ηk (t)
xk (t)


 ≤ 0 (24)

with

42 =


−I 0 42,13 I − 02Ff 0
∗ −P1 42,23 P1Ff 0
∗ ∗ 42,33 −γ 2I 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

 ,
42,23 = P1A− δq(t)KC,

42,33 = −P1 + CTC + λ,

42,14 = I − 02Ff ,

Let us denote K̄ = P1K , then the following inequalities
holds

41 = 42 +43 < 0

43 =


0 0 δq(t)02P

−1
1 K̄C 0 0

∗ 0 0 0 0
∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

 , (25)

The matrix 41 is well extracted into the summation of the
constant term.

∣∣δq(k)∣∣ ≤ θ ,
Moreover, if and only if there exist

delta > 0, then the inequality (25) holds, such that

44 =



−I 0 Ξ̄13 Ξ̄14 0 02 0
∗ −P1 Ξ̄23 Ξ̄24 −K̄ 0 0
∗ ∗ Ξ̄33 0 0 0 Ξ̄37
∗ ∗ ∗ −γ 2I 0 0 0
∗ ∗ ∗ ∗ −δI 0 0
∗ ∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ ∗ Ξ̄77


Ξ̄13 = −01 − 02(A− I )

Ξ̄14 = I − 02Ff
Ξ̄23 = P1A− δq(t)KC

Ξ̄24 = P1Ff
Ξ̄33 = −P1 + CTC

Ξ̄37 = δq(t)CT K̄T

Ξ̄77 = −γ2P1 (26)

In which K̄ = P−11 K , then K = P1K̄ .
This completes the proof.
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FIGURE 1. Experimental setup of wireless NCS using ZigBee Xbee
modules for wireless communication, LabVIEW software and Arduino
board and DC servo motor.

FIGURE 2. Real setup of the experiment.

TABLE 1. Technical specifications of ZigBee [29].

TABLE 2. Specifications of HC-020k [30].

V. EXPERIMENTAL AND SIMULATION RESULTS
A. EXPERIMENTAL SETUP
The experimental setup of wireless NCS using ZigBee Xbee
modules for wireless communication, LabVIEW software,
Arduino board, andDC servomotor is depicted schematically
in Figure(1), and the real setup of the experiment as shown in
Figure(2).

The technical specifications of ZigBee is depicted in the
Table (1). The speed sensor module used in this works is an
HC-020k optical speed encoder, the technical specifications
of HC-020k is shown in Table(2).

The speed rate of DC servo-motor is 200 rps and rated
voltage is 3V − 5V . The DC servo-motor is coupled to the
drive motor, the motor driver is an L293D driver IC of Texas
Instrument.

Table(3) shows the specifications of L293D.

TABLE 3. Specifications of L293D [30].

TABLE 4. Parameters of simulations cases.

Arduino board used is an Arduino Uno R3 based on Atmel
Atmega 328 microcontroller and has a speed of clock of
16MHz. The rate speed of DC motor is of 200 rps and he
rate voltage of 3V − 5V .

B. SIMULATION RESULTS
The transfer function of the model of DC servo-motor is
identified using System Identification Tool:

G(s) =
4.67

1.02s+ 3.99
(27)

By choosing a sampling frequency as fs = 1/Ts = 200Hz,
a discrete time equivalent of this plant can be obtained:

G(z) =
0.08864

z− 0.9247
(28)

The state-space model matrices is obtained as

xk (t + 1) = 0.9247xk (t)+ 0.2500u(t)

yk (t) = 0.3546xk (t), (29)

with A = [0.9247], B = [0.2500], and C = [0.3546].
f (t) is considered as intermittent fault signal and is defined

as: f (t) =


f (t) = 0.41(t − 80) 80s ≤ t ≤ 90s
f (t) = 0.45(t − 75.7) 90s ≤ t ≤ 115s

f (t) = 0 115s ≤ t ≤ 130s.
In simulation, we are choosing the initial state of dynamic

model of the system as x0 = [0.1] and f (0) = 0. The range
of input control current of servo-motor is set as 3.5mA, the
reference input speed is set as yr (t) = 60rps. The transition
probabilities according to Markov chain process are given as
p00 = 0.55, p01 = 0.45, p10 = 0.2, and p11 = 0.8.
We presume that DC servo-motor system accomplish the

same assignment above a finite time repetitively, the length
is Te = 130s. The following three cases of quantization
density are considered in this simulation. Table. 4 shows the
observer gainK obtained for deferments quantization density
in accordingly Theorem 1.

The distribution of packet losses are depicted in Figure (3).
The actual speed and estimated speed of DC-Servomotor

subject to packet losses are shown in Figure (4). From this
figure, it is clear to happen that the stability of the systemwill
be slowly reduced. The proposed scheme takes into account
the negative effect induced by packet loss.
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FIGURE 3. The distribution of packet losses (1 means packet received, 0
means packet lost).

FIGURE 4. Actual speed and estimated subject to packet losses.

FIGURE 5. Actual fault and estimated fault.

FIGURE 6. Fault estimating error with (ρ = 0.88, θ = 0.034).

The estimated fault signal and actual fault signal at the
3rd iteration is shown in Figure(5). We can obtain that when
iterative index increases, the estimating of fault achieve better
result.

Figure (6), Figure (7) and Figure (8) present the tracking
trajectory in different iterative index for three cases.

The tracking error Figure (9) decreases according to quan-
tization density. It is clear that tracking error is provided by
reached quantisation.

To improve illustration of the superiority of proposed
scheme, Figure(10) depict the expectations of tracking

FIGURE 7. Fault estimating error with (ρ = 0.99, θ = 0.008).

FIGURE 8. Fault estimating error with (ρ = 0.75, θ = 0.15).

FIGURE 9. Tracking trajectory in different iterative index.

FIGURE 10. Fault estimating error with (ρ = 0.75, θ = 0.15).

trajectory along the iterative index. Compared with the
approach proposed in [21] and [28], the proposed method has
good achievement in fault tracking and a better performance.

C. EXPERIMENTAL RESULTS
In addition, the algorithm for fault estimation for DC
servo-motor is depicted in Table (4). Figure(11) and
Figure(12) show the experimental results. The evolution of
the tracking trajectory of speed are presented at 1st iteration
and 3rd iteration, the random packet losses control input and
are induced through the network via a code running in speed
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TABLE 5. Algorithm.

FIGURE 11. LabVIEW interface display for the monitoring of DC
servo-motor (Experimental result at 1st iteration).

FIGURE 12. LabVIEW interface display for the monitoring of DC
servo-motor (Experimental result at 3rd iteration).

sensor. It can be seen from Figure(11) and Figure(12) that the
estimating results based on WNILA have good performance.

VI. CONCLUSION
In this paper, wireless networked iterative learning algo-
rithm (WNILA) based fault estimation has been proposed
for a class of systems with packet losses and quantizer

measurements. Lyapunov function is introduced to prove the
stability of fault estimation error and the optimal function is
developed to guarantee the iterative tracking error trial to trial
convergence, and satisfy H∞ performance. LMIs is used to
obtain the practicable solution of learning gain matrices and
observer gain matrix. Compared with the existing methods,
the proposed WILFEA in this paper realizes a short running
iteration index and satisfactory performance in fault signal
tracking. The simulation and experimental results show that
the proposed WNILA achieves better fault estimation perfor-
mance under packet losses and quantizer measurement.
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