
Received October 8, 2021, accepted October 19, 2021, date of publication October 22, 2021, date of current version November 4, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3122140

A Gold Futures Price Forecast
Model Based on SGRU-AM
JINGYANG WANG 1, YIFAN LI 1, TINGTING WANG1, JIAZHENG LI 1,
HAIYAO WANG 2, AND PENGFEI LIU 3
1School of Information Science and Engineering, Hebei University of Science and Technology, Shijiazhuang 050018, China
2School of Ocean Mechatronics, Xiamen Ocean Vocational College, Xiamen 361100, China
3Center for Information Technology, Hebei University of Chinese Medicine, Shijiazhuang 050200, China

Corresponding author: Pengfei Liu (liupengfei@hebcm.edu.cn)

This work was supported in part by the Special Project for Cultivating College and Middle School Students’ Scientific and Technological
Innovation Ability under Grant 2021H011410, in part by the Innovation Foundation for Postgraduate of Hebei Province under Grant
CXZZSS2021104, in part by the Scientific Research Project Foundation for High-level Talents of the Xiamen Ocean Vocational College
under Grant KYG202102, and in part by the Foundation of the Hebei University of Science and Technology under Grant 2019-ZDB02.

ABSTRACT As the leading component of the financial market, the price formation mechanism of gold
futures has been attracting extra attention of financiers and scholars. However, the data of gold futures price
belongs to time series, and its forecast is very challenging owing to its chaotic, noisy, and non-stationary
characteristics in data. A new forecast model named SGRU-AM, based on the special gated recurrent
unit (SGRU) and attention mechanism (AM) is proposed in this paper to tackle these challenges. SGRU
is the rectified model of gated recurrent unit (GRU) though executing the 1-tanh function on the reset gate
output of the basic GRU to transform the value range of the reset gate value and adjusting the memory ratio
between the current moment and the previous moment. Firstly, SGRU has the advantage of capturing long-
distance information and can forecast the closing price of gold futures in the next trading day. Then, AM is
introduced to adjust the SGRU time dimension’s feature expression, so that the model can obtain more
comprehensive feature information, learn the importance of current local sequence features and improve
the forecast accuracy. Taking China’s gold futures as an example, the gold futures data of the Shanghai
Futures Exchange are selected from January 9, 2008, to May 31, 2021. Compared with the baseline methods,
the experimental results show that SGRU-AMhas the best performance among all baselinemodels in forecast
efficiency and forecast accuracy.

INDEX TERMS GRU, attention mechanism, gold futures, time series forecast.

I. INTRODUCTION
In recent years, the world economicmarket has been turbulent
and changeable. Gold has the dual attributes of currency and
commodity and has a certain role in avoiding risks. Therefore,
gold futures have become an effective investment method,
and studying and forecasting the gold futures price has impor-
tant practical significance.

The research on financial time series forecast has been
the research direction of scholars at home and abroad
for a long time. As for the gold futures price forecast-
ing, it mainly includes exploring the influencing factors
of gold futures price fluctuation [1], [2], [3] and forecast-
ing gold futures price and its instability. The first classical
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time series methods used in the field of financial time
series analysis include autoregressive moving average model
(ARMA) [4]–[6], generalized autoregressive conditional
heteroskedasticity (GARCH) [7], etc. In addition to the
classical econometric time series forecasting methods, deci-
sion tree [8]–[10], genetic algorithm [11], support vector
machine (SVM) [12] and other machine learning methods
have also been implemented to financial price forecast-
ing [13]. It should be noted that the price of gold futures
presents a very complex nonlinear trend. The traditional lin-
ear model forecast method usually has various difficulties,
and the shallow neural network also has many limitations
and shortcomings in time series forecast. In recent years,
the research method of deep learning has developed rapidly,
and has been successfully applied to many fields [14], [15].
As for the processing of financial time series forecast, deep
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learning can better describe various kinds of highly nonlinear
changes and has achieved good performance in quantitative
investment, risk control, and other aspects.

In the prediction of financial time series, there are differ-
ences in the degree of influence or importance of different
characteristics in the series in the financial time series predic-
tion. Due to the differences in the influence or importance of
different features on the series, important significant features
often contain more information and have a greater impact on
the future trend. Important salient features tend to contain
more information and have a more significant greater impact
on future trends. The features of attention mechanism enable
GRU to pay more attention to the features of high impor-
tance, which can better achieve more effective extraction in
short-term mode and avoid the problem of information loss
caused by too-long time sequence.

Therefore, a new neural network of financial time series
forecast model is proposed, it combines SGRU and AM and
is denoted as the SGRU-AM. The model is fully aware of
the factors among gold market factors and the measurable
economic indicators of the relevant economic market. The
feature set is constructed from these features, as the input
of the model. The SGRU with a higher update efficiency
is used for forecast, and the AM is introduced into SGRU
to optimize the forecast. The AM is used for the hidden
state training weight of all SGRU time steps to improve the
model’s ability to process information. In the experiment,
the SGRU-AM model proposed in this paper forecasts the
next trading day’s closing price of gold futures. To verify the
feasibility and effectiveness of the SGRU-AM, it is compared
with the forecast results of the MLP, RNN, LSTM, GRU,
SGRU, CNN-LSTM [16], and GRU-AM.

The following descriptions are the innovations and major
contributions of this paper:

1) SGRU is a special structure of GRU. The 1-tanh
function is executed on the reset gate output of the
basic GRU to transform the value range of the reset
gate value, and the memory ratio between the current
moment and the previous moment is adjusted. The
SGRU-AM network model is proposed in this paper,
where SGRU is used with its simplicity of the structure
to forecast the gold futures next trading day’s closing
price, and AM can optimize SGRU forecast results by
obtaining the importance of different characteristics.

2) Applying the AM to SGRU in the field of financial tim-
ing sequence forecast can obtain the timing sequence
information comprehensively and learn the importance
of local time sequence characteristics. By enhancing
the impact of vital time features and reducing the
influence of unnecessary characteristics, the forecast
efficiency of the SGRU can be effectively advanced.

3) Under the same data set and experimental conditions,
the proposed model SGRU-AM is parallel with the
benchmark models. Benchmark models include sin-
gle models such as MLP, RNN, LTSM, GRU, and
SGRU, and hybrid models, including CNN-LSTM

and GRU-AM. The higher forecast accuracy of
SGRU-AM is verified by experiments.

II. RELATED WORK
In recent years, it has been prevalent to apply machine learn-
ing and deep learning to time series forecast in the scientific
community. Using emotional news mining combining with
deep learning networks, Peng and Jiang [17] predicted the
trend of rising and falling stock price. They used a multilayer
perceptron model (MLP). Eğrioğlu and Fildes [18] combined
with an identically independent distributed residual bootstrap
method and proposed a new hybrid ANN architecture to
obtain probabilistic result.

Chen et al. [19] applied LSTM to stock price forecast-
ing in China’s stock market, and its forecasting effect was
greatly improved. Kim and Won proposed a new hybrid
LSTM model which combined LSTM with various GARCH
models to forecast stock price volatility. This model enhances
forecast performance by combining the neural networkmodel
with multiple econometric models [20]. Jin used empirical
mode decomposition (EMD) and LSTM to forecast stock
price. At the same time, they analyzed the investor senti-
ment and added the investor sentiment factor to the forecast
model, which further improved the forecast accuracy [21].
Su improved the LSTM algorithm named RFG-LSTM, and
used the China’s A stock market investment market to prove
the effectiveness of the RFG-LSTM [22].

Qin proposed a two-stage cyclic neural network
(DA-RNN) based on the attention mechanism. In the first
stage (encoder), the input attention mechanism was intro-
duced to extract the correlation adaptively for the external
input at each moment. In the second stage (decoder), a
temporal attention mechanism was introduced to capture the
encoder’s long-term temporal dependent information [23].
Moreover, Hu and Zheng proposed a newmultistage attention
network to capture the different influences. It consisted of
the influential attention mechanism and temporal attention
mechanism [24].

E and Ye used the ICA-GRU hybrid network to predict
the gold price. The effectiveness of the proposed method
for the gold price forecast was verified [25]. The results
also show that GRU replacing LSTM has better perfor-
mance in forecast accuracy and time. And compared with
ICA-LSTM, ICA-GRU performs better. Andrés and Werner
used the CNN-LSTM model to complete the prediction of
gold volatility [26]. The CNN-LSTM model could capture
static and dynamic data by converting the time series into
images. Livieris proposed a new deep learning forecast model
to forecast the U.S. gold price and its changes [16]. The CNN
in the model had a difference in obtaining useful information
and receiving time-series data’s internal representation. The
model used LSTM to forecast the gold price. The perfor-
mance of CNN-LSTM in forecasting the US gold price and its
volatility was impressive.Moreover, it verified that the hybrid
model has better forecast accuracy. It should be noted that
the optimal model parameters for forecasting gold price and
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gold price fluctuation are different, and the optimal model
parameters are also illustrated.

The SGRU-AM hybrid network model proposed in this
paper firstly uses SGRU to forecast the gold futures the next
trading day’s closing price, and thenAM is to optimize SGRU
forecast results by obtaining the importance of different char-
acteristics and improve the information processing capability.
Thus, the model completes the forecast of the closing price
of gold futures. And the first 10 consecutive trading days
are used to forecast the next trading day’s the closing price.
The experimental results show that the SGRU-AMmodel can
provide valuable information on future research in this field
of financial time series forecast.

III. THE NOVEL HYBRID MODEL
A. SGRU
GRU, which is known as an improved model of LSTM net-
works, is a proposed model for improving the RNN gradient
explosion and gradient messaging problems. Cho et al. [27]
proposed GRU and applied it in machine translation. Com-
pared with LSTM, GRU not only has a simple structure and
higher forecast accuracy but also greatly reduces the forecast
time. GRU can remember previous information and deal with
long-term dependency problems effectively. GRU has no cell
state, but it has gates that are used to control the influence
of new information on the output value. GRU optimizes the
gate function structure of LSTM, reduces the number of gates
from three to two while mixing the neuron state and the hid-
den state, can effectively alleviate the problem of ‘‘gradient
disappearance’’ in the RNN network. Moreover, compared
with LSTM, GRU reduces replacement, and the model’s the
training time is shorter. GRU has two gates: update gate
and reset gate. The reset gate determines how the new input
information is combined with the previous memory. Update
gate defines how much of the previous memory is saved to
the current time step.

The improved model of GRU is named SRGU. Firstly,
the gate mechanism is rectified based on the GRU. The
1-tanh function is used to transform the value range of the
reset gate. This modification can effectively prevent oversat-
uration and improve the model learning efficiency. Secondly,
the memory ratio between the current moment and the previ-
ous moment is adjusted, so that information could be better
remembered. Thus, the SGRU has a higher update efficiency
compared with GRU. The Fig. 1 is the SGRU memory cell’s
architecture.

The process of the SGRU memory module for a status
update and information output is as follows:

zt = σ (Wz · ht−1 + Uz · xt + bz) (1)

rt = σ (Wr · ht−1 + Ur · xt + br ) (2)

tr t = 1− tanh (rt) (3)

h̃t = tanh (Wh[tr t∗ht−1]+ Uh · xt + bh) (4)

ht = zt ∗ ht−1 + (1− zt ) ∗ h̃t (5)

FIGURE 1. Architecture of GRU memory cell.

where, xt is the input vector at time t, ht−1 is the state memory
variable at time t-1, zt is the value of the update gate, ht is
the state memory variable at time t , h̃t represents the state
of the current state of the candidate set, Wt , Wz, Wh, Ut , Uz,
Uh and bt , bz, bh represent the weight matrix and bias vector
respectively. σ is the logistic sigmoid function, ∗ is the dot
product of two vectors.

The reset gate will determine how much of the last hidden
state goes into the following process. In other words, it resets
the cell’s hidden state at time t-1, so this gate function is
called the reset gate. The rt in Eq. (2) is obtained by exe-
cuting sigmoid function transformation through xt and ht−1.
Then, Eq. (3) presents the process of obtaining tr t . This
rectification changes the degree of information preservation
and can prevent the occurrence of oversaturation. rt is the
reset gate value of the basic GRU, but tr t is the reset gate
value of the SGRU. Eq. (1) represents the value of update
gate processed at time t. Eq. (4) represents the process that
obtained h̃t . Update gate zt will retain information about the
current cell and pass it to the next cell. It should be noted
that the ratio between the current moment and the previous
moment is adjusted as shown in Eq. (5).

From the above information processing, SGRU can also
remember the previous information well. SGRU uses the
update gate and the reset gate, which control the final out-
put information of the SGRU memory cell at the current
time. Instead of discarding previous information over time,
SGRU retains relevant information and passes it on to the next
unit, so it takes advantage of all the information and avoids
the gradient extinction problem. Moreover, 1-tanh function is
used to transform the value range of the reset gate, so that
the dependence between short-term information has been
strengthened, while long-term information can also be better
preserved. So, the possibility of SGRU oversaturation is less.

B. AM
In 1980, Treisman and Gelade proposed the AM based on
the study of human vision. In order to reasonably utilize
the limited resources of visual information processing [28],
human beings need to select a specific part of the visual region
and then focus on it. The AM can optimize the traditional
model by calculating the probability distribution of attention,
selecting more critical information from a large amount of
information, and highlighting essential parts of the input
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The calculation process of AM is as follows:

1) Attention mechanism calculates the weighted sum of
the input vector expression, and theweight indicates the
importance of the feature at each time point. Suppose
the input is K feature vectors, hi, i = 1, 2, . . . , k . The
attention mechanism can obtain the environment vector
based on hi. As shown in formula (6):

ci =
∑k

i=1
aihi (6)

where the weight attached to the state is the weight of
attention ai.

2) The input vector was trained through a fully connected
network to obtain ai, and the score si of each hidden
layer vector is calculated to evaluate its influence on
the output. As shown in formula (7):

si = tanh
(
W T hi + bi

)
(7)

where W is the weight of AM, bi is the bias of AM,
hi is the input vector, and W and bi are shared weights
in each layer.

3) The softmax function is used to normalize the score si
to obtain the final weight coefficient ai. As shown in
formula (8):

ai = softmax(si) (8)

C. SGRU-AM
The model constructed in this paper consists of two parts:
SGRU and AM. As a special structure of GRU, SGRUmakes
sequence forecast of input feature components. Then, the AM
automatically fits the weight distribution of SGRU. It also
multiplies and sums the output vector of the hidden layer
of the SGRU at different time points with the corresponding
weight, and SGRU can give more weight to the important
feature components. Through these processes, the final char-
acteristic expression of the model is the optimized forecast.
Finally, the AM covers the output of each cell, which makes
the model obtain more comprehensive and detailed feature
information. The information processing capability of the
model has been improved by combining with AM. The struc-
ture diagram of the SGRU-AM model is shown in Fig. 2.

IV. EXPERIMENTS
A. EXPERIMENTAL PROCESS
The flow diagram of the experimental process is shown
in Fig.3.

The main process is as follows:

1) Collect data: It is necessary to collect various data items
used in the experiment.

2) Data preprocessing: Data preprocessing on the col-
lected data is performed, including operations such
as data cleaning, data integration, data standardiza-
tion, and data set division. The z-score standardiza-
tion method is adopted to standardize data, as shown

FIGURE 2. Structure diagram of SGRU-AM model.

FIGURE 3. Flow diagram of the experimental process.

in Eq. (9).

xnorm =
xi − x̄
s

(9)

where, xnorm is the standardized value, xi is the input
data, x̄ is the average of the input data, and s is the
standard deviation of the input data.
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TABLE 1. Feature set of prediction data.

3) Input training set: The training data set required for
model training is inputted.

4) Initialize themodel: The parameters in themodel, num-
ber of iterations, learning rate, and other parameters are
set.

5) Train forecast model: The forecast model with set
parameters is trained on the training set data.

6) Calculate the loss function: The loss function of the
model is calculated.

7) Determine whether the end condition is satisfied:
It is judged whether the model meets the end condition.
If the condition is met, it means that the current model
is the trained forecast model, and then continue to the
step 8; if the condition is not satisfied, jump back to the
step 9.

8) Save the model: The trained forecast model is saved.
9) Adjust the weight coefficient: The model weight coef-

ficient is adjusted, jump back to the step 5.
10) Input testing set: The testing data set needed for model

training is inputted.
11) Data standardization: The data of the testing set are

standardization.
12) Forecast: The standardized testing data set is inputted

into the trained model to make forecast.
13) Output forecast results: The forecast results are

obtained and output.
14) Evaluate model: Three indicators of root mean square

error (RMSE), the mean absolute error (MAE) and
R-square (R2) are used to evaluate different models’
forecast effects. The Equations of the three indicators
are as follows:

RMSE =

√
1
n

∑n

i=1

(
ŷi − yi

)2 (10)

MAE =
1
n

∑n

i=1

∣∣ŷi − yi∣∣ (11)

R2 = 1−

(∑n
i=1

(
yi − ŷi

)2)
/n(∑n

i=1
(
ȳi − ŷi

)2)
/n

(12)

where ŷi is the predicted value and yi is the real value.
The value of R2 is between 0 and 1. The smaller the
MSE and MAE values, the closer the R2 value is

to 1, which indicates that the prediction accuracy of the
model is higher.

B. DATASETS
Data series of gold futures price is the time-series data,
which can be analyzed and forecasted based on its historical
price. A reasonable construction of the forecast feature set
is vital to the model’s convergence and forecast accuracy.
Moreover, many factors are affecting the price fluctuation
of gold futures. Through existing studies and analysis of
the current market, the economic factors affecting the price
of gold futures mainly come from two aspects. On the one
hand, the fluctuation of the gold market would affect the
gold futures price fluctuation. The factors selected from the
gold market include the daily settlement price, the open
position [29], the trading volume [30], and the gold spot
price in China [31], [32]. On the other hand, the supply
and demand of gold would fluctuate with the change of the
economy, so the price of gold futures will be affected by the
macro-economy. As for the relevant economic impact of other
markets, the measurable factors selected in this paper include
the Dow Jones Industrial Average (DJIA), Standard & Poor’s
500 Index, Nasdaq Composite Index, USD/RMB exchange
rate, and US Dollar Index (USDX).

To sum up, a total of 9-dimensional feature vectors, includ-
ing gold market factors and relevant economic measurable
factors are constructed as the input of the forecast model,
as shown in Table 1. Data are collected once a day, and the
input characteristic dimension is 9, as shown in Table 2.

The experimental data are obtained from the Wind
database and the financial website (https://cn.investing.com).
The main contract of gold futures on the Shanghai Futures
Exchange is selected and the date range is from January 9,
2008, to May 31, 2021. Excluding holidays and weekends,
a total of 3245 days of data as a data set. According to the
ratio of 8:2, the data is divided into training set and testing
set, China’s gold futures closing prices are shown in Fig. 4.

C. EXPERIMENTAL SETUP
Firstly, all experiments are carried out in the same test envi-
ronment. The experiment is taken on Jupyter notebook based
on Python 3.7 interpreter underWindows 10, 64-bit operating
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TABLE 2. Partial sample data.

FIGURE 4. Daily gold price trend from January 9, 2008 to May 31, 2021.

TABLE 3. Parameter setting of SGRU-AM.

system. The model is built and implemented based on the
TensorFlow framework. The TensorFlow version is 1.14.0.
The hardware configuration is Intel (R) Core (TM) i5-4300u
CPU@1.90GHz 2.49 GHz, memory 8GB.

Additionally, the parameter setting of SGRU-AM is shown
in Table 3. The SGRU-AM model is composed of a layer
of SGRU and combines the AM layer to forecast the gold
futures’ closing price. The forecasted value is the next trading
day’s closing price.

D. MODEL CONVERGENCE
It is should be attached attention to verify the convergence
of the model after the model parameters have been set.
The convergence comparison is shown in Fig. 5. When all
parameters are the same, the convergence of GRU, SGRU,
GRU-AM, and SGRU-AM is compared. In the first 6 training

FIGURE 5. Convergence of GRU, SGRU, GRU-AM and SGRU-AM
convergence.

times, SGRU has a faster convergence speed than GRU.
Moreover, the convergence speed of the single model is faster
than that of the hybrid model, and the convergence speed
of SGRU-AM is faster than GRU-AM. When the training
reaches 6 times, the convergence speeds of GRU and SGRU
are basically the same and tend to be stable; when the number
of training times exceeds 20, the convergence speeds of the
four models tend to be stable and the speeds are equal. From
the overall analysis of the models, the convergence effect of
SGRU is better than the other three. Themodification of GRU
has a certain improvement in convergence performance.
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FIGURE 6. Comparison of forecasted value and real value.

E. FORECAST COMPARISON
In order to verify the effectiveness and superiority of
the SGRU-AM model, the performance of the SGRU-AM
model is compared with benchmark models. Furthermore,
the benchmark models have consisted of single models such
as MLP, RNN, LSTM, GRU, and SGRU, and hybrid models,
including CNN-LSTM, and GRU-AM. Among the above
models, the CNN-LSTM model is the gold price forecast
model proposed in the paper [16]. It is worth noticing that
the training and testing of each model are carried out in the
same environments.

The forecast effect of SGRU-AM is analyzed and com-
pared with that of the single model and mixed model. The
forecast effect of the model is evaluated by the three eval-
uation indicators MAE, RMSE and R2, and the results are
shown in Table 4. MLP has the worst performance among
the deep learning models, it has the largest value of MAE
and RMSE, and the smallest value of R2. SGRU-AM has the
best forecast effect and can provide a reliable reference for
investors. SGRU performed best in the single model. Com-
pared with RNN, the MAE value of SGRU decreases from
8.12228 to 6.87255, the RMSE value of SGRU decreases
from 10.86029 to 8.52930, and its R2 value increases from
0.94631 to 0.96688. Compared with GRU, the MAE value of
SGRU decreases from 7.08941 to 6.87255; the RMSE value
of SGRU decreases from 9.16237 to 8.52930 and the R2 value
of SGRU increases from 0.96178 to 0.96688. Furthermore,
the performance of the hybrid models is better than that
of the single models. Moreover, among the hybrid models,
the SGRU-AM model performs the best. Compared with
GRU-AM, the MAE value of SGRU-AM decreases from
4.58940 to 3.59882; the RMSEvalue of SGRU-AMdecreases
from 5.88732 to 4.79393 and the R2 value of SGRU-AM
increases from 0.98422 to 0.98953.

Moreover, Table 5 presents a comparison of the time
spent on model training and testing. It can be concluded
from Table 5 that the single model takes less time than the

TABLE 4. Comparison of model forecast results.

TABLE 5. Comparison of training and testing time of different models.

mixed model. In the mixed model, GRU-AM consumes the
shortest time, with the training time of 95.56980 and the
testing time of 0.79065, while the training time of SGRU-AM
is 97.00768 and the its testing time is 1.85847.

Additionally, for a more intuitive comparison, the fore-
casted values of all models and real value are plotted as
shown in Fig. 6. Furthermore, in order to display the results
more clearly, the data after September 1, 2020 are selected to
draw a comparison diagram of the forecast results of different
models, as shown in Fig. 7. The legends of the Fig. 6 and
Fig. 7 are the abbreviations of corresponding models.

Moreover, the SGRU-AM model is applied to predict
the closing price of U.S. gold futures. The data from
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FIGURE 7. Comparison of forecasted value and real value after September 1, 2020.

FIGURE 8. Comparison of U.S. Gold Futures real value and SGRU-AM forecasted value.

January 1, 2019 to May 31, 2020 of the U.S. COMEX
exchange is selected as the testing data set to verify the gen-
eralization ability of the SGRU-AM model. The MAE value
of SGRU-AM is 4.78802, the RMSE value of SGRU-AM
is 6.16506, the value of R2 is 0.98196. The comparison of
the predicted value and the real value is shown in Fig. 8.
In Fig. 6-8, the abscissa represents time, and the ordinate
represents the value of the gold futures settlement price
(the unit of ordinate is yuan).

F. EXPERIMENTAL ANALYSIS
It’s obvious that the worst performing model among the deep
learning models is MLP with the MAE value of 9.27862,
RMSE value of 11.46375 and R2 value of 0.94018, while the
SGRU-AM has the best predictive effect among all models,
its MAE value is 3.59882, the value of RMSE is 4.79393,
and the value of R2 is 0.98953. In addition, as a special
structure of GRU, SGRU have better forecast accuracy than
GRU. Moreover, although hybrid model costs more time, it is
worth noticing that the hybrid model performs better than the

single deep learning model, which reduces the fitting error
and improves the forecast accuracy. Compared with GRU-
AM, the MAE value of SGRU-AM is reduced by 27.51%,
the RMSE value is reduced by 22.8%, and the R2 value is
increased by 0.53%.

It can be concluded from Fig. 6 that the forecast accuracy
of SGRU-AM is the highest among all the models, and the
distance between the forecast value of the SGRU-AM and the
real value is the smallest. As shown in Fig. 7, when there is a
large fluctuation, it is the time to test the forecast performance
of themodel. It should be noted that with the increase of infor-
mation amount, the forecast accuracy of all forecast models is
declining, but in this case, SGRU-AM also performs best. It is
obvious from Fig. 8 that SGEU-AM performed very well in
forecasting the closing price of U.S. gold futures. This shows
that SGRU-AM has a good generalization ability.

Based on the empirical analysis of gold futures price fore-
cast and the double aspects of forecast accuracy and forecast
time consumption, the SGRU-AM model proposed in this
paper has a good effect on the gold futures price forecast.
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In other words, the application of SGRU-AM has a certain
reference value for grasping the trading opportunity and
avoiding risks of gold futures.

V. CONCLUSION
In this paper, a novel SGRU-AM model is proposed
and applied to forecast the gold futures closing price.
SGRU has a simple structure and can solve the problem that
traditional neural networks cannot remember and use histor-
ical information. AM is introduced to regulate the feature
expression of GRU time dimension, so that the model can
obtain more comprehensive feature information and learn the
importance of current local sequence features. Selecting the
gold market’s factors and other markets’ relevant economic
measurable factors which affect the price volatility of gold
futures construct the feature set. MLP, RNN, LSTM, GRU,
SGRU, CNN-LSTM, and GRU-AM are used as benchmark
models to forecast the gold futures closing price in China
respectively. The main findings of the paper are as follows:

1) SGRU is the rectified model of GRU though executing
the 1-tanh function on the reset gate output of the basic
GRU to transform the value range of the reset gate value
and adjusting the memory ratio between the current
moment and the previous moment. The use of SGRU
can fully consider the timing characteristics that affect
the variation characteristics of gold futures prices, and
it has good time series data fitting regression ability and
high forecast efficiency.

2) SGRU-AM combines the advantages of SGRU and
AM. Firstly, the SGRU model has a higher update
efficiency compared with GRU. And the SGRU-AM
improves information processing capabilities by com-
bined with AM to give heavier weight to more impor-
tant feature information.

3) The experimental results show that compared with the
benchmark models, the SGRU-AM model proposed in
this paper has a higher forecast accuracy while main-
taining a faster model training speed.

To sum up, using SGRU-AM to forecast the gold futures
closing price of the next trading day can help investors reduce
investment risks and seek investment opportunities. However,
there are many factors affecting the price change of gold
futures, because the SGRU-AMmodel does not fully consider
the impact of other external factors, so the model needs to
be further improved. For example, it’s worth trying to pay
more attention to various factors, such as the futures mar-
ket’s own system characteristic, the national macroeconomic
policy, and the development direction of the national econ-
omy. In further research, it can be considered that adding
investor sentiment analysis to optimize the feature set so as
to further optimize the model. In addition, the validity of
SGRU-AM has been verified in forecasting the timing data
of gold futures. Furthermore, it is worth exploring its forecast
effect on other futures prices and financial time series forecast
yield.
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