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ABSTRACT TheArabic language hasmany spoken dialects. However, until recently, it was primarily written
in Modern Standard Arabic (MSA), which is the formal variant of Arabic. Social media platforms have
changed the face of written Arabic where users converse freely in various dialects, thus offering a massive
number of resources for the study of dialectal text. The Arabic dialects differ from MSA in morphology,
syntax, and phonetics. Consequently, since the effectiveness of NLP tasks—like sentiment analysis—is
dependent on the availability of representative resources, there is currently a great need for such resources
in these dialects. In this paper, we present MARSA—the largest sentiment annotated corpus for Dialectal
Arabic (DA) in the Gulf region, which consists of 61,353manually labeled tweets that contain a total of 840K
tokens. The tweets were collected from trending hashtags in four domains: political, social, sports, and
technology to create a multi-domain corpus. The importance of such a corpus is to facilitate the study of
domain-dependent sentiment analysis in Arabic. In addition to this corpus, the annotators extracted indicator
words to form affect lexicons for each domain. We draw insights from these lexicons regarding contextual
polarity of certain words. Furthermore, we present benchmark experiments on the MARSA corpus in order
to establish a baseline for further studies.

INDEX TERMS Corpus, sentiment analysis, dialectal Arabic.

I. INTRODUCTION
The Arabic language is spoken by more than 400 million
people in the world and is ranked as the fifth most-spoken
language [1]. Arabic is mainly divided into Classical Arabic
(CA), Modern Standard Arabic (MSA), and Dialectal Arabic
(DA). Today, CA is mainly found in pre-Islamic poems,
traditional texts, and in the Holy Quran, while MSA is the
formal language that is used in news, books, and educa-
tion. DA, on the other hand, is derived from MSA and had
rarely been used in written form—except recently, with the
social media revolution. DA is generally classified into five
major geographical dialects: Egyptian, Gulf, Iraqi, Levantine,
and Maghribi [2]. Furthermore, each of these geographical
dialects has several local varieties.
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Social media platforms have become one of the major
communication mediums nowadays due to the higher acces-
sibility to the internet and rapid adaptation to smart phones.
One of themost used social media platforms is themicroblog-
ging platform Twitter, with more than 353 million users
in 2020 [3]. Interestingly, Arabic is the fourth most used
language on Twitter [4]. Arab users on Twitter primarily com-
municate and express opinions in DA. Consequently, research
on DA analysis has gained significant interest recently. Har-
vesting the content available online for value and meaning
is a rapidly growing demand in multiple sectors. Employing
sentiment analysis to discern trends, opinions and attitude in
social media aids in understanding large number of users and
costumers in an automated way to provide better services.

A corpus comprising data entries and their labels is
an essential resource for creating sentiment analysis learn-
ing models or classifiers, enhancing machine’s linguistic
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intelligence in order to improve understanding of available
data. Mainly, corpus annotation is accomplished in three dif-
ferent ways [5]. First, there is the manual approach in which a
group of individuals with linguistic proficiency, consisting of
at least two members, perform the annotation. Second, there
is the crowdsourcing approach that utilizes assistive interface
tools. Third, there is the automatic approach in which the
correct annotation label is deduced from a type of rating
indicator, such as star-ratings in review systems or emojis on
social media platforms.

This paper presents MARSA, the largest DA corpus anno-
tated for sentiment classification purposes in the Gulf dialect.
This corpus comprises of 61,353 tweets. Other than being in
DA, the importance of the created corpus is that it is a multi-
domain corpus covering the following domains: sports, pol-
itics, technology, and social issues. This facilitates research
into the contextual polarity of certain words and phrases,
where aword can be positive in a certain domain, and negative
in another. It also enables the training of domain-specific
classifiers, as demonstrated in this paper, which can enhance
the performance of sentiment analysis.

MARSA was annotated manually with 11 annotators com-
pleting the job in four months. A manually annotated corpus
requires high human labor because annotators must assess
each data entry and classify it under one of the provided
labels. The tweets were classified into five labels: positive,
negative, neutral, sarcasm, and both. Positive and negative
were used to label tweets with the corresponding affect, while
a tweet that does not hold any polarity toward either positive
or negative was labeled neutral. In addition, sarcasm was
used to label tweets where the meaning of the words in a
tweet were opposite of what the user intended to say, which
in terms of sentiment means that positive words were used
to covey a negative sentiment and vice-versa. Last, both was
used to label tweets that contain both positive and negative
sentiments.

The remainder of the article is structured as follows.
Section II provides an overview of the related work on sen-
timent corpora in Arabic. In Section III, we describe our
approach and observations while creating the corpus and
lexicons. Section IV explains the challenges we faced in
annotating the corpus. In Section V, we report on the results of
our benchmark experiments on the corpus, while Section VI
presents our conclusion.

The lexicons are publicly available at the group’s reposi-
tory [6]. The corpus is available on request.

II. RELATED WORK
Research on Arabic Sentiment Analysis (SA) has gained
much attention over the last few years—numerous efforts
have been made in the field and the number of studies on
Arabic SA has significantly increased [7]–[9]. Despite this
expansion of Arabic SA corpora, there is still a gap in the field
because constructing such corpora is costly in terms of time
and effort. However, there exist research that has constructed
corpora for Arabic SA with different genres of text. Early

work focused on reviews, as in [10]–[15]. Recently, the focus
has shifted to social media platforms, such as Twitter, due
to the proliferation of these outlets among users. Since the
focus of this paper is on Arabic tweets, we review the corpora
and lexicons that we found in the literature on the SA of
Arabic tweets. As stated in [9], resource quality significantly
influences the classification performance.

Refaei et al. [16] constructed and released a corpus of Ara-
bic tweets annotated for SA, which is available in the LREC
repository of shared resources. It consists of 6,894 tweets:
833 positive, 1,848 negative, 3,685 neutral, and 528 mixed.
It was annotated for morphological features, simple syntactic
features, stylistic features, and semantic features.

One of the earliest datasets on the SA of Arabic tweets was
the Arabic Sentiment Tweets Dataset (ASTD) [17], which is
anArabic tweet corpus written in the EgyptianDialect. It con-
sists of approximately 10,000 tweets that are classified as
objective, positive, negative, and mixed. It presents baseline
models in order to provide benchmarks for future work.

Similarly, [18] presented the AraSenti-Tweet corpus,
which is a corpus of Arabic tweets written in the Saudi
Dialect and annotated for sentiment. This corpus was manu-
ally annotated in order to produce a gold standard using four
classes: positive, negative, neutral, and mixed. Subsequently,
it was used in the development of different benchmark SA
classifiers.

SemEval is a yearly series of semantic evaluation tasks
that are held to foster competition in several tasks related to
semantic analysis systems. Since SemEval 2013, a task was
dedicated to Twitter sentiment analysis. This task endorses
SA research of short informal texts and provides a bench-
mark for the comparison of different approaches. In SemEval
2017 [19] and 2018 [20], Arabic tweet datasets that are
annotated for sentiment classification were also included,
serving as excellent benchmarks for the Arabic SA research
community.

In [21], a manually annotated Arabic Speech Act and Sen-
timent corpus of tweets (ArSAS) is presented. It is considered
to be the first corpus of Arabic speech act on Twitter because
it is annotated for six different classes of speech act: assertion,
expression, recommendation, respect, question, and miscel-
laneous. Moreover, the tweets are also annotated for four
classes of sentiment: positive, negative, neutral, and mixed.
The corpus contains more than 21,000 Arabic tweets.

In [22], using SA as a case study, the authors investigated
whether it is possible to adapt classification models that have
been trained on MSA data for texts written in DA. The DA
used in this study was the Levantine DA. Hence, a new corpus
of tweets written in the Levantine DA was presented and
annotated for sentiment. Subsequently, several experiments
on sentiment classification were performed using this corpus.
The results showed that a model trained on the MSA corpus
does not perform well on the DA corpus, suggesting that
dialects should be treated as separate languages.

The Arabic Tweets Sentiment Analysis Dataset (ATSAD)
is presented in [23], where distant supervision was employed
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through the use of emojis as noisy labels in order to collect
a dataset of 36,000 tweets that were labeled as positive and
negative; subsequently, a subset of 8,000 tweets was anno-
tated manually. To evaluate the corpus, emoji-based anno-
tation was compared to human annotation. In addition, the
human-annotated dataset was used to improve the annota-
tion of the automatically-labeled dataset through self-training
approaches.

Table 1 presents a summary of the highlighted Arabic
corpora mentioned earlier. We can see from this table that the
largest corpus found contains 38,037 tweets, the corpus we
present in this paper exceeds this number. Moreover, all the
papers mentioned previously do not present a multi-domain
corpus. In this paper, we aim to fill this gap.

An essential SA resource is sentiment lexicons, where
words are labeled in accordance with their sentiment polarity
(positive, negative, neutral). Sentiment lexicons are created
either manually or automatically. In the manual approach,
words that are extracted from datasets are manually labeled
as positive, negative, or neutral. These lexicons are usu-
ally more accurate than sentiment lexicons that are con-
structed automatically—however, they are limited in size.
Several Arabic sentiment lexicons that were constructedman-
ually include [24]–[30]. These manually constructed lexicons
require human effort and time; hence, automatic approaches
have been proposed. [31] proposed an automatic approach
using graph reinforcement applied on machine translation
tables of an English lexicon translated into Arabic, while [32]
performed an automatic mapping of the Arabic WordNet
(AWN) 2.0 to the English SentiWordNet (SWN) 3.0 through
union gloss-synset string matching. [. . . .33] used a seed list to
expand on AWN 2.0 synset relations. Similarly, [34] applied
automatic gloss-synset matching between AraMorph English
gloss terms and SWN synset terms adjusted using heuristics
and manual back-offs. [35] used the translation of an English
lexicon (MPQA) and term expansion utilizing synonyms,
followed by Pointwise Mutual Information (PMI) between
terms and seed words in a large set of reviews. [36] also used
English lexicons translation and PMI on a large-scale dataset
of Arabic tweets.

Although these Arabic sentiment lexicons have shown
comparable performance for Arabic SA, they are not all
domain-specific. Consequently, a word that has opposite sen-
timent in different domains cannot be detected and causes
ambiguity for the sentiment classifier. Therefore, in this
paper, we aim to fill this gap by proposing an Arabic sen-
timent lexicon that is domain-specific.

III. CORPUS CREATION
TheMARSA corpus comprises tweets collected fromTwitter.
It is manually annotated for sentiment and the tweets are
categorized into four domains: social, political, sports, and
technology. One important byproduct of the process was the
curation of sentiment lexicons—one for each of the four
domains. This section describes the corpus creation process,
which consists of four stages: data collection, preprocessing,

TABLE 1. Existing arabic corpora.

annotation, and inter-annotator agreement. The following
sub-sections explain these four different stages in detail.

A. DATA COLLECTION
Over half a million tweets, around 658,000, were collected
between November 2015 and February 2016 using Twitter
API and R scripts. The tweets were collected from trend-
ing hashtags in Saudi Arabia in four different domains:
social, political, sports, and technology (tech), Table 2. The
tech domain focused on hashtags related to the weakness
of internet connections that were targeted at telecommuni-
cation companies. The sports domain focused on hashtags
that were created and active during football matches. The
social domain focused on hashtags about issues affecting
the Saudi society, such as royal orders, Saudi budget, issues
affecting the income of Saudi citizens, etc. It also included
hashtags about shocking stories or controversial issues that
initiated substantial reaction as well as hashtags that spec-
ulated or reported on school closings due to weather con-
ditions. The political domain focused on covering political
events, including news about terrorism or military activi-
ties, as well as on hashtags initiated by Saudi government
opponents.

B. PREPROCESSING
The data was cleaned from irrelevant content, such as user
mentions, URLs, emojis, and non-Arabic characters. We also
removed content that did not affect meaning, such as elon-
gations, diacritics, and punctuation marks (except for under-
scores). In addition, we normalized different Arabic letter
forms—for example, the different forms of alif ( ) were
converted into ( ), the letter ta ( ) was converted to ( ).

Initially, the collected tweets contained many duplicate
tweets that were subsequently removed; however, spam pre-
sented the main challenge because spam tweets constituted
the majority of the corpus in the beginning. This persuaded us
to develop a spam detector [37]. It was trained on an annotated
sample of the data where the annotators labelled spam tweets
as noise. The resulting spam detector was applied to the entire
corpus. The details were published in [37]. After removing
duplicate and spam tweets, the corpus size decreased from
658,000 to 142,434 tweets, with 22% of tweets left.
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TABLE 2. Corpus description before preprocessing.

C. ANNOTATION
Out of 142,434 tweets, the annotators manually labeled
107,581 tweets with one of six labels: positive, negative, both,
neutral, sarcasm, cannot be determined (Table 3). To do so,
they used the following guidelines:
• Positive: There is a clear indicator that the opinion is
positive even if it is not strong.

• Negative: There is a clear indicator that the opinion is
negative even if it is not strong.

• Both: A tweet has a mixed positive and negative senti-
ment with the same strength.

• Neutral: There is no opinion in the tweet (i.e., news).
• Sarcasm: A tweet says something positive while its
meaning is negative (or vice versa).

• Cannot be determined (ND): The existence and direction
of the polarity is not clear.

A simple annotation interface was created. The interface is
shown in Figure 1. It shows a tweet and asks the annotator to
select one of the labels.

The affect lexicons for each domain were created by asking
annotators first to extract indicator words from the tweets

TABLE 3. Examples of tweets from different labels.

labeled as positive and negative and then to enter them into
a designated field on the same interface. The indicator word
is an affect word that determines the polarity of the tweet,
as shown in Table 4.

Annotators were recruited from either graduates or under-
graduates at Imam Mohammad Ibn Saud Islamic University
and King Saud University. They were native Arabic speakers
who spoke the Gulf Arabic dialect. They were also, comfort-
able with using technology. In addition, they were all Twitter
users, which means that they were aware of this platform’s
culture and jargon. They were trained by being provided
with annotation guidelines, accompanied with examples for
each label to minimize user recall and aid efficiency. Several
meetings were held to clarify ambiguities and to familiarize
annotators with the task. The annotation process was moni-
tored by a research team member.

For each domain, the total number of annotated tweets is
shown in Table 5. There was a total of 11 annotators and
each tweet was annotated by 2 annotators. This process took
approximately four months.

VOLUME 9, 2021 142721



A. Alowisheq et al.: MARSA: Multi-Domain Arabic Resources for Sentiment Analysis

FIGURE 1. The ASA annotation system interface.

TABLE 4. Examples of indicator words.

TABLE 5. Number of annotated tweets in each domain.

D. CORPUS STATISTICS
The annotation results are presented in Table 6. The table
shows the number of tweets classified by domain and the six
labels from Table 3. The Conflict column shows the number
of tweets in each domain for which annotators disagreed
regarding labels. At the end of this stage, annotators were
asked to review the tweets for which there was a disagreement
on and the results presented in the table show the number
of conflicts after this review. Therefore, the resulting corpus
contained 61,353 tweets, labelled as positive, negative, both,
neutral, or sarcasm.

The next section discusses how annotator agreement was
measured for the corpus. As shown in Table 6, the number
of negative-labeled tweets exceeded the positive ones in all
domains, except sports. We could interpret the greater pos-
itive sentiment in the sport domain to be the result of the

TABLE 6. Annotated tweets statistics.

enthusiasm that fans have when supporting their teams during
football matches.

However, in the political domain, opinions were highly
polarized, and individuals typically engaged in hashtags
in order to confront and insult opponents rather than
to show support to their affiliation (side). Furthermore,
trending hashtags were rather negative in nature, such as

(the crime of executing Sheikh Al-
Nimr) and (ISIS).

In social and technology domains, a similar negative ten-
dency was observed. This can be explained by how individu-
als use Twitter to vent on and complain about issues in both
domains. The higher overall negative sentiment, in general,
can be attributed to negativity bias or negativity effect, where
people tend to psychologically be affected by negative things
more than positive ones [38].

Negativity bias has been observed in social media inter-
actions with varying findings. A recent study on US political
hashtags [39] showed that participant comments on news arti-
cles that contain these hashtags had more negative language
in comparison with the control group. This resonates with our
observations for tweets within the political domain. In addi-
tion, Jenders et al.’s [40] analysis of retweets showed that
negative messages are more likely to be retweeted. Similar
findings were reported in an analysis of tweets about traffic
and transportation [41], [42]. However, other studies have
found that there is a bias toward positive tweets [43], [44].

Reflecting on the related work that was presented in
Table 1, we can also observe the prevalence of negative tweets
over positive ones. Therefore, the negativity observed in both
this corpus and others raises an important question—is the
popularity of a hashtag on Twitter correlated to the volume of
negative interactions? This notion is supported by our corpus,
especially because the tweets were collected from trending
hashtags, which means that they attracted more participation
than other tweets.

E. LEXICONS STATISTICS
With respect to affect lexicons, each domain has two lexi-
cons: a positive lexicon and a negative lexicon. These were
curated manually by annotators during the annotation pro-
cess, as explained in Section III-C.

Table 7 shows the sizes of the positive and negative lexi-
cons for each domain. As expected, their sizes correspond to
the number of tweets in each domain as shown in Table 6.
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TABLE 7. Affect lexicons sizes.

TABLE 8. Common words in affect lexicons.

TABLE 9. Jaccard index of common words in affect lexicons.

Table 8, shows the number of affect words that are com-
mon between two different domains. The shaded numbers
represent the number of common positive words between
two domains, while the non-shaded represents the number of
negative ones.

We can see that the greatest overlap is between the sport
and social domains in terms of both positive and negative
words, while the lowest overlap is between the technology
and political domains. This was expected and correlates with
domain sizes. In addition, the overlap ratios were calculated
and are shown in Table 9. The Jaccard index J , was used to
calculate the overlap ratios, which is the ratio of the intersec-
tion over the ratio of the union [45]:

J = (|A ∩ B|)/(|A ∪ B|) (1)

The overlap ratios in Table 9 still show a greater overlap
between the sport and social domains in terms of positive
lexicons, while the social and political domains are slightly
higher in negative ones.

Another interesting aspect to explore was the words con-
sidered positive in one domain and negative in another,
as well as the words that annotators considered to be both
negative and positive within the same domain. The number of
these words for each domain is shown in Table 9. Examples of
these words are explained below and shown in Table 11.

In Table 11, Example 1 shows the word (cheap),
which was considered to be positive in the social lexicon
but negative in the political lexicon. The word ‘‘cheap’’ is

TABLE 10. Number of words considered to be both positive and negative.

TABLE 11. Examples of tweets with common words.

typically used to positively describe a service or a product
in social discourse; however, at the same time, it also has
negative connotations when describing a human being, which
was the case in political discussions.

The word (more dangerous) was considered by anno-
tators to be positive in the sport lexicon and negative in the
social lexicon, as shown in Example 2 in Table 11.

Interestingly, the annotators also considered selecting the
same indicator words as both positive and negative in the
same domain. For example, in the social domain, the word
‘‘ ’’ (spoilt) was used positively in the first tweet and
negatively in the second, as shown in Example 3 in Table 11.

F. INTER-ANNOTATOR AGREEMENT
The annotation process is prone to biases because annota-
tors can have different perspectives and opinions about the
sentiment of a tweet. To observe the inter-rater reliability
and measure the consistency between annotators, we used
Cohen’s kappa coefficient measurement, Equation 2 [46].
Kappa, κ , is one of the most commonly used measures for
agreement between two annotators on categorical variables.
It corrects for agreement by chance and is widely used in
computational linguistic annotation tasks [47]:

κ =
p0 − pe
1− pe

, (2)

where pois the observed agreement among annotators and
peis the expected agreement by chance. Whenκ = 1, there
is complete agreement between annotators. If agreement is
random, then κ = 0, while negative values indicate that
agreement is less than random. Equation 3 depicts the cal-
culation of peas follows:

pe =
1
N 2

∑
i
ni1 · ni2, (3)
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TABLE 12. Intepretation of cohen’s kappa.

where N is the total number of tweets, i are the labels, ni1
is the number of times that the first annotator assigned label
i to tweets, and ni2 is the number of times that the second
annotator assigned label i to tweets.

The calculated kappameasure, κ , for the six labels between
our pairs of annotators is κ = 0.6526. According to [48], this
κ value is interpreted as indicative of substantial agreement
between annotators. Table 12 shows this interpretation of
Cohen’s kappa values.

IV. ANNOTATION CHALLENGES
During the annotation of the data, annotators faced several
challenges. These can be divided into operational and linguis-
tic challenges. The main operational challenges are discussed
first. Initially, there was an overestimation of the ability of
annotators to annotate such a large corpus. The total duration
of the annotation stage was four months. At the beginning,
annotators faced a problem in finishing the annotation of
their allocated tweets on time. This problem was tackled by
defining a minimum daily target for each annotator. This was
set at a minimum of 350 tweets per day, which encouraged
annotators to stay on track. Additionally, the use of the anno-
tation interface was considered to be time-consuming due to
the switching between typing on the keyboard and using the
mouse to select.

Other than the abovementioned operational challenges of
annotating such a large corpus, the main challenge lies in the
fact that the Gulf dialect is non-standardized. Hence, there
were many obscure words and much jargon that annotators
were not familiar with. This led to several linguistic chal-
lenges that complicated their decision making. These chal-
lenges are explained in the following points, while examples
of each challenge are presented in Table 13.

1. The first challenge was maintaining objectivity, espe-
cially when annotating tweets in political and sports
domains. This confused some annotators when cate-
gorizing tweets into positive or negative because they
found themselves supporting one view over another. The
annotators were asked to adopt the stance of the tweet’s
author and to judge the tweet accordingly.

2. The second challenge was use of jargon. Examples of
this challenge are words in the sports domain. These
terms were initially unknown to annotators and looking
them up extended their decision-making process.

TABLE 13. Examples of linguistic challenges.

3. The third challenge was use of obscure dialectal words
that are infrequent in certain regions. They also had to
be looked up.

4. The fourth challenge was new nomenclatures, especially
ones that were created and extensively used to indicate
sentimental references. The word jahfalah, for example,
was created in 2015 and is based on the name of a
football player who scored a goal seconds before the end
of a match, surprising the opposing team and winning
the game. Since then, the word has been used as both
a noun and a verb to express shocking and unexpected
victories.

5. The fifth challenge was use of non-Arabic words—but
written in Arabic script—to express meaning. These
have no standard spelling and can be ambiguous.

6. The sixth challenge was dual sentiment, meaning that
a tweet holds two polarities. This was the motivation
behind creating a new label, called both.

7. The seventh challenge was multi-subject tweets, which
refers to the fact that a tweet contains reference to
more than one topic. Specifying a topic is important for
expressing sentiment in a domain. Nevertheless, such
tweets were rare.

8. The eighth challenge was spelling and grammatical
errors, which can change themeaning of a tweet or make
it ambiguous.

V. BENCHMARK EXPERIMENTS
In this section, we present the results of training and testing a
classifier on datasets that were created from the corpus. The
aim is establish a benchmark for researchers who wish to use
them in their research.We performed three-way classification
on the datasets so they include only the tweets annotated as
positive, negative, or neutral. We selected these three labels
out of the five labels to report the classification results to
provide researchers with comparable measures to existing
sentiment analysis datasets.

We created two datasets. The first is an unbalanced one,
which has a different number of tweets for each label and

142724 VOLUME 9, 2021



A. Alowisheq et al.: MARSA: Multi-Domain Arabic Resources for Sentiment Analysis

TABLE 14. Unbalanced dataset statistics.

TABLE 15. Balanced dataset statistics.

TABLE 16. Classification results on the development partition for the unbalanced dataset.

TABLE 17. Classification results on the testing partition for the unbalanced dataset.

TABLE 18. Classification results on the 80:20 unbalanced dataset.

domain. It comprises a total of 56,782 tweets and its detailed
statistics are shown in Table 14. The second dataset is bal-
anced, to reduce the bias towards larger classes. The dataset
contains a total of 6,630 tweets, and has the same number of
tweets for each domain and label. Its statistics are shown in
Table 15.

The experiments were implemented in Python using
the SVM classifier from Scikit Learn. TF-IDF was used
to represent the text. Results are presented in the fol-
lowing sub-sections, and for all the datasets we trained
and tested five classifiers, one classifier for each of
the four domains and a general classifier on the whole
dataset.

A. UNBALANCED DATASET BENCHMARK EXPERIMENTS
As shown in Table 14, the unbalanced dataset was parti-
tioned into an 80:10:10 ratio—for training, development,
and testing, respectively. Table 16 and Table 17 show the

classification results, where the highest F1 and accuracy were
achieved in the technology domain.

Furthermore, we provided an alternative partition with an
80:20 ratio for training and testing, where the testing partition
combines the development and testing partitions. The results
are given in Table 18, where the highest results are in the
political domain.

B. BALANCED DATASET BENCHMARK EXPERIMENTS
As mentioned above, Table 15 shows the statistics for
the balanced dataset, which was first partitioned into an
80:10:10 ratio and then into an 80:20 ratio. Table 19 and
Table 20 show the results for the 80:10:10 partitions on the
development and testing partitions, respectively. Similar to
the results for the unbalanced dataset, the F1 and accuracy
measure results are the highest in the technology domain.
Table 21 displays the results for the 80:20 partition. They
are consistent, meaning that the highest results are in the
technology domain.
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TABLE 19. Classification results on the development partition for the balanced dataset.

TABLE 20. Classification results on the testing partition for the balanced dataset.

TABLE 21. Classification results on the 80:20 balanced dataset.

C. REFLECTING ON THE RESULTS
From the perspective of domain-dependent sentiment anal-
ysis, it is important to study the performance of domain
specific classifiers compared to a general classifier. In the
experiments preformed we can see that in the unbalanced
datasets the domain specific classifiers for both the sport and
technical domain outperformed the general classifier, for the
80:10:10 partition. In the 80:20 classifier the political clas-
sifier outperformed the general classifier while the technical
and sports were close.

In the balanced dataset the technical and political classi-
fiers consistently performed better than the general classi-
fier. However, the performance of the sport classifier varied
compared to the general classifier, in Table 20 and 21 it was
similar, however in Table 19 it was slightly worse.

On the other hand, the social classifier performed worse
than the general classifier on all the datasets. This could be
a consequence of the social domain containing less domain
specific phrases, and therefore may contain several subdo-
mains. Moreover, the social issues discussed in the tweets
affected diverse demographic groups in the community with
varied interests, and as a result expressed their opinions in
different manners.

VI. CONCLUSION
There is a lack of corpora provided for the study of dialectal
Arabic, even more so is the lack of resources to study domain
dependent sentiment analysis. This research provides a gold-
standard sentiment-annotated multi-domain Arabic corpus
in the Gulf dialect. It contains a total of 61,353 tweets,
with a total of 840,702 tokens. Each tweet was manually

annotated by two annotators, resulting in substantial agree-
ment as indicated by a kappa coefficient of 0.65. The tweets
were collected from four domains: political, social, sports,
and technology. As a result, the corpus is a collection of
four domain specific corpora, thus providing an essential
resource for domain dependent sentiment analysis. Further-
more, four sentiment lexicons were manually created from
these domains. In this paper, we presented the statistics about
the overlap in the lexicons’ entries, providing evidence for
contextual polarity of certain words.

We also observed the prevalence of negative tweets in
our corpus and in other corpora presented in the literature.
This raises interesting questions. For instance, could this be
explained by the negativity effect? Is this observed in other
languages? Does the platform (Twitter in our case) facilitate
this trend? And, in a wider sense, how do social media
platforms compare in facilitating the negativity effect?

Furthermore, to establish a baseline for interested
researchers in the field, this study provides the results of the
sentiment classification that was performed on the corpus.
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