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ABSTRACT Vehicular ad hoc networks (VANETs) are a subsystem of the proposed intelligent transportation
system (ITS) that enables vehicles to communicate over the wireless communication infrastructure. VANETs
are used in multiple applications, such as improving traffic safety and collision prevention. The use of
VANETs makes the network vulnerable to various types of attacks, such as denial of service (DoS) and
distributed denial of service (DDoS). Many researchers are now interested in adding a high level of security
to VANETs. Machine learning (ML) methods were used for constructing a high level of security capabilities
based on intrusion detection systems (IDSs). Furthermore, the vast majority of existing research is based
on NSL-KDD or KDD-CUP99 datasets. Recent attacks are not present in these datasets. As a result,
we employed a realistic dataset called ToN-IoT that derived from a large-scale, heterogeneous IoT network.
This work tested various ML methods in both binary and multi-class classification problems. We used
the Chi-square (Chi2) technique was used for feature selection and the Synthetic minority oversampling
technique (SMOTE) for class balancing. According to the results, the XGBoost method outperformed other
ML methods.

INDEX TERMS Intrusion detection system (IDS), Internet of Things (IoT), ToN-IoT dataset, machine
learning (ML), vehicular ad hoc networks (VANETs).

I. INTRODUCTION
Now, Smart-autonomous vehicles (SAVs) have long been a
core part of the Intelligent transportation system (ITS) idea
and a core part of the future of the automotive industry.
SAVs play a significant role in improving many factors,
such as road safety, driving experience, and decision-making
based on the collected information. The road infrastructure
is constructed from information collected from SAVs and
various communication technologies. The road infrastructure
is based on connectivity between vehicles with road-side
units (RSUs). RSUs are used by ITS to reduce accidents and
increase the performance of driving [1]. Figure 1 shows the
general architecture for VANETs.

Several types of attacks can affect VANETs since vehicles
are connected over a wireless medium. Vehicular ad hoc
network (VANET) performance is significantly reduced by
these attacks that cause serious issues for drivers. As a result,
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securing VANET traffic against alteration, monitoring, and
removal of vital messages has been a big concern and one
of academia’s and industries’ top objectives. This influence
over users’ data could be used to their attacker’s advantage to
destroy the network [3]. Many dangers exist, such as denial
of service (DoS), which introduces unwanted traffic into a
network and denies or stops legitimate users from access-
ing resources. In addition, malware is a malicious code that
obtains a benefit by exploiting a weakness in the network
devices [3].

Securing vehicles from intrusions is a difficult problem
since vehicles have traditionally been constructed without
considering complete security needs. Relying on the premise
that vehicles function autonomously and without commu-
nication capabilities. Because of the increased connections
that provide an extensive attack surface, resource restrictions,
and complexity of current cars. Traditional practical security
countermeasures such as encryption techniques and access
control are irrelevant to autonomous vehicles [4]. Reactive
systems, such as IDS, have recently received more attention.
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FIGURE 1. Vehicular ad hoc networks general architecture [2].

They can identify possible cyber-attacks on VANETs
besides misbehaviors in linked vehicular networks. IDS
makes their complementary solutions to proactive security
countermeasures [5].

To successfully implement VANETs in ITS, innovative
methods for securing VANET traffic should be devised and
implemented. Every attack class in VANETs has a set of
attributes that define its profile. In VANETs, machine learn-
ing (ML) methods are commonly used to analyze huge
quantities of data and derive valuable rules for event detec-
tion, categorization, and prediction. ML methods have been
deployed in various applications such as medical diagno-
sis, speech recognition, traffic prediction, recommendation
systems, and intrusion detection. Machine learning (ML)
is a desirable solution to detect intrusions in advance with
acceptable speed and accuracy in VANETs [6]. Numerous
ML methods have been implemented for IDS in VANETs,
such as neural networks (NN), decision tree (DT), and support
vector machine (SVM) [7].

The following steps will be followed during the research
experimentation:

1. Selecting a new dataset called ToN-IoT [8]. The
dataset has been examined carefully by dropping the
flow identifier attributes to avoid bias toward attacks and
overfitting.

2. Also, the ToN-IoT dataset has many challenges, such as
a class imbalance problem, categorical features, and missing
values. We present a hybrid model for solving problems
related to the ToN-IoT network dataset.

3. For comparison, we tested various ML methods on the
network ToN-IoT dataset; ML methods are logistic regres-
sion (LR), naive Bayes (NB), decision tree (DT), support
vector machine (SVM), k-nearest neighbor (kNN), random
forest (RF), and XGBoost. The following are the key contri-
butions of this research:

1. Suggest ML-based IDS for VANETs with assessment
metrics compared with other studies.

2. KDD-CUP99, NSL-KDD, and UNSW-NB15 datasets
are used to assess most existing detection systems. These
datasets are outdated, and they do not include contemporary
IoT attacks. However, the suggested model’s efficiency is
assessed using a realistic ToN-IoT dataset. Accuracy, preci-
sion, recall, F1-score, and false-positive rate (FPR) are used
as evaluation metrics.

3. Solving problems related to the ToN-IoT dataset, such as
missing values, class imbalance, and irrelevant features that
affect the performance of the IDS model.

4. The Chi2 technique was used to select the best features
of the dataset.

5. The SMOTE technique was used to solve, the class
imbalance problem.

6. Applying various ML methods on the ToN-IoT net-
work dataset and selecting the best classification method with
high evaluation metrics that differentiate between normal and
attack instances.

The paper is arranged as follows: the following section
gives a quick overview of IDS for VANET. Section 3 gives
a brief about the ToN-IoT dataset. Section 4 gives a brief
about the used ML methods. The experimental methodol-
ogy setup and feature preprocessing of the ToN-IoT dataset
are presented in section 5. The experimental results are
described in section 6. Finally, the conclusion is presented in
section 7.

II. RELATED WORK
Generally, various researchers have proposed IDS using
machine learning (ML) or deep learning (DL) methods. The
used methods are k-nearest neighbor (kNN) [9], random
forest (RF) [10], and support vector machine (SVM) [11].
Other researchers used DL methods such as convolution
neural networks [12] and recurrent neural networks [13].
However, when employing these ML or DL methods, data
must be processed to avoid many problems, such as missing
values, categorical attributes, and attribute scaling. Without
preprocessing of data, the outputs are insufficiently reliable.
Over-fitting, under-fitting, and other problems related to the
fact that we do not clean or process data carefully.

Many researchers have been interested in securing
VANETs in recent years [14]–[20]. Many security vulner-
abilities exist in VANET, which can cause these VANET
applications to stop working. The goal of the IDS is to
identify both internal and external threats with high accu-
racy [21], [22]. IDSs can be classified as signature-based
IDS, anomaly-based IDS, and others [23] based on pre-
viously employed methodologies. Several techniques have
recently been developed; the most promising are ML-based
approaches [14], [16], [23]. Most pure IDSs, on the other
hand, produce a high number of false positives and have
low detection accuracy. Several studies in the literature have
examined the capacity to apply ML for intrusion detection.
In the realm of IDS, ML has shown promising outcomes.
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Several researchers have used ML methods been to learn
complicated patterns from acquiring data.

ML methods have been extensively used to address IDS
concerns in various networks. For example, in the early
work [14], the RF approach was used to automatically cre-
ate infiltration patterns. Intrusions were then discovered by
comparing the network activity to the constructed patterns.
The authors used their knowledge to assess the model’s
performance. The authors used the KDD-CUP99 dataset.
Both down-sampling and oversampling strategies were used
to cope with the issue of imbalanced data. The experiment
was then run in the WEKA environment, with 66% of the
samples serving as train data and 34% serving as test data.
The experimental output achieved a 94.7% detection rate and
a 2% FPR.

The authors [24] used a genetic algorithm in conjunc-
tion with the kNN approach. The training dataset had a
well-balanced number of samples. Alternatively, the testing
set had 100 samples of each class in the dataset. Using GA,
30 chromosomes were produced and trained. All 35 features
were fed into the kNN technique. According to the proposed
model, the top accuracy for identifying attacks was 97.42%
when only the best 19 features were evaluated.

Similarly, the authors [14] used an RF classifier for
detecting undesired behavior in high-speed traffic data. The
authors customized the Apache spark technology. The find-
ings revealed that the framework could improve real-time net-
work intrusion detection with large capacity and fast speed.

Al-Jarrah et al. [25] looked into the effect of feature
selection techniques on RF performance. For this objective,
they integrated RF with forwarding and backward ranking
feature selection strategies. The KDD-CUP99 was filtered
and eliminated redundant data. They applied several prepro-
cessing techniques, such as normalization, discretization, and
balancing. The RF–forward ranking approach was effective
in the experiments. In addition to RF and kNN approaches,
SVM was selected to detect malicious network intrusions
in [26]. NB and DT were utilized in [27].

Many hybrid IDSs have been presented. Kim et al. [28]
suggested a hybrid IDS that has 2 stages. Hierarchically,
the suggested IDS combines a misuse detection model and
an anomaly detection approach. First, the C4.5 algorithm
was used for creating the misuse detection model. For split-
ting subsets, different models of one class SVM were used.
Compared to traditional approaches, the results demonstrated
improvements in terms of false-positive rate (FPR) and detec-
tion rate. Furthermore, the authors [29] suggested a hybrid
multi-level IDS that efficiently detects existing and new
threats by combining SVM and extreme machine learning.
They also developed a modified k-means technique for con-
structing amodest and appropriate training dataset to increase
the performance of the utilized classifiers. The results reveal
that the strategy reduced training time while also improving
IDS’ overall performance.

The authors [23] suggested a hybrid IDS using C5.0’s
stacking ensemble and SVM. They tested their technique

using the NSL-KDD dataset and the Australian Defence
Force Academy datasets (ADFA).

The authors [30] devised ML-based IDS for detecting
intruders in VANETs both globally and locally. To secure
cluster heads, they employed an artificial neural net-
work (ANN) approach to identify malicious multi-point
relays. They used a lightweight SVM. In comparison to previ-
ous ML-based strategies, the results showed that the applied
strategy was more resilient and trustworthy.

III. TON-IOT DATASET
ToN-IoT is the dataset used in this study. ToN-IoT contains a
variety of data sources collected from the entire IIoT system,
including telemetry data from connected devices, Linux oper-
ating system records,Windows operating system records, and
network traffic for the IIoT system. The heterogeneous data
were gathered from a medium-scale IoT network. UNSW
Canberra IoT Labs and the Cyber Range created ToN-IoT.
The network ToN-IoT dataset can be reached at the ToN-IoT
repository [8]. Furthermore, ToN-IoT datasets were repre-
sented in CSV format with a labeled column representing
attack or normal behavior and a sub-category attack-type,
which indicates the different types of attacks, such as ran-
somware, password attack, scanning, denial of service (DoS),
distributed denial of service (DDoS), data injection, back-
door, Cross-site Scripting (XSS), and man-in-the-middle
(MITM). These various attacks were initiated and collected
over the IIoT network against various IoT and IIoT sensors.
Details of the dataset can be accessed in [8].

The attacks found in the ToN-IoT network dataset fall into
1 of 9 categories:

• Scanning: the attacker gathers data about the system
using scanning. The data include available services on
a victim system and open ports. The attacker executes
scanning before launching any type of attack.

• Cross-Site Scripting (XSS): A web server in an IoT
application is affected by running malicious software
like XSS. Another problem that affects IoT systems is
that XSS attackers can compromise the information and
procedures used for authenticating IoT systems.

• Denial of Service (DoS) is a popular flooding attack.
The attacker executes a series of malicious to interrupt
services. Service unavailability is the target of DoS
attacks.

• Distributed Denial of Service (DDoS) is frequently
performed via a network of infected systems known
as bots. This attack is carried out by inundating tar-
get IoT resources with many connections, depleting the
resources.

• Backdoor is a type of attack in which backdoor malware
enables an adversary to obtain unwanted remote access
to compromised IIoT systems. The adversary uses the
backdoor to take possession of compromised IIoT com-
puters and uses botnets to initiate DDoS attacks.

• InjectionAttack: The attacker tries executingmalicious
software or inject malicious data into an IoT system.
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FIGURE 2. Statistics records of the network ToN-IoT dataset.

FIGURE 3. Statistics records of the network ToN-IoT dataset.

Additionally, the injection attack will interrupt the nor-
mal activity and control instructions in an IoT system.

• Password Cracking Attack: The attacker went to crack
the password using various password cracking tech-
niques, such as the dictionary and brute force. The
attacker will be able to circumvent authentication meth-
ods and hack IoT devices because of this attack.

• Man-In-The-Middle (MITM) is a popular network
attack where the MITM attacker can make the intercept
of data flow into an IoT network. Port stealing is one of
the most recent MITM attacks.

• Ransomware is a complex form of malware that pre-
vents a legitimate user from accessing a device or
service and then attempts to sell the decryption key,
which enables access to the system. IoT applications
and devices are promising goals since they conduct
important tasks. When access is denied, it can lead to
terrible significance, such as important financial damage
to stakeholders.

All data points in the network ToN-IoT dataset are made
up of 44 attributes and an attack-type labeled as normal or
attack. As presented in Figures 2 and 3, we show the normal
and attack statistics for network data records in the train-test
ToN-IoT dataset.

IV. CANDIDATE SUPERVISED ML METHODS
Several machine learning (ML) methods have been tested on
the ToN-IoT dataset. The selected methods are used to train
and test with different parameters in the feature-engineering
phase for intrusion detection purposes. We evaluated the dif-
ferent classifiers using accuracy, precision, recall, F1-score,
false-positive rate (FPR), and the confusion matrix. Candi-
date approaches were chosen because they are extensively
used in the security arena. The used approaches have shown
strong performance in the creation of IDSs, and are successful
in a range of sectors. We explore the following 8 strategies,
in particular logistic regression (LR), naive Bayes (NB),
decision tree (DT), support vector machine (SVM), k-nearest
neighbor (kNN), random forest (RF), AdaBoost, as well as
XGBoost.

Here is a quick rundown of these methods:
1- Logistic Regression (LR) [31] is a modification of

the linear regression method. Despite its name, LR is
regularly used for classification problems, since it can
estimate the chance that an observation belongs to a
specific class. It’s useful in applications such as spam
filtering and intrusion detection. If the predicted prob-
ability is higher than the defined threshold, the method
will forecast that the instance fits the attack since it is
higher than the threshold. Otherwise, it will predict that
the instance belongs to the normal class. Based on the
following Eq. 1, LR calculates the probability.

hθ (x) = σ
(
θTX

)
(1)

where hθ is the hypothesis, x is the input feature vector,
θ is the LR parameters, and σ (r is a sigmoid function
that is used for the threshold definition. The sigmoid is
defined as:

σ (r) =
1

1+ e−r (2)

where r is the term (θTX) in the previous equation,
the output is between (0:1).

2- Naive Bayes (NB) [32] is a probabilistic-based tech-
nique that uses the Bayes-theorem to do classification.
NB is easy to implement. It has good results obtained
in various cases. NB assumes normally distributed data
and determines the conditional probability of a class.
Furthermore, Bayes’ theorem gives a systematic way
to compute the conditional probability based on feature
independence assumptions. Eq (3) expresses Bayes’
theorem:

P (L |X) =
P (X |L)P(L)

P(X)
(3)

where P (L |X) the posterior probability of class L is,
P(L) is the prior probability, P (X |L) is the likelihood
function, and P(X ) is the probability. The training set
is used to estimate these parameters.

3- k-Nearest Neighbor (kNN) [33], dissimilar to NB and
LR, kNN is a non-parametric approach that makes no
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expectations about the distribution of the underlying
data. kNN is also a basic strategy that uses particular
metrics to classify new instances from a test set to the
nearest instance in the training set. Specifically, kNN
searches the training set for a group of k observations
closest to the test observation and assigns a label based
on the most common class among the k neighbors.
The number of neighbors and distance are the two
fundamental parameters of the kNN technique. The
Euclidean Distance was chosen since it is a commonly
used distance measure.
Euclidean Distance Eq. is defined as (4):

d (x, y) =

√∑n

i=1
(xi − yi)2 (4)

where d (x, y) is a Euclidean distance function between
the two samples, xi is the initial observation, and yi is
the second sampling of the information, and n repre-
sents the observations.

4- Decision Tree (DT) [34] is a building approach that
resembles a tree through branches and leaves. The
internal node indicates classification rules; the branch
shows results and the class label refers to the leaves.
Information gain is used as a metric for selecting the
optimal attributes used in the core node and branches in
the training phase. The greatest information gain score
is then used to build the decision node. By construct-
ing a new sub-tree under the decision node, the cycle
continues. If all items in the designated subgroups have
the same value, the process will come to a halt, and the
ultimate value will be computed as the output value.
The cycle will be utilized to halt when there is just one
node in the subgroup and no identifiable characteristic
is detected. In this study, the Gini impurity is employed
as splitting criteria, which chooses a feature for split-
ting at each phase of the tree training, as shown in (5):

G (D) =
∑C

I=1
(P (i) ∗ (1− P (i)) (5)

where D is the training dataset, C is a collection of class
labels, and p (i) is the proportion of samples having the
class label I in C. When there is just one class in C,
the Gini impurity is zero.

5- Random Forest (RF) [35] is a supervised ML tech-
nique that gives excellent outputs, even without any
adjustment of parameters, and is exceedingly adapt-
able. Its appeal stems from the fact that it can be used to
solve both classification and regression issues, which
make up most ML jobs nowadays. RF is an ensem-
ble learning approach that combines many decision
trees to produce a model that predicts the data class
more accurately and consistently. The decision tree has
an overfitting problem, which is resolved by random
forests. The Gini impurity as presented in Eq. (5) is also
used as a split criterion.

6- Support Vector Machine (SVM) [36] is a classi-
fication technique that can handle both linear and

non-linear datasets and is mostly characterized by a
separating hyperplane. SVM’s main objective is to
identify a hyperplane that increases the difference
between the classes. There are various kernel func-
tions for characterizing the hyperplane, ranging from
a linear kernel that tries discovering a simple linear
separator between the classes to a non-linear kernel,
such as radial basis function (RBF) kernel. In the exper-
imentation, we used the commonly agreed RBF kernel.
RBF is a non-linear mapping that seeks the linear opti-
mum separation hyperplane by transforming the unique
training data to a higher dimension.

K (x, y) = e−
||x−y||2

2σ2 (6)

where σ is the variance and the SVM hyper-parameter,
||x-y|| is the Euclidean distance between two points.

7- AdaBoost [37] is an iterative supervised learning algo-
rithm that takes into account the predictions of numer-
ous weak classifiers regularly. Modifying data sets
and combining them using a weighted majority vote.
It operates by giving greater weight to occurrences
that are difficult to categorize and less weight to those
that are already well classified. This boosting-based
classifier is used in network security, specifically for
intrusion detection.

8- XGBoost [38] is designed based on gradient-boosted
decision trees. XGBoost is a high-speed and good per-
formance algorithm compared to other ML algorithms.
It represents a method for machine boosting or apply-
ing boosting to machines. For tree boosting methods,
XGBoost (eXtreme Gradient Boosting) aids in max-
imizing memory and hardware resources. It has the
advantages of improving the algorithm and modifying
the model. It performs Taylor expansion for the cost
function by the second derivative for making the results
more accurate. The XGBoost method optimizes the
objective function using an additive training approach,
which implies that the latter phase’s optimization pro-
cess depends on the results of the preceding stage. The
model’s t-th objective function has been written as

objet =
∑n

i=1
l(yi, y

∧t−1
i )+ ft (xi))+�(ft )+ C (7)

where l represents the loss term of the t-th round, C is
defined as a constant term, and � is the regularization
term, shown as

�(ft) = γTt + 0.5λ
∑T

j=1
w2
j (8)

where γ and λ are customization parameters. In gen-
eral, the greater these two numbers are, the more basic
the tree’s structure is. Over-fitting issues can also be
properly addressed.

Performing a second-order Taylor expansion on (7):

objet=
∑n

i=1
[l(yi, y

∧t−1
i )+gift (xi) .5hif 2t (xi)]+�(ft )+ C

(9)
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where g and h are the first derivatives and the second deriva-
tive. g and h can be defined as:

gi = ∂y∧t−1i
l(yi, y

∧t−1
i ) (10)

hi = ∂2y∧t−1i
l(yi,y

∧t−1
i ) (11)

By Substitute the previous XGBoost Eq’s and taking the
derivative. Then:

w∗j = −

∑
gi∑

hi + λ
(12)

obje∗ = −0.5
∑T

j=1

(
∑
gi)

2∑
hi + λ

+ γ.T (13)

where obje∗ shows the loss function score. The smaller the
obje∗, the better the structure of the tree. w∗ is defined as the
solution of weights.

V. EXPERIMENTAL METHODOLOGY
We present IDS for VANETs based on various data prepa-
ration and preprocessing techniques, as discussed in this
section.

1. Data preprocessing: Cleaning and preparation are
the core essential phases before feeding the data into
ML methods for achieving high performance. In our
experiments, we have many challenges in the dataset,
such as missing values, categorical features, and class
imbalance. There are needless features that may affect
the selected ML method’s performance. We applied
different preparation techniques based on the literature
and evaluated the selected ML methods based on per-
mutations of various preprocessing and normalization
techniques.
• Imputation of missing values: Massive ToN-IoT
dataset frequently contains missing values. These
values must be treated correctly to construct a use-
ful analysis. Imputation of missing values in the
proposed model is replaced with the most com-
mon value in each feature, which contains missing
values.

• Converting categorical features into numerical:
The ToN-IoT dataset contains several categorical
features. The categorical features must be con-
verted into numerical values. For this aim, one-hot
encoding was employed. This work uses one-hot
encoding to transform categorical features.

• Class Imbalance: The SMOTE technique was used
for balancing the attack class.

• Timestamp, IP address, source port, and desti-
nation port features were dropped from the data
matrix as they may cause overfitting to several ML
methods in the training phase.

Themain phases applied during the feature-engineering
development are preprocessing based on the discussed
challenges and data normalization. The evaluations of
ML methods are based on various feature-engineering
techniques for achieving high performance:

• Class imbalance: Class imbalance distributions
plague the ToN-IoT dataset. Oversampling, under-
sampling, and hybrid approaches were offered
as solutions to the unbalanced problem. Over-
sampling, which involves replicating the minor-
ity class points. Some researchers have used it.
However, the disadvantage of this technique is
that it overfits these points. Others use under-
sampling, which removes some points from the
dominant class. The difficulty with this strategy
is that some features that are eliminated may be
crucial in representing the class. We employ a
hybrid technique in which minority class points
are duplicated and certain majority class points are
removed. Synthetic minority oversampling tech-
nique (SMOTE) [39], [40] improves basic random
oversampling by supplying synthetic minority
class samples and addresses the overfitting issue
that might arise with simple random oversam-
pling. Because SMOTE generates new data points
rather than duplicating existing ones. A linear
combination of two comparable minority samples
is utilized to produce additional minority data
points. Between the minority sample and its near-
est neighbors, new feature values are consistently
interpolated.

• Feature selection: To detect intrusions, feature
selection is necessary. Getting a score for each
prospective feature and selecting the optimal
(k) features is the process of feature selection.
The frequency of a feature is counted in training
for each positive and negative class instance sepa-
rately, then a function of both is obtained. For intru-
sion detection, various features must be checked,
some of which will be beneficial, while others will
be useless. The elimination of non-essential fea-
tures improves accuracy, reduces computing time,
and reduces the overfitting problem, resulting in
improved performance. The used feature selection
technique was Chi2, which is a filter method. The
Chi2 technique was achieved better performance
for many classification problems. The Chi2 tech-
nique is a statistical approach for determining a
score based on feature dependency. This feature
selection strategy is used to exclude features that
are not dependent on the class labels as others.
By using the null hypothesis, it assumes that any
two features are independent and searches for the
most relevant features. A greater Chi2 value means
that the feature is more significant [41].

X2
=

∑m

i=1

∑n

j=1

(Oi − Ei)2

Ei
(14)

where m reflects the number of features, n reflects the
number of classes, Oi is the observed frequency, and
Ei is the expected frequency.
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• Data normalization: The ToN-IoT has features
with various values and some features have big-
ger values than other features, which have smaller
values. The different values that are out of range
can lead to incorrect outcomes because a tech-
nique could be skewed toward features with higher
values. Therefore, by scaling the feature vector,
data normalization plays a vital role in avoiding
outweighing features with higher values over fea-
tures with lower values. Many normalization tech-
niques are used, such as Min-max and standard
scalar. Each one has its behavior on the feature
vector. Min-Max is used for scaling feature values
between [0:1] as presented in Eq. (19).

Z =
x − xmin

xmax − xmin
(15)

where x is the feature value, Z is the value after
normalization, xmax and xmin are themaximum and
minimum values of the feature.

2. Training Procedure:
All datasets are represented in CSV format, first,
we separated the dataset into two sets, the first set
contains training, and validation with 70% of the com-
plete dataset, the second set contains the unseen test
dataset for measuring the performance of the chosen
ML methods. The splitting phase was done before
applying any feature- engineering on the dataset to
avoid data leakage, for further evaluation of the chosen
ML methods, cross-validation with 5 folds was used to
tune parameters in the training phase. The performance
of chosen ML methods is assessed with various evalu-
ation metrics, which will be presented in section VI.
In Figure 4, we summarize the above phases concerned
with assessing the performance of variousMLmethods
using ToN-IoT datasets.

3. Classifier performance evaluation: several metrics
were used for evaluating the efficiency of various ML
methods based on the network ToN-IoT dataset. The
selected evaluation methods were used as they give
a full description of results for ML-based intrusion
detection [42].

The first Metric is Accuracy, which presents the overall
efficiency of a technique as the percentage of correctly clas-
sified instances as normal or attacks. The second Metric is
precision which presents the percentage of correctly identi-
fied attacks out of all detected attacks. The third metric is
recall which presents the percentage of the correctly detected
attacks to the overall attacks in the test dataset. The fourth
metric is the F1-score, which computes the weighted average
of the accuracy and recall. The False-positive rate (FPR) is
the number of normal instances, which is predictable as an
attack instance on the total number of normal instances [42].
These selected metrics are described as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(16)

FIGURE 4. The process for evaluating ML methods on the ToN-IoT dataset.

Precision =
TP

TP+ FP
(17)

Recall =
TP

TP+ FN
(18)

F1−score = 2×
(precison ∗ recall)
(precision+ recall)

(19)

FPR =
FP

FP+ TN
(20)

where true positive (TP) is the total number of real attacks,
which are properly classified as an attack. True negative (TN)
is the total number of real normal records that are prop-
erly categorized as normal behavior. False negative (FN) is
the total number of real attack samples, which are wrongly
detected as normal. False positive (FP) is the total number of
real normal samples that are wrongly identified as attacks.

VI. DATASET EVALUATION
This section addresses the efficiency of the used ML meth-
ods for VANTEs using the newly released ToN-IoT dataset.
As discussed in earlier sections, we select the optimal
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TABLE 1. The evaluation metric results for binary classification normal records versus attack records. Note: For each, the best metric value is indicated in
red and bold font.

TABLE 2. The evaluation metric results for binary classification normal records versus attack records using the Chi2 technique, without using the SMOTE
technique.

parameters mentioned in the literature [43], [44] and initialize
our ML parameters with them for obtaining the best ML
method performance. This work provides one of the first
hands-on assessments of the selected ML methods when
applied to the new network ToN-IoT datasets as a starting
point for future research. The experiments behind this work
were executed in Python version 3.8. The execution of all
experiments was based on Windows 10 with a Core i7 and
16 GB of memory. The results used for evaluating the effi-
ciency of the chosenMLmethods using the network ToN-IoT
dataset are described below.

• Binary classification

In this section, we present the results for the network ToN-IoT
dataset. 5-fold cross-validationwas applied to all selectedML
methods. The accuracy, precision, recall, F1-score, and FPR

are presented in addition to the confusion matrix to assess the
chosen ML methods.

In general, XGBoost shows significant results based on
various feature-engineering techniques that were applied to
the dataset. Firstly, we impute missing values and convert cat-
egorical features using one-hot encoding. The number of fea-
tures reached 108 features, and then we apply the Min-Max
normalization technique. The results show that the training
accuracy is 0.992, testing accuracy is 0.991, recall is 0.984,
precision is 0.991, and F1-score is 0.987. In the case of FPR,
the kNN shows significance with 0.007. Table 1 shows the
results for all usedMLmethods with 108 features. In contrast,
the second-best technique was the kNN method. The results
of kNN show that the training accuracy is 0.989, testing
accuracy is 0.988, recall is 0.986, precision is 0.979, and
F1-score is 0.983. The worst method is naive Bayes (NB).
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TABLE 3. The evaluation metric results for binary classification of normal records versus attack records using the SMOTE technique.

TABLE 4. The evaluation metric results for binary classification normal records versus attack records using the Chi2 technique and the SMOTE technique.

The variety of data in ToN-IoT datasets might explain these
variations in theML technique’s performance. RF and DT are
nearly the same results.

After testing ML methods on the whole dataset. The Chi2

was applied as a feature selection technique. After evaluating
ML methods based on a different number of features using
Chi2.We select 20 features from all 108 features since the best
evaluation metric is obtained with only 20 features. XGBoost
shows significant results after Chi2, nearly the same as testing
with all features. The results show that the training accuracy
is 0.984, testing accuracy is 0.983, recall is 0.984, precision
is 0.967, F1-score is 0.975, and FPR is 0.008.

Table 2 shows the results for all used MLmethods with the
Chi2 feature selection technique. The second-best technique
was the kNN method. The results of the kNN show that the
training accuracy is 0.990, testing accuracy is 0.988, recall is

0.984, precision is 0.982, F1-score is 0.983, and FPR is 0.009.
The worst method is NB. The Chi2 method obtains the best
result with NB compared with the whole dataset.

Since ToN-IoT suffers from class imbalance problem,
another testing methodology was done based on SMOTE
technique, XGBoost and kNN have the same best result with
0.990 accuracies. In the case of other evaluation metrics,
for XGBoost, recall is 0.976, precision is 0.997, F1-score is
0.986, and FPR is 0.013. For kNN, recall is 0.981, precision
is 0.990, F1-score is 0.985, and FPR has the best metric
compared to otherMLmethodswith 0.001. XGBoost is better
than kNN since XGBoost has less training and testing time.
Table 3 shows the results for all used ML methods using
SMOTE technique.

Finally, based on binary classification, we evaluate the
selected MLmethods based on Chi2 and SMOTE techniques.
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TABLE 5. The evaluation metric results for multi-class classification normal records versus different attack records.

TABLE 6. The evaluation metric results for multi-class classification using the Chi2 technique without using the SMOTE technique.

TABLE 7. The evaluation metric results for multi-class classification using the SMOTE technique.

kNN shows significant results with Chi2 and SMOTE.
kNN training accuracy is 0.985, testing accuracy is 0.982,
recall is 0.959, precision is 0.989, F1-score is 0.974, and
FPR is 0.023. Table 4 shows the results for all used
ML methods with the Chi2 technique, and the SMOTE
technique.

• Multi-class classification:

As declared earlier in Section 3, the network ToN-IoT dataset
has a feature type that shows the attack sub-category for
multi-class classification problems. ToN-IoT has 10 sub-
classes. In this section, we evaluate candidate’s ML meth-
ods for testing multi-classification problems to assess their
performance. Multi-class classification problem necessitates
various considerations while evaluating candidate ML meth-
ods. To begin with, LR is frequently used to handle binary
classification problems and cannot be used directly in multi-
class classification problems. As a result, the one-vs-rest
(OvR) technique is used to construct LR for multi-class clas-
sification. The evaluation metrics used to compare all models
are accuracy, precision, recall, F-score, and confusion matrix.

Table 5 summarizes the multi-classification findings for all
108 features.

XGBoost attains good results compared to the other ML
methods. The training accuracy for XGBoost is 0.986, FPR
is 0.008, and 0.983 for all other metrics, kNN achieves the
second-top results. The scores are 0.981 for training accuracy
and 0.979 for all other metrics. The AdaBoost classifier
has the worst metrics compared to all tested ML methods.
In terms of training and testing time, SVM takes the longest.

For multi-class classification problems, after testing all
selected ML methods in the whole dataset, we apply the
Chi2 feature selection technique.We evaluate allMLmethods
using Chi2 with the optimal 20 features from all 108 features.
Such as binary classification, XGBoost shows significant
results. The training accuracy is 0.985; FPR is 0.008, and
0.982 for all other metrics. Table 6 shows the results for all
used ML methods with the Chi2 technique. The second-best
technique was kNN; the training accuracy for kNN is 0.980.
The testing accuracy, recall, precision, and F1-score are all
0.977. The worst model is AdaBoost with a training accuracy
of 0.498 and 0.497 for all other metrics.
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TABLE 8. The evaluation metric results for multi-class classification using the Chi2 technique and SMOTE technique.

Another testing methodology was employed based on
the SMOTE technique. As presented in Table 7 XGBoost
has the best results compared to other used ML methods.
Table 7 shows the results for all used ML methods with the
SMOTE technique.

Finally, based on the multi-class classification prob-
lem, we evaluate the selected ML methods based on the
Chi2 and SMOTE techniques. XGBoost shows signifi-
cant results with Chi2 and SMOTE techniques. XGBoost
training accuracy is 0.980, FPR is 0.019, and 0.978 for
all other metrics. Table 8 shows the results for all
used ML methods with Chi2 technique, and SMOTE
technique.

VII. CONCLUSION
This article presented IDS for VANETs based on the net-
work ToN-IoT dataset. Our model includes many basic ele-
ments, and the used dataset for training and testing was
the network records for ToN-IoT. The network records of
the ToN-IoT dataset have a class imbalance problem and
missing values. Using ToN-IoT, our work can cover multiple
attacks more than previous attacks in outdated datasets such
as KDD-CUP99, NSL-KDD, and UNSW-NB15. Therefore,
several system blocks are exploring, preprocessing, feature
selection, class imbalance solution, trainingMLmethods, and
the last block is testing MLmethods. The Chi2 technique was
used for feature selection. It reduced the number of features to
20 features, resulting in faster training time, less complexity
of our model, and the best performance compared to the
whole dataset. The SMOTE technique was used for class
balancing. It reduced the bias of the dominant class, reduced
overfitting, and gave a good performance. The combination
of Chi2and SMOTE as preprocessing techniques led us to a
good performance. Several evaluation metrics (i.e., accuracy,
precision, recall, F1-score, FPR, and confusion matrix) were
used for assessing the performance of the used ML methods.
After evaluating the selected MLmethods, we concluded that
XGBoost has the best performance in binary classification
and multi-class classification problems compared to all other
ML methods. In future work, we plan to deploy a model,
which obtains the best metrics in Apache spark and Kafka
Hadoop. Deep learning methods will apply to the ToN-IoT
dataset and will use optimization algorithms for dimension-
ality reduction.
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