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ABSTRACT Using neural network technology, dynamic characteristics can be learned frommodel output or
assimilation results to train the model, which has greatly progressed recently. A data-driven data assimilation
method is proposed by combining fully connected neural network with ensemble Kalman filter to emulate
dynamic models from sparse and noisy observations. First, the hybrid model couples the original dynamic
model with the surrogate model. The surrogate model is learned frommodel forecast values and assimilation
results, and its performance is verified using the training accuracy/loss and the validation accuracy/loss
at different training times. Second, the assimilation process includes a ‘‘two-stage’’ procedure. Stage
0 generates the training sets and trains the surrogate model. Then, the hybrid model is used for the next
assimilation period in Stage 1. Finally, several numerical experiments are conducted using the Lorenz-63 and
Lorenz-96 models to demonstrate that the proposed approach is better than the ensemble Kalman filter in
different model error covariances, observation error covariances, and observation time steps. The proposed
approach has also been applied to sparse observations to improve assimilation performance. This hybrid
model is restricted to the form of the ensemble Kalman filter. However, the basic strategy is not restricted to
any particular version of the Kalman filter.

INDEX TERMS Data assimilation, fully connected neural network, machine learning, ensemble Kalman
filter, Lorenz model.

I. INTRODUCTION
Data assimilation (DA) is an important method to fuse
observation information and nonlinear physical models. It is
aided by estimation theory, cybernetics, optimization meth-
ods and error estimation theory in mathematics [1]. Early DA
methods were mainly polynomial interpolation, successive
corrections, and optimal interpolation in the 1990s. After
this period, modern DA methods have been widely stud-
ied and rapidly applied [2], [3]. DA methods are mainly
divided into two categories: continuous DA and sequen-
tial DA. The former mainly includes three-dimensional and
four-dimensional variational assimilation (3DVar and 4DVar,
respectively) [4]. The latter mainly includes the Kalman
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filter (KF), ensemble Kalman filter (EnKF) and particle filter
(PF). These approaches refer to the updating of the model
state based on the weighting of the observation error and the
model error to obtain an a posteriori optimal estimation of
the model state when the system is running [5]–[8]. After the
status update, the model is reinitialized with the new state and
continues to integrate forward until new observation informa-
tion is obtained. Among the various methods, applying the
EnKF to a set represented by the Monte Carlo sequential DA
method has been a huge success [9], [10] and has been widely
used in the fields of ocean, land surface and atmospheric
DA [11].

Since objective reality is unknown, people usually replace
the model operator with an expanded and refined mathemati-
cal model, but such models cannot be equal to objective real-
ity. Due to the diversity of mathematical model representation
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methods, environmental changes and other factors, model
errors and observation errors always exist [12], [13].
At present, many practical DA schemes rely on Gaussian or
linear assumptions. In particular, most practical data assimila-
tion schemes are approximations of the famous Kalman filter
(KF), all of which have been introduced to reduce compu-
tational costs and improve statistical predictions. Although
current DA methods have made great improvements in error
processing and correction, errors are inevitable due to the
influence of various uncertain factors, such as the initial
value, boundary condition and model structure [14], [15].
Therefore, an important challenge of DA is how to intelli-
gently utilize existing methods in the presence of various
errors to solve practical problems, such as the incomplete
understanding of physical processes, lack of large compu-
tational resources, and understanding of interactions across
scales.

Machine learning (ML) methods are widely used to gen-
erate alternative models of low-dimensional chaotic sys-
tems [16] or sea surface temperatures [17]. Then, these new
models, such as recurrent neural networks (RNNs) [18], con-
volutional neural networks (CNNs) [19], and adversarial neu-
ral networks (ANNs) [20], are used to make predictions.With
these advancements in ML, the problem of using surrogate
models to identify unknown processes based on observa-
tions has also been solved through sparse regression and DA
approaches. Tang et al. [21] suggested using artificial neural
networks as a possible DA technology. However, Campos
Velho et al. [22] used neural networks in all DA spatial
domains. Later, this approach was improved by Harter and
Campos Velho [23].

The output of DA is clearly dependent on the uncertainty
in the numerical model, which has led to the development
of techniques for considering model errors in the DA pro-
cess [24]. One can accomplish this by using parameteriz-
ing model errors in model equations or by adding random
noise to deterministic models [13]. In any case, there must
be a dynamic model, and its existence is the key to DA.
It is worth noting that for the ML problem, the optimization
problem solved by DA is equivalent to the ML problem
when model errors exist. For instance, the DA approach was
used to infer ordinary differential equation representations
of dynamical models [25]. The use of analog techniques to
replace the numerical forecast model has been described by
Lguensat [26]. A model-free filter based on the EnKF and
Takens theory was introduced by Hamilton et al. [27], [28].
Brajard et al. [19] combined DA andML to emulate a dynam-
ical model from sparse and noisy observations using the
Lorenz-96 model. Laloyaux et al. [29] explored the potential
and limitations of weak-constraint 4DVar. However, none
of these studies include ensemble approaches or only use a
simple linear regression to realize forecasts. In this study,
a hybrid approach is proposed that couples the fully con-
nected neural network (FCNN) with the EnKF to correct
errors. It is applied in Lorenz models to improve assimilation
performance.

The structure of this study is as follows. In Section 2,
the principles of EnKF and FCNN are briefly introduced,
and this section describes the generation of training sets,
the training of the surrogate model and the application of
the hybrid model. The experimental setup using the Lorenz-
63 and Lorenz-96 models is chosen to illustrate the hybrid
approach in Section 3. Section 4 summarizes the advantages
and disadvantages of this approach and proposes a new per-
spective and challenges for future work.

II. METHODOLOGY
A. ENSEMBLE KALMAN FILTER
The KF is the closed-form solution to Bayesian filtering and
is obtained in the linear, Gaussian case [30]–[34]. Similar
to the KF, the EnKF consists of the recursive application
of a forecast step and an analysis step. In this study, EnKF
is used to verify the assimilation performance. However,
the basic strategy is not restricted to any particular version
of the Kalman filter. In the forecast step, a group of random
variables Xai,t conform to the Gaussian distribution (i = 1, . . . ,
N ) at time t . N is the size of the ensemble. The forecasting
valuesX fi,t+1 and the observation values yi,t+1 of each random
variable at time t + 1 are expressed in equations (1–2).

X fi,t+1 = Mt
(
Xai,t

)
+ wi,t ,wi,t ∼ N (0,Qt) (1)

yi,t+1 = Ht
(
X fi,t

)
+ εi,t , εi,t ∼ N (0,Rt) , (2)

where Xai,t represents the analysis values of the random vari-
able at time t . Mt (·) and Pt (·) are nonlinear model operators.
Qt and Rt denote the model error covariance and the obser-
vation error covariance, respectively. wi,t is Gaussian white
noise with an expectation value and a variance equal to 0 and
Qt , respectively. εi,t is Gaussian white noise with an expecta-
tion value and a variance equal to 0 and Rt , respectively. The
Kalman gain matrix Kt+1 at time t + 1 is calculated using
equations (3–7):

Kt+1=P
f
t+1H

T
(
HPft+1H

T
+ Rt+1

)−1
(3)

Pft+1=
1

N − 1

N∑
i=1

(
X fi,t+1 − X

f
t+1

)
·

(
X fi,t+1 − X

f
t+1

)T
(4)

Pft+1H
T
=

1
N−1

N∑
i=1

(
X fi,t+1−X

f
t+1

)
·

(
H
(
X fi,t+1

)
−H

(
X ft+1

))T
(5)

HPft+1H
T
=

1
N−1

N∑
i=1

(
H
(
X fi,t+1

)
−H

(
X ft+1

))
·

(
H
(
X fi,t+1

)
− H

(
X ft+1

))T
(6)

X ft+1=
1
N

N∑
i=1

X fi,t+1, (7)
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where X ft+1 is the mean of the forecast values at time t + 1
and H (·) is the observation operator.
In the analysis step, the observation and forecast values are

weighted to obtain the best estimation values at time t+1. The
mean Xat+1 of the analysis values and the background field
error covariance matrix Pat+1 at time t+1 are calculated using
equations (8–10):

Xai,t+1 = X fi,t+1 + Kt+1
[
yt+1 − H (X fi,t+1)+ vi,t+1

]
,

vi,t+1 ∼ N (0,Rt) (8)

Xat+1 =
1
N

N∑
i=1

Xai,t+1 (9)

Pat+1 =
1

N − 1

N∑
i=1

(
Xai,t+1 − X

a
t+1

)
·

(
Xai,t+1 − X

a
t+1

)T
,

(10)

where Xat+1 is the analysis value at time t + 1 and νi,t+1 is
Gaussian white noise with an expectation value and variance
equal to 0 and Rt , respectively. This is the principle of the
EnKF in one cycle.

B. FULLY CONNECTED NEURAL NETWORK
An FCNN is a network in which adjacent network layers are
fully connected to each other, and the most basic principles
are derived from back propagation [35], [36]. Neurons are
grouped in layers. Figure 1 is the schematic diagram of an
FCNN. The leftmost layer is called the input layer, and it is
responsible for receiving input data. The rightmost layer is
called the output layer, and we can obtain the neural network
output data from this layer. The layers between the input and
output layers are called hidden layers because they are not
visible to the outside [37], [38]. Each connection has aweight.
There are no connections between neurons in the same layer.
Each neuron in layer L is connected to all the neurons in layer
L-1 (this is the meaning of a fully connected layer), and the
output of the neurons in layer L-1 is the input of the neurons
in layer L.
In neural networks, the activation functions of different

layers can be different. Common functions are the following:
the sigmoid function, the tanh function, and the rectified
linear unit (ReLU) function [39]. The disadvantages of the
tanh and sigmoid functions are obvious. When the value of
the dependent variable is too large, the speed of the parameter
update will become very slow, which is very unfavorable
to the implementation of the gradient descent algorithm.
At present, the most popular activation function in ML is the
ReLU. Since this function generally makes learning much
faster, it has become the default choice for hidden layer
activation functions. Therefore, the ReLU is chosen as the
activation function in this study [40].

C. EnKF COUPLED WITH FCNN
The general idea of this algorithm is that the FCNN provides
a surrogate forward model to the EnKF; in contrast, the EnKF

FIGURE 1. Schematic diagram of the FCNN. The leftmost layer is the input
layer, the rightmost layer is the output layer, and the middle is the hidden
layers. Inj is the training set, Outj is the training model, and Wk,1 is the
neural network weight in the hidden layer.

FIGURE 2. Scheme of the two-step algorithm. EnKF step: Using the
observations to estimate the analysis values based on W . FCNN step:
Using neural network model and analysis values to estimate W .

provides a complete time series to train the neural network.
The scheme of the algorithm is displayed in Figure 2, and
the schematic diagram of an EnKF coupled with an FCNN
is shown in Figure 3. The assimilation process is separated
into two stages. In stage 0, the nonlinear physical model
is denoted as Mt (·). The training sets consist of the EnKF
results over a period of time (t = 1, 2, . . . , m). The
forecast values X fi,1,X

f
i,2, · · · ,X

f
i,m and the analysis values

Xai,1,X
a
i,2, · · · ,X

a
i,m are used as the input and output of the

training sets in the FCNN. Using the FCNN, this process gen-
erates a surrogate model ξ (·) through training. Equation (11)
represents a hybrid model using an already existing model:

ξ (Mt (·)) 7→ Mt (·)+ ξ (·) (11)

where Mt (·) is the original model and ξ (·) is the trainable
model.

In the training process, the optimal weight W (the weight
of an artificial neural network) is determined using an itera-
tive minimization process of the cost function. In this case,
the cost function to minimize is

L
(
W ,Xai,t

)
=

1
2

m−1∑
t=0

∥∥yt − Ht (Xai,t)∥∥2R−1t + 1
2

m−1∑
t=0

∥∥Xai,t+1
− ξ (Mt (W ,Xai,t )

∥∥2
Q−1t

, (12)

where m is the length of the assimilation or training window
and W is also the set of parameters of the surrogate model.
This equation also estimates the model error using sparse and

144954 VOLUME 9, 2021



M. Fan et al.: Combining FCNN With EnKF to Emulate Dynamic Model in DA

FIGURE 3. Schematic diagram of an EnKF coupled with an FCNN. Stage 0: Using the EnKF results over a period of time (t=1, 2, . . . , m) to train the
surrogate model. Stage 1: Coupling this surrogate model with the EnKF to realize assimilation in the next period of time (t=m, m+1, . . . , 2m).

noisy observations. If yt is the full observation and Rt = 0
(no observation noise), then the standard ML cost function is
shown in equation (13).

L
(
W ,Xai,t

)
=

1
2

m−1∑
t=0

∥∥Xai,t+1 − ξ (Mt (W ,Xai,t )
∥∥2
Q−1t

(13)

In stage 1, the surrogate model can be iteratively formed
ξ (Mt (·)). This hybrid model is coupled with the EnKF to
realize assimilation in the next period of time (t = m,
m+1, . . . , 2m). The results of the EnKF and EnKF-FCNN
are defined as XEnKF and XEnKF−FCNN , respectively. The
forecast value X fi,t+1 changes as

X fi,t+1 = ξ
(
Mt
(
Xai,t

))
+ wi,t ,wi,t ∼ N (0,Qt) (14)

From equations (11–13), Qt also plays the role of the
hybrid model error covariance matrix. In other words, the sur-
rogate model error is associated with Mt (·), and its error
covariance matrix is also estimated by equation (4). Qt is a
symmetric positive semidefinite matrix and is itself estimated

TABLE 1. Neural network architecture in EnKF-FCNN.

using the EnKF. In the optimization process, different weights
are given to different states according to their uncertainties.

There are many parameter configurations in addition to
the input and output of the training sets. The epochs are
defined as a single training iteration of all batches in forward
and backward propagation. This means that one cycle is a
single forward and backward transfer of the entire input data.
The batch_ size is defined as the number of samples in each
batch when performing gradient descent. The validation sets
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val_split is a certain proportion of the data from the training
sets. The neural network architecture is shown in Table 1 An
FCNN framework based on TensorFlow and an EnKF-FCNN
algorithm framework are built in Appendix A and Appendix
B, respectively.

D. ASSIMILATION EVALUATION METRICS
(1) The root mean square error (RMSE) is used to quantify
the assimilation performance, as shown in equation (15).

RMSE =

√√√√ 1
m

m∑
t=0

(Xai,t − x(t))
2, (15)

where m is the integral number of times and x(t) is one of the
variables of the true states (Lorenz-63 or Lorenz-96) at time
t . Xai,t represents the analysis values of the random variables
(assimilation results) at time t .

(2) The mean absolute error (MAE) is chosen as the cost
function to determine the influence of the surrogate model on
data assimilation performance. The formula for the MAE is
shown in equation (16).

MAE =
1
N

N∑
i=1

∣∣Xai,t − x(t)∣∣ (16)

III. RESULTS
A. NUMERICAL EXPERIMENTS USING THE
LORENZ-63 MODEL
The Lorenz-63 model is a nonlinear spectral model used in
the study of the finite amplitude convection of a fluid and pro-
posed by Lorenz and Saltzman in 1963 [41], [42]. Because of
its nonlinear chaotic characteristics and low dimensionality,
the Lorenz-63 model is often used to verify the performance
of data assimilation systems. The Lorenz-63 model is defined
as shown in equation (17):

dx(t)
dt
= σ (y(t)− x(t))

dy(t)
dt
= rx(t)− y(t)− x(t)z(t)

dz(t)
dt
= x(t)y(t)− bz(t) (17)

In this configuration, σ = 10, r = 28, b = 8/3,
the integration of the system is based on fourth-order Runge-
Kutta explicit iterative methods [43]. The integral time step
is t = 0.01 units, the dimension is n = 3, and the integral
iterations (the length of the assimilation or training window)
is m = 1000. The observation time step is Obs = 0.08 units
(every eight integration time steps). The size of the ensemble
is N = 50. These configurations have been used in previous
studies [44]. This study chooses the variable x(t) to observe
the assimilation results.

1) TRAINING THE SURROGATE MODEL
For the dynamic system described by equation (14), we run
the system and record the true value x(t) of the system. Then,

FIGURE 4. Process of training the surrogate model: epochs={1, 2, . . . ,
200}, the size of the training sets is 1000 (training: 90%, validation: 10%),
and the batch_size = 8.

the observations add Gaussian noise to the true value x(t),
and the EnKF algorithm is applied to generate a sequence of
forecast values, X fi,1,X

f
i,2, · · · ,X

f
i,m, and a sequence of analy-

sis values, Xai,1,X
a
i,2, · · · ,X

a
i,m. The length of the assimilation

or training window is 1000, Qt = 0.1, and Rt = 0.1. The size
of the ensemble is N = 50. The training sets are built by the
time series {X fi,m,X

a
i,m}. In the FCNN, the other parameter

configurations are the number of training steps, epochs= {1,
2, . . . , 200}, batch_size = 8, and validation sets, val_split =
0.1. Regarding the entire training dataset, 90% of the data
are used for training, and 10% are used for validation. Then,
the surrogate model ξ (·) is trained.
To verify the performance of the surrogate model, the train-

ing accuracy (loss) and the validation accuracy (loss) are
compared using different epochs. Figure 4 shows the follow-
ing: (1) the training and validation accuracies perform better
when the number of epochs increases, and they are over 95%
when epochs=200. (2) The training and validation losses are
low when epochs ≥ 5.

2) PERFORMANCE OF THE EnKF-FCNN WITH DIFFERENT
MODEL ERROR COVARIANCES
In the EnKF-FCNN, the surrogate model ξ (·) is added to
the forecast step. The forecast values are calculated by equa-
tion (11). In these experiments, the model error covariance
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FIGURE 5. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, Qt = {0.5, 1.5, 3}). The horizontal
axis represents the Lorenz-63 time, and the vertical axis represents the MAE . The red solid line represents MAEEnKF, and
the blue solid line represents MAEEnKF−FCNN. Panel (a) shows Qt = 0.5, Panel (b) shows Qt = 1.5, and Panel (c) shows
Qt = 3.
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TABLE 2. RMSEs of two approaches (EnKF and EnKF-FCNN) with
different Qts.

Qt = {0.5, 1.5, 3} and the observation error covariance
Rt = 2. The other configurations are the same as in the train-
ing of the surrogate model. Figure 5 compares theMAE of the
EnKF-FCNN approach with that of the EnKF. The RMSEs
of the different approaches are compared in Table 2. The
conclusion of this experiment is as follows: (1) the MAE
and RMSE of the EnKF-FCNN approach are significantly
lower than those of the EnKF. (2) As Qt increased, although
the RMSE of the new method also increased, the rate of the
increase was not as fast as that of the EnKF. These results
show that the EnKF-FCNN approach performs better than the
EnKF, especially when the model error increases.

3) PERFORMANCE OF THE EnKF-FCNN WITH DIFFERENT
OBSERVATION ERROR COVARIANCES
Another group of experiments with the observation error
covariance Rt = {1, 2, 3} is conducted using the model
error covariance Qt = 0.1, which is different from that
used in the training process. The other configurations are
the same as in the previous experiments. Figure 6 also
compares the MAE of the EnKF-FCNN approach with that
of the EnKF. The same result is obtained, which is that
the MAE of the EnKF-FCNN approach is significantly
lower than that of the EnKF. The RMSEs of the different
approaches are compared in Table 3. Through experiments,
RMSEEnKF−FCNN = {0.383, 0.471, 0.664} and RMSEEnKF
= {0.598, 0.732, 0.913} when Rt = {1, 2, 3}, respectively.
The RMSE of the EnKF becomes increasingly severe when
the observation error increases. However, the RMSE of the
EnKF-FCNN change less. Therefore, the EnKF-FCNN has
a good effect on reducing the influence of the observation
error.

4) PERFORMANCE OF THE EnKF-FCNN WITH DIFFERENT
OBSERVATION TIME STEPS
The last set of experiments compares the performance of the
EnKF-FCNN approach with that of the EnKF built using
different observation time steps Obs = {0.02, 0.1, 0.16} to
demonstrate the effectiveness of using sparse observations.
The model error covariance Qt = 0.1, and the observation
error covariance Rt = 2. Figure 7 also compares the MAE
of the EnKF-FCNN approach with that of the EnKF with
different Obss. The RMSEs of the different approaches are
compared in Table 4. The results demonstrated the follow-
ing: (1) the performance of both methods is good when
Obs is smaller (= 0.02) and the EnKF-FCNN is slightly
better. (2) RMSEEnKF−FCNN is clearly lower than RMSEEnKF
when Obs increases (≥ 0.1), especially when Obs=0.16,
RMSEEnKF−FCNN = 1.174, and RMSEEnKF = 1.762. The

TABLE 3. RMSEs of two approaches (EnKF and EnKF-FCNN) with
different Rts.

TABLE 4. RMSEs of two approaches (EnKF and EnKF-FCNN) with
different Obss.

choices of Qt and Rt do not seem to be critical to the
EnKF-FCNN performance as long as the Obs is short. How-
ever, when the Obs is longer, the advantage of the EnKF-
FCNN over the EnKF becomes quite obvious.

B. NUMERICAL EXPERIMENTS USING THE
LORENZ-96 MODEL
The Lorenz-96 system is also widely used to verify various
assimilation algorithms [45]. The expression is shown as
follows:

dxj(t)
dt
= −xj−2(t)xj−1(t)+ xj−1(t)xj+1(t)− xj(t)+ F,

j = 0, 1, 2 · · · (18)

These variables represent several basic features of the
atmosphere, such as nonlinear advection-like terms, a damp-
ing term, and an external forcing. In this experiment, we set
j = {0, 1, . . . , 39} and F = 8. For computational stabil-
ity, the time step is 0.05 units. A fourth-order Runge-Kutta
scheme is used for temporal integration in this study. These
configurations have also been used in previous studies.

In the training model process, the model error covariance
Qt = 0.1 and the observation error covariance Rt = 0.1.
The number of training epochs = 200, batch_size = 8, and
validation set val_split = 0.1. The size of the ensemble N =
50. Using the FCNN algorithm, the surrogate model ξ (·) is
trained.

In the assimilation process, the surrogate model ξ (·) is
used to calculate the forecast values. The observation error
covariance Rt = 2, and the other configurations are the same
as in the training process. TheMAE is used to reflect the error
of the analysis values with the true values. Figure 8 com-
pares the performance of the EnKF-FCNN with that of the
EnKF. In these configurations, RMSEEnKF = 1.272 and
RMSEEnKF−FCNN = 0.864. These results show that the
EnKF-FCNN performs better than the EnKF. Another group
of experiments, with Qt = 2 and Rt = 2, is also con-
ducted in the numerical simulation. All the other parame-
ters remain the same. Figure 9 shows the performance of
the two approaches in these configurations. The RMSEEnKF
and RMSEEnKF−FCNN are equal to 2.121 and 1.067, respec-
tively. In conclusion, the MAEs and RMSEs demonstrate
that the EnKF-FCNN approach significantly improves the
performance.
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FIGURE 6. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, Rt = {1, 2, 3}). Panel (a) shows
Rt = 1, Panel (b) shows Rt = 2, and Panel (c) shows Rt = 3.
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FIGURE 7. MAE performance comparison of two approaches (EnKF-FCNN and EnKF, Obs={0.02, 0.1, 0.16}). Panel
(a) shows Obs = 0.02, Panel (b) shows Obs = 0.1, and Panel (c) shows Obs = 0.16.
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FIGURE 8. Performance comparison of the two approaches (Rt = 2 and Qt = 0.1). The horizontal axis
represents xj (t) j =

{
0, 1, · · · , 39

}
, and the vertical axis represents the time of the Lorenz-96 model.

FIGURE 9. Performance comparison of the two approaches (Rt = 2 and Qt = 2).

IV. DISCUSSION
A. TRAINING AND LOSS
With fewer training epochs, the learning efficiency is low, and
the accuracy of the training model will be poor. Therefore,
a reasonable number of training step epochs is an important
indicator of the quality of the model. In this study, from the
accuracy and loss based on different epochs, the accuracy
reaches 95%, training stops, and then, the training model has
high accuracy. Loss is the punishment for bad forecasting.
That is, loss indicates how accurate the model’s predictions
are for a single sample. If the model’s predictions are com-
pletely accurate, then the loss is 0; otherwise, the loss is large.
The goal of the training model is to find a set of weights and
deviations with a smaller average loss from all the samples.

B. UNCERTAINTIES
The EnKF-FCNN approach performs fairly well in the
Lorenz-63 and Lorenz-96 models. However, there are still

some uncertainties and limitations to the current study. For
instance, (1) although the EnKF-FCNN approach works well
in Lorenz models, choosing an appropriate size for the train-
ing time step and hidden layers still needs to be addressed.
(2) This new approach has not been verified in high-
dimensional models (the quasi-geostrophic model (QG),
the Noah-MP land surface model (NFLS), and the weather
research and forecasting model (WRF)). (3) The application
of the EnKF-FCNN approach to multiscale and larger sys-
tems is another important challenge for the future. Merging
multiscale ML and sparse coding greatly improves saliency
detection [46]. A multiscale convolutional neural network
effectively solves remote sensing images with complex back-
grounds [47]. A multiscale target detection algorithm based
on a region proposal convolutional neural network can detect
differences in the target scales of images and improve the
detection speed [48]. Therefore, coupling the EnKF-FCNN
strategies with multiscale space theory is a very promising
research direction.
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C. THE COMPUTATIONAL COST
In the EnKF-FCNN approach, the computational cost of
Stage 0 is related to the cost of the FCNN step. The neural
network computing capacity largely depends on the amount
of data and the depth and complexity of the network. This
study focuses on two factors to reduce the computing cost: (1)
vectorization programming, which first appears in the MAT-
LAB programming language. BecauseMATLAB and Python
are analytical executions, the efficiency is low when using
the basic cycle. However, when choosing the vectorization
method for calculation, the computer can run multiple data
simultaneously in parallel, and the computing performance
will be greatly improved. (2) For ML, the cost of data acqui-
sition can be very expensive, so selecting reasonable training
datasets for the model is critical. The main tools to improve
the performance of learning algorithms are learning curves
and verification curves. Taking Lorenz-63 as an example,
when the size of the training sets is m= 102, the highest train-
ing accuracy of the model is only approximately 70%; when
m = 104, the training accuracy and verification loss rate of
the model are good, which was similar to m=103. Therefore,
training sets that are too large will also cause resource waste
and high calculation costs. An effective approach is to end
the training when the training accuracy or validation loss has
not improved over several cycles. This will save considerable
computing costs.

V. CONCLUSION
In this study, a new method for an FCNN coupled with an
EnKF is discussed, including the generation of training sets,
the training of the surrogate model and how to apply it.
To verify the performance of the surrogate model, the training
accuracy (loss) and validation accuracy (loss) were compared

using different epochs. The algorithm is verified by a numer-
ical example of model uncertainty. The performance of the
EnKF-FCNN is proven with different model error covari-
ances, different observation error covariances, and different
observation time steps. The new method is applied to noisier
observed systems to realize observation error correction, and
it is also applied to sparse observations to improve assimi-
lation performance. The hybrid approach was designed for
a threefold scope: (1) coupling the original dynamic model
with the FCNN-trained model is built; (2) the assimilation
process includes a ‘‘two-stage’’ procedure. Stage 0 gener-
ates the training sets and trains the surrogate model. Then,
the hybrid model is used for the next period assimilation in
Stage 1. (3) The FCNN is coupled with the DA algorithm.

Nevertheless, the effectiveness of the proposed algorithm
has yet to be verified in specific fields with large state spaces
and more complex internal and external mechanisms. Future
work should include the implementation of a DA+NN under
more general conditions [49], [50]. For instance, the combi-
nation of parametric model inaccuracy and structural model
uncertainty will be studied in the future [51]. In addition,
modern deep learning tools (such as CNNs and RNNs) can
also be introduced into data assimilation to improve the
adaptability and performance to data under different condi-
tions [20].
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APPENDIX A
An FCNN Framework Based on TensorFlow: This study
builds an FCNN framework using Python and TensorFlow.
TensorFlow is a symbolic mathematical system based on data

EnKF-FCNN Algorithm
Stage 0

for t from 0 to m do
-initialization: generate true state, observations, the length range of the data is 0∼m, the physical model is, the model error
covariance Qt = 0.1 and the observation error covariance Rt = 0.1

-Forecast step: generate forecast values (X fi,1,X
f
i,2, · · · ,X

f
i,m)

-Analysis step: generate analysis values (Xai,1,X
a
i,2, · · · ,X

a
i,m)

end
for epochs from 1 to 200 do

-Training sets: {X fi,1,X
f
i,2, · · · ,X

f
i,m, X

a
i,1,X

a
i,2, · · · ,X

a
i,m}

-Normalization: the training sets are normalized from [−1, 1]
-Neural network configuration: ReLU activation function, Adam optimizer,Mean_squared_error loss function, Accuracy evaluation
standard

-Training: batch_size = 8, val_split = 0.1. Generate the surrogate model ξ (·)
end
- Calculate the accuracy and loss

Stage 1
for t from m to 2m do

-initialization: generate true state, observations, the length range of the data is m∼2m, the physical model is ξ (Mt (·)), chose
different Qt and Rt

-Forecast step: generate forecast values (X fi,m,X
f
i,m+1, · · · ,X

f
i,2m)

-Analysis step: generate analysis values (Xai,m,X
a
i,m+1, · · · ,X

a
i,2m)

end
End
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flow programming. TensorFlow is widely used in the pro-
gramming and implementation of various machine learning
algorithms. The form of TensorFlow is the Dist-Belief neural
network algorithm library of Google [52]. Keras is a third-
party high-level neural network API that supports Tensor-
Flow, TheNaO, and MicroSOFT-CNTK [53]. The main steps
include the following:

(1) Corresponding libraries are imported, mainly including
the following: keras.models, keras.layers, keras.callbacks,
keras.optimizers, sklearn.preprocessing, etc.
(2) The training sets are normalized to [−1, 1] and

imported into the input layer. In this study, the training sets
are generated from the forecast values and the analysis values
of the EnKF process in stage 0.

(3) A neural layer with 32 nodes is defined using the
‘‘ReLU’’ activation function, and the dimension of the data
of the input layer matched that of Lorenz-63 or Lorenz-96.

(4) It is also important to select the appropriate opti-
mizer, loss function and accuracy evaluation criteria. In this
study, the optimizer is ‘‘Adam’’, the loss function is
‘‘Mean_squared_error’’, and the accuracy evaluation stan-
dard is ‘‘Acc’’.

(5) The training process is performed. epochs is the number
of training epochs. batch_size is the number of samples in
each batch when performing gradient descent. The share of
the training data belonging to the validation set is val_split.

(6) The training accuracy (loss) and the validation accu-
racy (loss) are calculated.

APPENDIX B
See EnKF-FCNN Algorithm
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