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ABSTRACT Rock bolts have been widely used to enhance the structural stability of underground infras-
tructures. Careful tracking of rock bolt positions is highly significant since it assists with operational success
of ground support and has applications to predictive maintenance practices. This paper presents a practical
algorithm, CFBolt, to detect rock bolts from a 3D laser scanned point cloud. Considering that rock bolts are
relatively tiny objects, CFBolt follows a two-step coarse-to-fine strategy. It first computes a single-scale
proportion of variance (POV) for each point as the local point descriptor and filters out near 95% not-bolt
points with a simple but effective classifier, Linear Discriminant Analysis (LDA), which allows for the
pruned point cloud to be then used as a compatible input to a deep neural network, designed and trained
to precisely detect rock bolts from the pruned point cloud. CFBolt was tested for detecting rock bolts from
LiDAR scan data collected from Sydney’s civil tunnelling project site. The entire dataset contains more than
160 million points. The obtained scores of Intersection over Union (IoU) and precision for individual bolt
points were 89.33% and 92.04%, respectively. For rock bolt objects, the precision and recall were 98.34% and
98.73%, respectively. The detection quality of CFBolt is superior to the state-of-the-art 3D object detection
algorithms and the newest rock bolt detection algorithm, demonstrating the robustness and effectiveness of
CFBolt.

INDEX TERMS Rock bolt, point cloud, LiDAR, neural network.

I. INTRODUCTION
Rock reinforcement, which refers to the support that is intru-
sive to the rock mass, such as rock bolts [26], is an essential
part of every tunnelling project as it consolidates the sta-
bility of the tunnel structure. Rock bolts are steel rods that
are installed into a rock mass to provide geotechnical sup-
port and are an essential part of any underground operation
[17], [21]. Rock bolts can meet a variety of geological con-
ditions and requirements necessary for a modern ground
support system in an underground mine or tunnel [23]. The
purpose of rock bolts in underground environments can be
summarised as serving two essential functions: suspending
potentially loosened blocks together and forming a protective
pressure arch around the excavated void to help the ground
strengthen itself [20].

Careful tracking of rock bolt positions is highly significant
since it can assist with operational success of ground support
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and has applications to predictive maintenance practices
[6], [24], which can highlight problems with bolting pattern
design and demonstrate areas with poor rock conditions that
may have been overlooked. However, it is challenging to
monitor rock bolts in-situ due to the limitation of lighting and
unavailability of global navigation signals in the underground
environment [32], [35].

Traditionally, deformation and support conditions in
underground tunnels have been monitored through visual
inspection [25] and geotechnical instrumentation [11], [31].
However, the subjectivity of visual observation techniques
can result in ambiguous or incomplete analyses with little
quantifiable data [3]. Monitoring displacements with conven-
tional instrumentation can be expensive and time-consuming,
and the information collected is typically limited to just a few
locations [3], [7]. Other popular surface imaging approaches
such as photogrammetry are subject to the poor lighting
condition of the environment [33]. [18], [39] have recently
studied the 2D image-based deep learning algorithms, such
as mask R-CNN, and demonstrated its effectiveness for
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monitoring deformation and support conditions in tunnels,
which shows the potential of deep learning algorithms for
such tasks.

In recent years, LiDAR, a technique used in laser scanning
for 3D mapping, has been widely used for underground 3D
imaging [36]–[38]. In underground environment, laser scan-
ning has normally been used to monitor tunnel closures [9],
deformations [10], [14], [40], and cavity collapse [8]. With
a large scanning range and being independent of lighting
condition [13], LiDAR offers new opportunities for under-
ground ground support monitoring, in particular, rock bolt
identification. The output of LiDAR forms a set of points
with XYZ coordinates, which is called a point cloud. The
point cloud represents an exact 3D replica of the scanned
environment.

Identifying objects from point clouds has beenwidely stud-
ied in the literature. Numerous deep learning algorithms have
been proposed, such as PointNet [27], PointNet++ [28], and
SO-Net [19]. Rahman et al. [29] provides a comprehensive
survey on 3D object detection with deep neural networks.
Although these approaches achieve impressive results for 3D
object identification, almost all of them are limited to tiny
3D point clouds or fixed input sizes (e.g., 4k points or 1× 1
meter blocks) and cannot be directly extended to larger point
clouds [15]. Recently, there have been several works focusing
on extending deep learning algorithms to large point clouds,
such as RandLA [15] and Cylinder3D [41]. The methods
downsample the input cloud and keep asmuch local structural
information on the remaining points as possible by aggregat-
ing local features on sampled points. However, they are not
suitable for identifying rock bolts. As shown in Figure 1, one
tunnel scan consists of around 2million points while one rock
bolt typically accounts for 300 points. The relatively small
size of rock bolts makes it hard for existing algorithms to
be directly applied to detect rock bolts. The main reason is
that few points from rock bolts will be preserved after the
downsampling process. For example, if the downsampling
rate is 1%, the expected number of points for one rock bolt is
only 5 after the downsampling process. Even if the sampling
possibility is not uniform, the remaining number of points
from rock bolts would still be too small to represent the bolt
structure, and the bolt features can be easily lost.

A. ROCK BOLT DETECTION ALGORITHM
Due to the critical role of rock bolts in reinforcement, many
works study the detection of rock bolts based on LiDAR scan.
Martínez-Sánchez et al. [22] used rock bolts as anchors to
computed rigid transformation between an initial and poste-
rior point cloud, which is called registration. The thickness
of sprayed concrete is then calculated based on the registra-
tion result. They proposed a deep network that consists of
two autoencoders and an output layer to detect rock bolts.
However, the detection result contains many false positives
as the algorithm for rock bolt detection only serves as a
pre-processing step for point cloud registration, and it focuses

FIGURE 1. A scan of underground tunnel. Red points consist of a rock
bolt. The entire scan usually contains 2 million points, while a single bolt
typically contains 300 points.

on finding as many rock bolts as possible (achieving a high
recall rate) while ignoring the precision.

Gallwey et al. [12] proposed a machine learning approach
to detect rock bolts. They construct a 65 dimensional fea-
ture vector for each point, which includes eigenvalue based
neighborhood features [4], density, and fast point feature
histogram features (FPFH) [30]. Several machine learning
(ML) classifiers are tested to label the point cloud based on
the feature vector. Among them, multilayer perceptron and
random forests are finally chosen. Though the ML classi-
fiers are carefully selected, the point-wise feature vector is
user-specified and not learnt by the deep neural network, lim-
iting its representation power. Compared with the F1scores
(the harmonic mean of the precision and recall) of point-wise
classification and rock bolt detection reported in their paper,
which are 0.64 and 0.90, our proposed algorithm improves
the score by 38% and 9% to 0.88 and 0.98, respectively.

Singh et al. [34] proposes the newest rock bolt detection
algorithm (we call this algorithm LDANN in the rest of this
paper). Similar to [12], LDANN generates a local descriptor
for each point using eigenvalue based feature and FPFH. Then
a single-layer neural network is trained for bolt classification
with the local descriptor. Moreover, as shown in Figure 2,
LDANN only recognises a circular region over bearing plates
instead of square and determines whether there exists a bolt
or not based on the detected region. The bearing plates with
a structure similar to the tunnel surface (green points) are
hard to detect using local point descriptors. Therefore, it is
challenging to acquire the exact shape and boundary of rock
bolts using LDANN, which affects future possibilities in
identifying changes in bearing plates.

This paper presents an effective and efficient method,
named CFBolt, to detect rock bolts from point clouds.
To avoid the manually pre-processing step and achieve fully
automated rock bolt detection, CFBolt follows a two-step
coarse-to-finemanner. CFBolt first filters out most non-bolt
points and limits the search space to a few locations. Then
it extracts points from these locations within a fixed radius
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FIGURE 2. LDANN misses the exact boundary of bearing plates (shown in
green) and identifies only a circular region (shown in red) over it.

and feeds them to a deep neural network to detect rock bolts.
To achieve robust and high-quality bolt detection results,
we use the deep neural network to learn a global feature vector
and local feature vectors and combine them to generate per
point feature vector. A transformer net is adopted to ensure
that the learned feature vector is consistent under certain
geometric transformations. As shown in Section IV, CFBolt
achieves high-quality results and makes an improvement
compared to existing algorithms, such as 12% improvement
over LDANN on point-wise classification.

II. DATASET
In order to train the neural network, a large amount of labelled
data is required. As no existing dataset of labelled rock bolts
is available, we used a tripod-mounted terrestrial laser scan-
ner to collect rock bolt data from a civil tunnelling project
site in Sydney, New South Wales, Australia. The scanning
was conducted in conjunction with the excavation cycle of
road-header excavation, rock bolt installation followed by
shotcrete application. The collected data consists of 84 sepa-
rate scans, including the bolted rock face of excavation cuts
ranging from 2–6metres. All the 84 scans are similar in terms
of geometry, bolt density, and scale. Each scanwas taken after
rock bolt installation and before the surface was covered with
shotcrete. The scanner was positioned 1-3m away from the
excavated section and covered a 180-degree area facing the
heading. The number of bolts captured in each scan ranged
from 10–20, at a resolution of 6.3mm, which is the Euclidian
distance between points at 10 metres from the scanner. This
amounted to a total of 1,266 rock bolts in the dataset. The
rest of the data included the surrounding rock (mainly Sydney
Basin Hawkesbury Sandstone), as well as areas of previously
applied shotcrete, ventilation, services, and equipment.

The rock bolt points are classified manually and given the
class label ’1’ while all the other not-bolt points are labelled
’0’. Nomanual cleaning method is applied to remove not-bolt

points from the tunnel surface, and the final dataset represents
the true underground situation. Table 1 provides the statistics
of the dataset in this study.

TABLE 1. Statistics of the dataset used in our experiments.

FIGURE 3. One of the scans used in our research. The scan consists
of 1.86 million points and contains 18 rock bolts. The bolt shown in the
zoom-in figure consists of 372 points.

Figure 3 gives one of the scans used in our research. It con-
sists of 1,859,536 points. There are 18 rock bolts in the scan,
which consists of 6,941 points in total. The rock bolt shown
in the zoom-in figure at the left corner contains 372 points.1

III. METHODOLOGY
One of the superiority of using the deep neural network for
3D object detection is that the neural network itself learns
the object’s structural features. However, the neural network
used in existing bolts detection methods [12], [33] are small,
typically consists of one or two hidden layers and are only
used for classification with user-specified per point feature
vector, such as the proportion of variance (POV) [5], and
FPFH. A drawback of using a user-specified feature vector
is limiting the neural network’s generalisation ability to fit
unseen data. To overcome this, a straightforward solution is
to increase the dimension of feature vectors. For example,
Gallwey et al. [12] uses a 65-dimensional feature vector.
Though this improves the performance for rock bolt detec-
tion, the time cost of constructing a high dimensional feature
vector increases, and the limitation of generalisation ability
still exists.

1More images about the dataset are available at https://github.com/brando
nliu0306/tunnel_images
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To identify rock bolts, our proposed rock bolt detection
method, CFBolt, adopts a two-step coarse-to-fine strategy.
The first step, called Rough Estimation, estimates possible
locations of rock bolts while pruning as many not-bolt points
as possible. Then, a set of candidate bolts is generated by
extracting a 0.2m radius sphere centred at each location as the
extruding portion of rock bolts is assumed to be no longer than
0.3m in length. The second step, Precise Detection, adopts an
effective rock bolt detection neural network to classify and
segment rock bolts from candidate bolts.

A. ROUGH ESTIMATION
Rough Estimation generates a set of candidate rock bolts C
in which each may or may not contain a real rock bolt. The
candidate rock bolts will be further classified at the second
step. Rough Estimation needs to prune out as many not-bolt
points as possible while ensuring no rock bolt will be filtered
out. To this end, we use the single-scale POV [5] as per point
structural descriptor. Note that using more structural descrip-
tors, like FHFP as shown in [12] can filter out more not-bolt
points, but some real rock bolts may also be pruned. Also, it is
efficient to compute one simple structural descriptor for each
point as the original scan typically contains about 2 million
points.

POV defines the appearance of a point cloud, whether
linear, planar or 3D surface at a given scale based on the
proportions of eigenvalues. Given a point of interest si, for
points in the neighbouring ball centred on si, three eigenval-
ues are calculated from Principal Component Analysis (PCA)
performed on the recentered coordinates of the points in
that ball. The diameter of the neighbouring ball is controlled
by the user-specified scale. Let λ1, λ2, and λ3 be the three
eigenvalues results from the PCA. POV is described as the
normalized eigenvalue, i.e., pi =

λi
λ1+λ2+λ3

. Given the con-

straint p1 + p2 + p3 = 1, POV is defined as a two-parameter
feature at any given point and scale, i.e, (p1, p2).
For each point, a single-scale POV is computed at a 10cm

scale as performing PCA transform is time-consuming, and
the rough estimation step does not require very high preci-
sion. The 10cm scale is selected by following [34] which
suggests that POV is efficient in capturing the geometrical
features of rock bolts up to 10 cm in length. Section IV-A fur-
ther shows that 10 cm scale is a good choice for single-scale
POV (Figure 9) because no real rock bolt will be wrongly
filtered out. Note that in [5], [33], multi-scale POV is com-
puted at different scales ranging from 2cm to 10cm with
1cm step. Though multi-scale POV can capture more local
structure details, as shown in Figure 4, multi-scale POV
does not perform better than single-scale POV for identifying
locations of rock bolts. This is because a rough estimation of
rock bolt locations does not require very detailed structural
information. Furthermore, the number of false-positive points
(red points outside the green circles) in Figure 4 (a) is more
than that in Figure 4 (b), which shows that, as proved in
our experiment (Section IV-A), too much detailed structural

FIGURE 4. The detection results using Linear Discriminant Analysis (LDA)
with multi-scale POV and single-scale POV. Both find locations of all the
rock bolts (green circles). But the computation cost of single-scale POV is
only a ninth of multi-scale POV. In figure (a), multi-scale POV is computed
at scale ranging from 2cm to 10cm with an increment of 1cm.
In figure (b), single-scale POV is computed at scale of 10cm.

information may even hinder filtering out not-bolt points.
By considering both the efficiency and effectiveness, single-
scale POV at a 10cm scale is chosen in this study.

A simple linear classifier, Linear Discriminant Analysis
(LDA) [2], is adopted for classifying points based on the
POV descriptor computed in the previous step. The principle
behind LDA is to project the samples in high dimensional
feature space onto a line such that samples from the same
class are as close to each other as possible while samples
from different classes are as far away from each other as
possible. LDA proposes to set the line (vector) as (60 +

61)−1(µ1 −µ0), where 6c and µc are the covariance matrix
and the mean vector of the samples in class c (not-bolt and
bolt). In other words, a point’s label is determined on a certain
side of a hyperplane perpendicular to this line. We use the
normalised distance to the hyperplane as the confidence for
the classification of each point. The further a point is from the
hyperplane in the feature space, the higher probability it has
belonging to that class.
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A confidence threshold is used to prune not-bolt points
further. For any point classified as bolt point in LDA, if its
confidence is no larger than 0.9, we still treat it as a not-
bolt point. As shown in Figure 5, by applying the threshold
to LDA classification results, the number of false-positive
results are significantly reduced. The bolt points are concen-
trated on the spike part of the rock bolts, which is the most
significant feature of the rock bolt compared with the tunnel
surface. Though the shapes of rock bolts are not detected
completely, the detected bolt points are enough to estimate
rock bolts’ locations.

FIGURE 5. The classification result before and after pruned with
confidence threshold. Most false positive results are filtered out.

We apply density-based spatial clustering of applications
with noise (DBSCAN) to the detected bolt point in the pre-
vious step. DBSCAN generates clusters by searching core
points and grouping points within the distance threshold ε to
them. Considering the point cloud density and the size of rock
bolts, the maximum neighbourhood distance ε is set to 5cm,
and the minimum cluster size is set to 10. A cluster’s central
coordinate is computed as the mean value of coordinates of
all the points belonging to that cluster. All the points within
a 0.2m radius sphere centred at the central coordinate of a
cluster will be extracted as a candidate rock bolt. Figure 6
demonstrates the results of performing DBSCAN on the LDA

FIGURE 6. After the LDA result is acquired (a), DBSCAN is performed to
generate clusters (b). Then candidate bolts are extracted as a 0.2 radius
sphere centred at each cluster (c).

classification. Candidate rock bolts are generated based on
the central location of each cluster.

B. PRECISE DETECTION
Currently, deep learning is the dominant method for recognis-
ing objects from three-dimensional data. It has been shown
that deep neural networks can arbitrarily approximate any
continuous set function given enough neurons [27], which
means it has the potential to detect any object shape. Com-
pared with existing bolt detection algorithms, the most char-
acteristic part of deep learning algorithms is that they learn

VOLUME 9, 2021 148877



S. Saydam et al.: Coarse-to-Fine Approach for Rock Bolt Detection From 3D Point Clouds

FIGURE 7. RBNN architecture. ‘‘MLP’’ and ‘‘FC’’ stands for multi-layer perceptron and fully-connected layers, respectively. Numbers in bracket are
layer sizes. Batchnorm is used for all layers with Rectified Linear Unit (ReLU).

per point features instead of using user-specified feature
descriptors. Therefore, it has the capacity to generate more
accurate features representing rock bolts given the proper
training data.

The structure of our rock bolt detection neural network
(RBNN), which is based on the pioneering work Point-
Net [27], is visualised in Figure 7. To elaborate RBNN struc-
ture, we divide it into three sub-networks, e.g., Transformer
Net, Segmentation Net, and Classification Net. Transformer
Net provides pose normalisation for the input candidate
rock bolts to ensure the output results are invariant to cer-
tain geometric transformations. ClassificationNet determines
whether a real rock bolt exists in the input, and Segmentation
Net outputs per point labels to detect the exact shape of rock
bolts.

The input layer accepts a fixed number of points. Note
that the number of points in candidate rock bolts is not
fixed because the point could density varies depending on the
distance from the scanner and the shape of captured objects.
In this study, the input point to RBNN is set to 1024 as the
mean value of the number of points per candidate rock bolt is
993. Before the candidate rock bolt is fed to RBNN, we resize
it to 1024 by randomly duplicating or removing the points
in it. If some point is removed, its label will be determined
by the majority vote from its top 9 nearest neighbours. For

each candidate rock bolt, we recenter and rescale its points’
coordinates to fit in a unit cube before feeding it to RBNN
andmap them back to original coordinates after classification
or segmentation. Suppose that the maximum and the mini-
mum value among all the points’ coordinates in a candidate
rock bolt are xmin, ymin, zmin and xmax , ymin, zmin, respectively,
the normalized coordinate for point (x, y, z) will be

x ′y′
z′

 =


1
xmax− xmin

1
ymax− ymin

1
zmax− zmin


x−xminy−ymin
z−zmin



RBNN first uses a shared multi-layer perceptron (MLP)
to map every 1024 points from three dimensions (x, y, z)
to 64 dimensions. Note that for shared MLP, each of
the 1024 points uses the same multi-layer perceptron,
and the mapping is identical and independent on each point.
The classification and segmentation of rock bolts should
be invariant to certain geometric transformations, such as
rotation. Motivated by Spatial Transformer Networks [16],
RBNN adopts a Transformer Net sub-network to seek to pro-
vide pose normalisation for a given input. The Transformer
Net predicts an input-dependent transformation matrix that
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is then matrix multiplied with the input to achieve an appro-
priate rigid transformation. Because each of the 1024 input
points is represented as a vector and are mapped to the
64-dimensional embedding space independently, applying a
rigid transformation simply amounts to matrix multiplying
each point with a 64×64 transformation matrix A. Assuming
for point pi, its input corresponding 64-dimensional vector is
vi, the output of the rigid transformation v′i will be

v′i = Avi

As each point’s coordinate has been normalised before
feeding into RBNN, the translation item in the above trans-
formation is omitted. During the training process, we use
L = ||I−AAT ||2 regularisation term to constrain the resulting
64-by-64 transformation matrix (represented as A) to approx-
imate an orthogonal transformation.

As shown in Figure 7, the Transformer Net first uses
sharedMLP to further expand the dimensions to 1024. Amax
pool layer is used to encode a global feature vector with
1024 dimensions. The dimensionality is reduced to 256 by
two fully connected layers (FC). The output features from the
FC layer are combined with trainable weights and biases and
are reshaped into a 64× 64 matrix.
The 64-dimensional local feature for each point is nor-

malised by multiplying with the transformation matrix and is
input into Classification Net and Segmentation Net. To deter-
mine whether a candidate bolt is a real rock bolt or not,
Classification Net remaps the local features into 256 dimen-
sions with shared MLP. It creates a 256-dimensional global
feature for the entire candidate bolt with max pooling.We use
max pooling to create the global feature vector because the
input candidate rock bolt is a set of points without a specific
order, and max is a symmetry function that can make the
output result independent of the data feeding order. Finally,
Classification Net uses a three-layer FC to calculate the bolt
and not-bolt scores.

The Segmentation Net is similar to Classification layers
except that it needs to predict a per point score and relies
on both local and global features. Therefore, we concate-
nate the local features of each point with the global feature
vector from Classification Net and creates a per-point vec-
tor in 320 dimensionalities. The vector is input into shared
MLP to generate a 64-dimensional per-point feature. Another
shared MLP finally processes the feature to calculate the
per-point bolt and not-bolt scores.

To train RBNN, we split the candidate rock bolts generated
in the rough estimation step into the training and testing
dataset. During the training process, we use k-fold cross-
validation. Specifically, we divide the training dataset into ten
subsets. Each time we use nine subsets for training and one
subset for validation. The testing dataset is used to evaluate
the performance of RBNN after each training. In this study,
6093 candidate rock bolts are generated, and 80% of them
are used for training while the remaining 20% are used for
testing. For rock bolt classification, we label the candidate
rock bolts as 1 if there is a real rock bolt and 0 otherwise.

For rock bolt segmentation, each point in the candidate rock
bolts is labelled according to its ground truth label in the
original scan. We gradually increase the decay rate for batch
normalisation from 0.6 to 0.99. We use adam optimiser with
a learning rate 0.001, momentum 0.9, and batch size 48. The
learning rate is decreased by half every 30 epochs. RBNN is
implemented with TensorFlow [1] and takes about 2 hours to
converge on an RTX 2080TI GPU.

The pseudocode for our proposed rock bolt detection algo-
rithm CFBolt is given in Algorithm 1. For each point si in
the input point cloud S, we first compute three eigenvalues
using the PCA algorithm in the 10cm radius neighbouring
ball centred at si (line 2). The POV vector (p1, p2) for si is
calculated by normalizing the first two eigenvalues (line 3).
Then a confidence score for each point is generated with LDA
(line 4). In line 5, the point is labelled as 1 if the score is larger
than threshold 0.9; otherwise, it is labelled as 0. In line 6,
DBSCAN is performed on label 1 points to generate clusters.
A 0.2m radius sphere centred at the central coordinate of
each cluster is extracted as a candidate rock bolt (line 7).
Finally, candidate rock bolts are fed into our proposed rock
bolt detection neural network RBNN for classification and
segmentation (line 8).

Algorithm 1 CFBolt
Input: point cloud S
Output: the rock bolt detection result R

1 for each point si ∈ S do
2 λ1, λ2, λ3← PCA(si)
3 p1←

λ1
λ1+λ2+λ3

; p2←
λ2

λ1+λ2+λ3
4 di← LDA(p1, p2)
5 li← 1 if di > 0.9 else 0

6 L ← DBSCAN({si|si ∈ S ∧ li = 1})
7 C ← {extract a 0.2m radius sphere centred at each
cluster in L}

8 R← RBNN(C) for each candidate rock bolt C ∈ C
9 return R

IV. EXPERIMENT RESULTS AND DISCUSSION
This section presents our experimental results. All exper-
iments are performed under a Linux operating system on
a machine with an Intel Xeon 3.4GHz CPU, NVIDIA
RTX2080TI GPU, and 64GB RAM.

A. PERFORMANCE OF ROUGH ESTIMATION
We first report the efficiency and effectiveness of the rough
estimation step. To demonstrate that using single-scale POV
is a good choice for the rough estimation step, we report
the performance of single-scale POV and multi-scale POV
in Figure 8 and Table 2. The number after POV indicates the
number of different scales used during computation. POV1 is
the single-scale POV computed at a 10cm scale. POV5 and
POV9 are multi-scale POV. POV5 is computed at 2cm to

VOLUME 9, 2021 148879



S. Saydam et al.: Coarse-to-Fine Approach for Rock Bolt Detection From 3D Point Clouds

FIGURE 8. Filtering power of rough estimation with POV computed on
different number of scales. POV1 is computed at 10cm scale. POV5 and
POV9 are computed at 2cm to 10cm scale with the step by 2cm and 1cm,
respectively.

TABLE 2. Performance of rough estimation with POV based on different
scales, the pruning threshold is set to 0.9.

10cm scale with the step by 2cm, and POV9 is computed at
2cm to 10cm scale with the step by 1cm. With a low LDA
pruning threshold, like 0.5, when the threshold increases,
the difference reduces rapidly. When the threshold reaches
0.9, the filtering power of POV1 is even better than POV5 and
POV9. The reason is that when the threshold is low, multi-
scale POV enjoys advantages in capturing information on
different scales. With the increase of the threshold, only
the points having distinct bolt features will be kept. At this
point, the difference between single-scale POV and multi-
scale POV becomes insignificant. From Figure 8, we can
conclude that the points with distinct rock bolt features can
be effectively detected with single-scale POV. Furthermore,
as shown in Table 2, it only takes 15.2s on average to perform
the rough estimationwith POV1 on a single scan. The average
number of candidate rock bolts per scan with POV1 is the
smallest, and no real rock bolt is filtered out.

In Figure 9, we report the results of using single-scale POV
at different scales ranging from 7cm to 13cm increased by
1cm. When the scale is small or large, some real rock bolts
are wrongly filtered out as the geometrical features of rock
bolts are not captured accurately at these scales. Based on
the experimental results, the best POV scales are 9cm and
10cm, at which all the real rock bolts are kept. The number
of candidates rock bolts increases along with the scale. One
of the reasons for this is that the geometrical features of the

FIGURE 9. Performance of the rough estimation step when using
single-scale POV at different scales. Green line indicates the percentage
of real rock bolts kept after pruning. Red line indicates the number of
candidate rock bolts generated in the rough estimation step.

tunnel surface become evident at larger scales, making it more
difficult to distinguish the rock bolts from the surface.

In summary, the rough estimation step with single-scale
POV at 10cm scale satisfies the requirement that it filters as
many not-bolt points as possible while all the real rock bolts
are preserved.

B. ROCK BOLT DETECTION RESULT
We compare the performance of our algorithm CFBolt
against three state-of-the-art deep learning algorithms (Point-
Net [27], RandLA-Net [15], Cylinder3D [41]) and the
recent rock bolt detection algorithm (LDANN [34]). PointNet
divides each tunnel scan into blocks and uniformly sample
4096 points in each block on the fly during training. For
PointNet, we set the initial learning rate to 0:001 and the train-
ing epoch to 50 by default. RandLA-Net performs random
samplings together with a local feature aggregation module
on the input point cloud. For RandLA-Net, the initial learning
rate is 0:01, and the training epoch is 100 by default. Cylin-
der3D, the newest work in general 3D object recognition, uses
cylindrical partition to learn voxel-wise features and adopts
asymmetrical 3D convolution networks. For RandLA-Net,
we set the initial learning rate to 0:001 and the training epoch
to 40 by default. LDANN is the newest algorithm dedicated to
rock bolt detection. LDANN extracts per point features with
POV and FPFH followed by a single-layer neural network to
label each point.

The performance of all the above algorithms is assessed on
the semantic segmentation (point-wise prediction accuracy).
For algorithms dedicated to rock bolt detection, i.e., CFBolt
and LDANN, we also assess the number of rock bolts cor-
rectly detected (classification).

The result of rock bolt semantic segmentation is given
in Table 3. Following previous works [27], [34], we evaluate
semantic segmentation with Intersection over Union (IoU)
and precision. Let A be the predicted result and B be the
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TABLE 3. Rock bolt semantic segmentation results.

FIGURE 10. The semantic segmentation result of a candidate rock bolt.
The red points in the left figure are the ground truth bolt points. The red
points in the right figure are the bolt points labelled by CFBolt.

ground truth. IoU and precision are expressed as |A∩B|
|A∪B| and

|A∩B|
|A| , respectively. As shown in Table 3, our proposed

rock bolt detection algorithm CFBolt outperforms others
in terms of IoU and precision over bolt and not-bolt points.
Specially, CFBolt improves 14% IoU and 8.8% precision
against the newest rock bolt detection algorithm LDANN.
It is unsurprising that existing deep learning algorithms,
PointNet, RandLA-Net, and Cylinder3D, do not achieve the
same performance as CFBolt because they are not tailored
for tiny object detection, like rock bolts, and the intricate
structure of rock bolt is not completely preserved during the
downsampling process. Since 99.8% of the entire scan are
not-bolt points, all algorithms achieve more than 98% IoU
and precision regarding not-bolt points, and the difference
is relatively small. Nevertheless, CFBolt still achieves the
best result with 99.56% IoU and 99.89% precision for not-
bolt points.

We visualize the semantic segmentation result of our pro-
posed rock bolt detection algorithm CFBolt in Figure 10.
Compared with the ground truth, our semantic segmentation
result only has a small difference at the corner of the rock
bolt. Compared with the rock bolt semantic segmentation by
LDANN in Figure 2, which only detects the circular region
on the bearing plate, the improvement by our algorithm is
significant.

To evaluate the result of rock bolt classification, we report
the precision, recall, and F1 score for LDANN and CFBolt
in Table 4. F1 score is the 2×precision×recall

precision+recall , which conveys the

balance between the precision and the recall. We report the
results of CFBolt using POV1, POV5, and POV9 separately

TABLE 4. Classification results.

to show the influence of POV on the rock classification.
As shown in Table 4, in terms of the recall rate, there is no
difference between multi-scale POV (POV5 and POV9) and
single-scale POV (POV1). This is because all the real rock
bolts are kept after the rough estimation step, and the number
of real rock bolts that are correctly detected by our neural
network is the same. The precision of POV9 is lower than
POV1 as more candidate bolts are generated with POV9 (see
Table 2), and some are misclassified by the neural network.
Our proposed rock bolt detection algorithm CFBolt (POV1)
outperforms LDANN in terms of precision and recall by 3.9%
and 2.4%, respectively. The F1 score is improved by 3.3%
over LDANN from 0.9536 to 0.9853. Overall, the experi-
ment results demonstrate our two-step coarse-to-fine strat-
egy’s superiority and the effectiveness of using deep neural
networks for rock bolt detection.

C. RUNNING TIME
We finally report the average running time for CFBolt on
each scan in Table 5. To have a better overall view of our algo-
rithm, we divide CFBolt into four parts and report time cost
for each of them. As shown in the table, using single-scale
POV (CFBolt (POV1)) significantly reduces the time cost
for the LDA part. Furthermore, as more candidate rock bolts
are generated by the multi-scale POV (POV5 and POV9),
it takes longer to process the data in all following steps. The
total running time for processing one scan with single-scale
POV is 56s, while it takes more than 100s using multi-scale
POV. The time cost of generating candidate rock bolts is
relatively high because we need to conduct a range query in
the raw scan for each candidate rock bolt.
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TABLE 5. Running time.

V. CONCLUSION
This paper presents an automatic algorithm for detecting
supporting rock bolts from LiDAR scan data. The proposed
algorithm follows a coarse-to-fine strategy to process the
LiDAR data. It first adopts a simple but effective local feature
to filter out asmany not-bolt points as possible. Then, inspired
by the success of deep-learning-based 3D object detection
algorithms, a deep neural network is designed and trained
to further process the pruned point cloud. Experiments on
real tunnel scan data show the superiority of our algorithm
in terms of both effectiveness and efficiency. The rock bolt
detection results can assist in predictive maintenance and pro-
vide significant advances in the reduction of labour through
automation. Further work will focus on fine-tuning our pro-
posed algorithm for mobile edge computing to achieve in-situ
real-time data processing.
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