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ABSTRACT This paper tackles the problem of predicting the protein-protein interactions that arise in all
living systems. Inference of protein-protein interactions is of paramount importance for understanding fun-
damental biological phenomena, including cross-species protein-protein interactions, such as those causing
the 2020-21 pandemic of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Furthermore,
it is relevant also for applications such as drug repurposing, where a known authorized drug is applied to
novel diseases. On the other hand, a large fraction of existing protein interactions are not known, and their
experimental measurement is resource consuming. To this purpose, we adopt a Graph Signal Processing
based approachmodeling the protein-protein interaction (PPI) network (a.k.a. the interactome) as a graph and
some connectivity related node features as a signal on the graph.We then leverage the signal on graph features
to infer links between graph nodes, corresponding to interactions between proteins. Specifically, we develop
a Markovian model of the signal on graph that enables the representation of connectivity properties of the
nodes, and exploit it to derive an algorithm to infer the graph edges. Performance assessment by several
metrics recognized in the literature proves that the proposed approach, named GRAph signal processing
Based PPI prediction (GRABP), effectively captures underlying biologically grounded properties of the PPI
network.

INDEX TERMS Protein-protein interaction, Markov random field, graph signal processing.

I. INTRODUCTION
This paper describes a Graph Signal Processing (GSP)
based approach to Protein-Protein Interaction (PPI) predic-
tions. Inferring new interactions between proteins given a
set of known ones is relevant to understand fundamental
biological phenomena about cross-species protein-protein
interactions [1], such as those causing the 2020-21 pan-
demic of severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) [2]. Furthermore, knowledge of the interac-
tions can be exploited for applications such as drug repur-
posing, where a known authorized drug is applied to novel
diseases without an expensive and time consuming approval
process. On the other hand, a large fraction of existing protein
interactions are not known, and their experimental measure-
ment is resource consuming. Thereby, there is an increasing
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interest in applying computational methods to infer new
protein-protein interactions given the known ones, so as to
reduce the cost of the experimental stages.

Despite its utmost importance, PPI inference is still an
open problem, since protein-protein interaction networks are
representative of biochemical mechanisms and show different
properties with respect to other networks (e.g. social net-
works) [3], [4]. Thereby, PPI prediction requires specifically
tailored inference algorithms. Few pioneering papers have
introduced protein-protein interaction prediction strategies
that resort to a network based approach [4], [5]. In [4],
the authors infer the unknown interaction based on the
observed path between the nodes of a graph representing
the interactome. Namely, some connectivity features between
two nodes, such as the existence of a large number of paths of
given length, are leveraged to predict the existence of a direct
link between the nodes. In [5] the authors extend the network
representation by modeling the protein structure in a non
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FIGURE 1. Overview of the proposed method: main stages.

Euclidean domain, and inferring the unknown interaction by
geometric deep learning. Other methods exploit either protein
network features such as centrality measures [6] or graph
oriented computation structures [7] to infer unknown links.
The link prediction problem can be faced also by network
embedding, i.e. by representing large information networks
into a low-dimensional vector space. This lighter network
representation encompasses the key features to be considered
for link prediction. In [8] the authors propose a method
for learning latent description of nodes in a graph. In [9],
a network embedding architecture inspired by natural lan-
guage processing is proposed. Specific challenges of network
embedding in large scale networks are addressed in [10]. Also
in our case we consider a representation of the connectivity
by means of a multidimensional Signal on Graph, but we use
it as a basis for Bayesian estimation.

Remarkably, describing complex structure by suitable
embedding of high-dimensional information can be carried
out resorting to hypergraphs [11], in which hyperlinks con-
nect two or more nodes, and can be estimated by specific
learning techniques [12]. Herein, we address the prediction
of interactions within pairs of proteins, whereas hypergraphs
model more complex protein interactions, at the expense of
an increased prediction complexity. Thereby, we leverage
undirected graph and signal defined on graphs to predict links
in the protein network.

Other contributions in the literature leverage neural net-
works. In [13], the authors identify anchor nodes to drive
the connectivity estimation. In [14] the authors propose a
link prediction theory based on node labeling and implement
it within a Graph Neural Network. More in general, sev-
eral deep learning methods have been proposed [15]–[17].
These methods, in order to achieve convergence, typically
require side information. The method in [14] leverages the
knowledge of a set of non existing links, also known as
negative links. Other methods require a priori knowledge of
the probability of existence of a link [15], or the preliminary
assignment of a reliability weight to each link in the train-
ing data [17], or even the removal of ambiguity generating
information [16].

Connectivity-based, deterministic methods, such as the
one in [4] or that proposed here, differ from deep learning
methods and aim at defining a per-link decision statistic to
be used for interaction detection or ranking. These methods
do not require side information and rely on biologically
relevant mechanisms, as expressed by the known PPI network

connectivity, and pave the way for further studies leveraging
small-to-medium scale connectivity between nodes.

In this paper, we resort to the novel framework of Graph
Signal Processing to solve the PPI problem. In a nut-
shell, the proposed approach relies on three stages, namely:
i) estimation of the local connectivity patterns, ii) char-
acterization of nodes by their known connectivity features
and iii) Bayesian estimation of the unknown interactions.
In Figure 1 we show a visual summary of the aforementioned
stages.

Herein, these stages are cast in the Graph Signal Processing
framework. Specifically, we equip the network with a node
labeling related to local connectivity patterns, as estimated
by the Spectral Graph Wavelet Transform (SGWT). Besides,
the protein network is represented as a multidimensional
Signal on Graph (SoG) representing the local protein connec-
tivity features. Then, we design the PPI prediction as a net-
work topology inference problem [18], also referred to in the
literature as graph learning problem [19], [20], and we solve it
using a Markovian Signal on Graph model [21] representing
biologically relevant network connectivity features.

The key contributions of this paper are as follows:
• we formulate the PPI prediction problem in the GSP
framework by providing a Signal on Graph (SoG) model
of the proteins’ network and the PP interactions;

• we resort to a GSP Markov model and we tune it to
account for biologically relevant connectivity patterns
between node pairs, such as length-3 paths;

• we propose a Maximum A Posteriori estimation method
to infer links between proteins given the known links
and the local connectivity patterns, as estimated by GSP
based community mining.

The proposed methodology is named GRAph signal pro-
cessing Based PPI prediction (GRABP) in the following. The
rest of the paper is organized as follows. We briefly review
the Graph Signal Processing fundamentals in Section II. The
adopted GSP model is described in Section II-C while the
resulting graph topology inference algorithm performing PPI
prediction is presented in V. The experimental settings and
the measured performance is reported in Section VI while
Section VII sketches the conclusions and the future work.

II. GRAPH SIGNAL PROCESSING REVIEW
In this section, we compactly review the GSP fundamentals
and the GSP tools which will be herein leveraged for PPI
modeling and link prediction, namely the Spectral Graph
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Wavelet Transform Community mining and Markovian Sig-
nal on Graph probabilistic model.

A. GSP FUNDAMENTALS
The protein to protein interactions can be studied considering
the network based approach, where each protein and their
interactome is modeled resorting to a graph. A graph G is
defined by the set V of N vertices (nodes), the set E of N ×N
edges, where E = {eij = (vi, vj)}, for all vi, vj ∈ V . A graph is
characterized by theN×N binary or real adjacency matrix A,
whose (i, j) element represents the existence or the weight
of a link between the i-th and j, respectively. The Laplacian
of a graph is defined as L = D − A, being D the diagonal
degree matrix, such that dii =

∑N
j=1 aij, for all i = 1, . . . ,N .

Besides, let us denote asU = [u(1) . . . u(N )] and as λ1, · · · λN
the matrix of the eigenvectors and the eigenvalues of the
Laplacian L.
A graph may be partitioned into K communities 0k , k =

0, · · ·K − 1. The n-th node is associated with a commu-
nity vector whose k-th component equals 1 if and only if
the n-th node belongs to the k-th community. In formulas,
γ n = δ

(K )
k , ⇐⇒ n ∈ 0k , being δ

(K )
k the k-th vector

of the K -dimensional standard basis. When communities
are used to model real networks, such as brain networks,
within-community links can be more or less likely than
between community ones [22], [23]. The attractive or repul-
sive behaviour of graph nodes belonging to the same com-
munity gives rise to assortative or disassortative connectivity
patterns, respectively.

A Signal on Graph (SoG) is defined by associating a scalar
xn ∈ R or a vector xn ∈ RM to the n-th node. The N orthog-
onal eigenvectors u(k), k = 0, · · ·N − 1 of the Laplacian
L provide the basis for representing a SoG in the Fourier
domain.

More specifically, the Laplacian eigenvalues play an anal-
ogous role to that of frequency in conventional Fourier
Transform, and increasing eigenvalues correspond to increas-
ingly varying eigenvectors. For a scalar SoG, the signal
value at the n-th node is obtained as a linear combination
of the n-th components of the graph eigenvectors as xn =∑

k x̃ku
(k)[n], n = 0, · · ·N − 1,N − 1. For a multidimen-

sional SoG xn ∈ RM , the above formula straightforwardly
stands component-wise, i.e. the m-th component of xn[m] is
represented as xn[m] =

∑
k x̃k [m]u

(k)[n], n = 0, · · ·N − 1,
m = 0, · · ·M − 1.

B. SPECTRAL GRAPH WAVELET TRANSFORM AND
COMMUNITY DETECTION
The local connectivity pattern of a graph, as captured by the
Spectral Graph Wavelet Transform (SGWT) (see [24]), can
be exploited for the purpose of graph community mining.

In classical signal processing, a wavelet basis provides
a family of signals localized in time that serve for the
representation of the local signal characteristics. Thereby,
the wavelet basis element is parameterized not by its scale,

FIGURE 2. Toy case Markovian SoG (N = 2, one community): example of
clique potential function VX (·) (left) and resulting potential function
U(Sx ,Sγ ,Sa)|a12=1 and probability density function p(Sx ,Sγ ,Sa)|a12=1.

i.e. its variation speed, but also by its location. In Graph
Signal Processing, the wavelet basis element is characterized
by a discrete parameter n representing a location in the vertex
domain and a continuous scale parameter s. The param-
eter n controls the localization around the n-th node. The
parameter s controls the smoothness of the wavelet function
over the graph; namely, it describes the scale of a band-
pass kernel function g(·) acting over the eigenvalues set. The
basis element ψ (s)

n at scale s centered around the n-th node
is obtained by the following linear combination of Laplacian
eigenvectors:

ψ (s)
n =

N∑
k=1

g(sλn)u(k)[n]u(k).

In [25], the authors propose to partition the graph nodes
into communities so as to group nodes with similar ψ (s)

n .
Specifically, in [25] the distance between two nodes is mea-
sured as the correlation distance between their SGWT ele-
ments ψ (s)

n1 and ψ (s)
n2 . Hierarchical clustering of the nodes in

terms of their SGWT distance leads to a partition of the graph
into a set of communities0(s)

k , k = 0, · · ·K−1, each obtained
for a different value of the scale s. The n-th node belonging
to the kn community is associated a vector:

γ n = δ
(K )
kn (1)

Let us remark that in this approach the n-th node is asso-
ciated with a community accounting for similarity of local
connectivity patterns, as represented by the SGWT basis ele-
ment. The scale parameter is actually selected from a discrete,
finite set of optimally stable scales sj, j = 0, · · · Jmax − 1.

C. MARKOV RANDOM FIELD MODEL OF SIGNAL ON
GRAPH
In [21] the authors present a joint Markovian model of
edges, signal on graph and communities. Specifically, for
the n-th node, a neighbouring set of nodes ηn is identified.
The probability of a given SoG exponential decreases with
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TABLE 1. Main notation.

a multidimensional function, named the potential function,
which sums up several local contributions. The result in [21]
refers to the case of scalar signal values but it straight-
forwardly generalizes to the case of multidimensional sig-
nal. In formulas, given the sets of the signal values Sx =
{x0, . . . xN−1}, the community vectors Sγ = {γ 0, . . . γ N−1}

and the link weights Sa = {aij, i, j = 0, · · ·N − 1}, the
potential function U (Sx , Sγ , Sa) is written as follows:

U (Sx , Sγ , Sa)

=

∑
i∈V, j∈ηi

aij VX
(
||xi − xj||

)
︸ ︷︷ ︸

UX (x,a)

+

∑
i∈V, j∈ηi

aij V0
(
‖γ i − γ j‖

)
︸ ︷︷ ︸

U0(a,γ )

+

∑
e∈E, k∈ηe

VA (a, ak)︸ ︷︷ ︸
UA(a)

(2)

where VX (·), V0(·), VA(·) are three non-negative functions
known as clique potential functions. We recognize that the
function depends on the local interactions between the sig-
nal and label at the i-th node and those in its neighbor-
hood ηi. For the sake of clarity, we depict in Figure 2 (top)
a toy case of a graph of N = 2 nodes belonging to the
same community, with scalar signal values x1, x2. In the
Figure 2 (bottom left) we plot the clique potential function
VX (x1 − x2). Besides, the same figure (bottom right) illus-
trates the probability density function p(Sx , Sγ , Sa)|a12=1 and
the underlying potential function U (Sx , Sγ , Sa)|a12=1 versus
the x1, x2 axes. It clearly appears that the shape of the clique
potential function VX (x1−x2) moldsU (Sx , Sγ , Sa)|a12=1 and
p(Sx , Sγ , Sa)|a12=1, definitely determining the probabilistic
description of the SoG. In [21] the authors solve both a
Maximum A Posteriori graph topology inference problem
and a joint graph inference and signal reconstruction problem
leveraging the minimization of U (Sx , Sγ , Sa) with respect to
Sa and to (Sx , Sa), respectively. In the following, we apply

FIGURE 3. Protein-protein prediction as a graph learning problem:
E(0) represents the unknown edges and E(0) \ E(0) the known ones.

this model to the protein network by suitable definition of the
SoG and design of the clique potential function.

III. PROBLEM STATEMENT
The protein-protein interaction prediction problem is formu-
lated as follows: let G(0)

= (V (0), E (0)) be a graph whose
node set V (0) represents the set of distinct proteins, and let
the graph edges in E (0) represent the protein interactions. The
interaction prediction problem consists in estimating an edge
subset E (0)

∈ E (0) given its known complement E (0)
\ E (0)

.

The above described problem is illustrated in Figure 3 while
the adopted notation is reported in Table 1.
The probability of observing a link in E (0)

is known to
be related to the connectivity patterns in E (0)

\ E (0)
. In the

following, we first formalize this observation by introducing a
two-tier description of the interactome, and in the next section
we show in the GSP framework this two-tier structure boils
down to a graph on which a SoG is suitably defined.

Let us consider the two-tier model in Figure 4. At the lower
layer, G(0) represents the protein network graph, i.e. it has as
many nodes as the number of proteins, and an edge between
two nodes n1, n2 represents the interaction between the n1-th,
n2-th proteins. At the higher layer, the graph G(1) has as many
nodes as the number of proteins, and the edge between two
nodes n1, n2 represents the interaction between the one-hop
neighborhoods η(1)n1 , η

(1)
n2 of the corresponding n1, n2 nodes in

G(0). This is exemplified in Figure 4, where G(0) and G(1)

links are represented by thin and thick lines, respectively.
With these positions, the graph G(1) characterizes each pro-

tein in terms of the connections between its one-hop protein
neighborhood. Thereby, the existence of a path of three links
between two nodes of the protein graph G(0) reflects into a
direct link of the same nodes in G(1). According to [4], due
to biological protein interaction mechanisms, the existence
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FIGURE 4. Two-tier graph example: in the graph G(0) the nodes represent
the proteins, and in the graph G(1) the nodes represent the one-hop
neighborhood of the proteins.

of a three links path between two nodes in G(0) affects the
probability of observing a direct link between the same nodes
in G(0). The inference algorithm in [4] predicts the links by
means of a score function related to the number of existing
paths of length three between two nodes, suitably normalized
by the square values of their degrees.

Let us now rephrase these observation with reference to the
two-tier problem description: the existence of a direct link
in G(1) provides information about the existence of a direct
link in G(0). Accordingly, the score function in the inference
algorithm [4] can be computed in terms of the graph G(1). Let
us denote by L(1) the laplacian matrix of G(1) and let W (1)

be a matrix such that its coefficient w(1)
n1 n2 equals the number

of path of length three connecting the n1-th and n2-th network
nodes.With this position, the score function of a link between
the proteins n1 and n2 in [4] is computed as the (n1, n2)
element of the matrix QTW (1)Q, being Q the inverse square
root of D(1)

= diag
(
L(1)

)
.

In the following Section, the above described problem and
two-tier architecture are rephrased by resorting to a Signal
on Graph model, and the proposed approach is presented in
detail.

IV. PROPOSED GSP MODEL OF THE PROTEIN NETWORK
Let us consider the graph G(0), and the partially known adja-
cency matrix Â(0) with âmn = amn for (m, n) ∈ E \ E0
and âmn = 0 for (m, n) ∈ E0. The adjacency matrix
Â(0) is leveraged to assign the node oriented features of the
graph, namely the signal values and community labels, on the
basis of the connectivity patterns estimated on the known set
E (0)
\E (0)

. The proposedmethodology relies on the three steps
considered in the following.
Stage 1: SGWT Based Community Mining: Firstly, we con-

sider a partition of the graph into K disjoint communities

FIGURE 5. Community in protein-protein interaction prediction: given the
original protein network, the SGWT basis vector ψ(s, i ) is computed as
feature vector for the node i and then hierarchical clustering is
applied [25], so as to associate to the n-th node the SGWT based
community information γn, n = 0, · · ·N − 1.

0
(s)
k , k = 0, · · ·K − 1, identified based on the SGWT

features of each node by applying the algorithm [25] to the
estimated adjacency Â(0). The application of the community
mining algorithm [25] is visually summarized in Figure 5,
where we recognize the original graph, the SGWT based
distance metric, the hierarchical clustering and the resulting
association of each and every node to a distinct community.
Let us denote by kn the community the n-th node belongs to.
Then, the n-th node is equipped with a K -dimensional binary
community vector γ n defined as in (1) and associated with its
local connectivity features as measured by the SGWT.
Stage 3: Definition of the Multidimensional SoG: Sec-

ondly, we define the signal on graph so as to embed the
knowledge about the one-hop neighborhood of each node.
To this aim, we set

xn = Â(0)δ(N )
n (3)

i.e. we assign the signal value xn as the n-th column of Â(0).
An example of signal and community vectors for a sample
graph is given in Figure 6.
Stage 3: MAP Estimation for the Markovian SoG: Let us

consider the unknown adjacency coefficients, aij, (i, j) ∈ E (0)

compactly denoted by the set Sa ⊂ Sa. The prediction prob-
lem is formulated as the following Maximum A Posteriori
topology inference problem:

a(MAP)ij , (i, j) ∈ E (0)
= arg max

aij∈Sa
p(Sx , Sγ , Sa) (4)

To solve this problem, we resort to the aforementioned
Markovian SoG model [21], which relates the graph edges
on the protein network with the local connectivity features of
the associated pair of nodes. Thus, the Maximum a Posteriori
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FIGURE 6. Example of a toy graph (N = 6) on which a community
partition (colored sets) is defined. The community vectors defined as
in (1) and the multidimensional SoG defined as in (3) are shown.

estimate of the unknown coefficients aij ∈ Sa is by min-
imization of the potential function U (Sx , Sγ , Sa). Thereby,
prediction problem is reformulated as follows:

a(MAP)ij , (i, j) ∈ E (0)
= arg min

aij∈Sa
U (Sx , Sγ , Sa) (5)

Considering only the terms of U (Sx , Sγ , Sa) depending
on the unknown coefficients aij ∈ Sa we obtain the final
formulation in (6), as shown at the bottom of the page.

From (6), we recognize that the potential functions of the
Markovian model play a fundamental role in characterizing
the statistical dependencies, as discussed in the following
subsection.

A. DESIGN OF THE CLIQUE POTENTIAL FUNCTIONS
As for the potential function VX , in the literature both
quadratic or non-quadratic functions of the euclidean distance
||xi−xj|| are used. Herein, we present a novel approach, aim-
ing at computing the presence of three-hop links in E (0)

\E (0)
.

In fact, in the pioneering work [4], the role of three-hop links
has been identified and discussed. Herein, we encompass
this criterion within a Markovian model, which allows us
to naturally blend network-related information with node-
related attributes. Specifically, we introduce the following
clique potential function:

VX
(
xi, xj

)
= κX

(
1−
||XiÂ(0)Xj||1,1
||Â(0)||1,1

)
(7)

FIGURE 7. Example of computation of the matrix Xi Â(0)Xj .

being Xi,Xj the diagonal matrices obtained as Xi = diag(xi),
Xj = diag(xj) and || · ||1,1 the element-wise L(1,1) matrix
norm, computed as the sum of absolute values of the matrix
element. Based on these positions, the L1,1 norm of the
matrix XiÂ(0)Xj turns out to be an estimate of the number
of 3-hop paths between i, j. This is exemplified in Figure 7,
where the matrix XiÂ(0)Xj is computed for a graph toy case.
Let us remark that this formulation allows us to represent
a topological constraint in terms of an algebraic constraint,
which is feasible for inclusion in theMarkovian model jointly
with other connectivity related features.

The clique potential function V0 can be set as follows:

V0(γ i, γ j) = ||γ i − γ j||0 (8)

i.e. V0(γ i, γ j) = 0 for nodes belonging to the same commu-
nity and 0 otherwise. This choice leads to a larger probability
of observing a link between nodes belonging to the same
community. This potential function well suits to the SGWT
based community mining approach, which tends to identify
communities corresponding to connected nodes subsets.

Finally, let us remark that the presentedMRFmodel is very
general and it can be used to encompass different approaches.
For instance, the MRF based approach boils down to the
method in [4] for a particular choice of the clique potential
functions. More specifically, the metric proposed in [4] can
be represented in the MRF by

VL3
(
xi, xj

)
=

√
||Â(0)δ(N )

i ||1,1 · ||Â
(0)δ

(N )
j ||1,1

||XiÂ(0)Xj||1,1
.

a(MAP)ij , (i, j) ∈ E (0)
= arg min

aij∈Sa

∑
i∈V, j∈ηi,(i,j)∈E

(0)

a(0)ij VX
(
xi, xj

)
+

∑
i∈V, j∈ηi,(i,j)∈E

(0)

a(0)ij V0
(
γ i − γ j

)
(6)
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FIGURE 8. Overview of the proposed method: computation algorithm.

Furthermore, different choices of the potential function
V0(γ i, γ j) could lead to model different network structures,
such as those encountered in brain functional connectivity
networks [22], [26]. Thereby, the herein proposed model is
very general and it paves the way for representing different
biological observations by suitable design of the MRF model
clique potential functions.

V. GRABP ALGORITHM
The protein graph topology inference algorithm solving:

argmin
a(0)

∑
i∈V, j∈Ni

a(0)ij
(
VX

(
xi, xj

)
+ V0

(
γi, γj

))
(9)

relies on the known adjacency matrix coefficients to estimate
the unknown coefficients of the adjacency matrix Â(0). The
overall computation scheme is reported in Figure 8. Given
Â(0), the SoG xn and the communities 0k , k = 0, · · ·K − 1,
with0k1∩0k2 = ∅, k1 6= k2 and∪

K−1
k=0 0k = V are estimated.1

After this initial step, the set of most likelyP edges is found

as follows. Firstly, for each pair (i, j) s.t. â(0)ij = 0 the sum of
the clique functions 1(i, j) is computed:

1(i, j) = VX
(
||xi − xj||

)
+ V0

(
‖γ i, γ j‖

)
The values of1(i, j) represent the decision statistics. Since

1(i, j) is a distance metric, the classification is formulated as
follows:

1(i, j)

H0
↑

≷
↓

H1

θ

1Let us remark that the partition found by the community mining algo-
rithm in [25] varies with the scale parameter s. A discussion on the selection
of this parameter is reported in the Sec. devoted to experimental results.

where H0,H1 respectively represent the hypotheses of
absence and presence of an edge between the nodes i, j, and
θ is the decision threshold.

The P pairs (i, j) corresponding to the P smallest values of
1(i, j) are selected as the P ranking candidates (i.e. likely)
edges.

The overall procedure, to which we will refer to as
the GRAph BAsed PPI Prediction (GRABP) algorithm,
is sketched in Algorithm 1.

VI. EXPERIMENTAL RESULTS
In this Section, we apply the proposed GRABP algorithm to
real and synthetic datasets. The numerical experiments are
conducted inMatlab. Specifically, we implemented themodel
in [21], we equipped it with the community mining library
in [25], and particularized it with the above defined clique
potential function. Then, we applied the prediction to the dif-
ferent databases in Table 2, considering 10 Montecarlo runs.
For each database, at each run, a subset of randomly selected
NE (0) edges is deleted from the considered graph, and the
protein-protein interaction prediction is applied. The perfor-
mance are assessed by averaging over 10Montecarlo runs the
performance metrics detailed in the following. Results lever-
aging the Markovian approach have been submitted at the
Protein-Protein Interactions Prediction Challenge organized
by the International Network Medicine Consortium [27].
Still, the herein proposed analysis differs from that in [27]
since it relies on a different, assortative, community model,
implemented by a different design of the clique potential
functions.

The GRABP algorithm performance is firstly assessed on
a synthetic graph modeling the human interactome according
to the model in [28]. Then, PPI are inferred on the human
interactome [29], a worm interactome (C. elegans) [30],
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FIGURE 9. AUROC, TPP and TPP increasing rate computed in the 500
top-ranking interactions, synthetic dataset, connected components
N = 57.

TABLE 2. Number of nodes N , number of true interactions N (0)
E and

number of unknown interactions N
E(0) for the largest connected

component of different databases.

a yeast interactome (S. Cerevisiae) [31], [32], and on a
plant interactome (Arabidopsis thaliana) [33]. Performance is
given in terms of the followingmetrics: Area Under the Curve
for the Receiver Operating Characteristic (AUROC) and True

FIGURE 10. Partitions obtained on the third connected component of the
synthetic dataset for j = 3, · · ·6. The best performance is obtained for the
mid-scale partition j = 3.

Algorithm 1 GRAph Signal Processing BAsed Protein
Prediction (GRABP)

Input: Estimated protein graph adjacency matrix Â(0)

Output:Values of1(i, j) computed for any (i, j) s.t.Â(0)ij = 0;
list of P node pairs (ip, jp), p = 0, · · ·P − 1 such that
âip jp = 0, ranked in terms of increasing 1(ip, jp), p =
0, · · ·P− 1. For each connected component of the graph G(0)

Step 1: Given Â(0), compute the estimated community
partition: 0̂k , k = 0, · · ·K − 1, with 0̂k1 ∩ 0̂k2 =
∅, k1 6= k2 and ∪

K−1
k=0 0̂k = V

Step 2: Given Â(0), estimate the Signal on Graph xn for the
protein graph G(0)

Step 3a: Compute the sum of clique functions 1(i, j):

1(i, j) = αVX
(
||xi − xj||

)
+(1− α)V0

(
‖γ i − γ j‖

)
Step 3b: Classify missing edges according to the follow-

ing decision formula:

1(i, j)

H0
↑

≷
↓

H1

θ

Step 3c: Select the P pairs (i, j) corresponding to the
smallest P values of 1(i, j).

Positive Percentage (TPP) computed in the 500 top-ranking
interactions. In fact, the Receiver Operating Characteristic
represents the probability of correctly detecting an existing
edge (probability of detection) with respect to the probability
of false alarm, as observed by comparing the decision statis-
tics1(i, j) to different values of the decision threshold θ . The
larger is the probability of detection for a given probability of
false alarm, the larger is its area, i.e. the AUROC. The TPP
of the top-ranking interactions is defined as the percentage
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FIGURE 11. Synthetic dataset, connected components N = 1591: (a) AUROC vs j , (b) TPP vs j , (c) AUROC for GRABP (j = 3) and DNL3, (b) TPP
for GRABP (j = 3) and DNL3.

FIGURE 12. Yeast dataset, connected components N = 1642: (a) AUROC vs j , (b) TPP vs j , (c) AUROC for GRABP ( j = 5) and DNL3, (b) TPP for
GRABP ( j = 5) and DNL3.

of true edges found among the 500 top ranking edges (that is
the edges corresponding to the 500 smallest decision statistics
1(i, j)).

Let us first analyze the effect of the Markov model param-
eters on the performance of the proposed GRABP algorithm.
To this aim, we consider the Synthetic dataset. Besides, we set
κX = α, κ0 = 1 − α, α ∈ [0, 1]. Thus, α represents
the relative weight of the metric in (7) on X measuring
3-hop connectivity and the metric in (7), (8) measuring local
connectivity by SGWT features. We present results relative
to α = 0.75.

We will first discuss the effect of the selected community
scales parameters on the results. The index sj controls the
scale of the SGWT analysis, and is selected out of Jmax = 6
optimally stable scales. In Figure 9 we report results obtained
on the Synthetic dataset, connected component of size
N = 57. In Figure 9we recognize that the best performance in
terms of Area under the curve, TPP, and rate of TPP increase
are obtained by selecting sj,= 3, Jmax = 6. The same behav-
ior is observed on different connected components.

The reason why this occurs is exemplified in Figure 10,
that shows the partitions obtained on the third connected
component of the synthetic dataset for sj, j = 3, · · · 6.
Specifically, all the N = 57 graph nodes are represented on a
circle and their links are represented in light gray. Each node
belongs to a community identified by a color. We recognize
that the nodes are partitioned into a numberK of communities
which depends on the parameter j. The smallest and largest
values of j correspond to limit conditions (i.e. K = N or

K = 2) while intermediate values of j correspond to mid-
scale community partitions. The best results are in this case
obtained for this latter partition by selecting sj, j = 3 out of
Jmax = 6 available scales.

More in general, selecting a value of j close to Jmax tends
to constrain the generated link within the node community.
Therefore, it is expected that the optimal scale number and
index Jmax , jmay vary from one network to another, depend-
ing on the structure, network size and so on. This can be taken
into account by selecting the values of Jmax , j that provide the
best performance on the known edges set N (0)

E − NE (0) and
then apply the selected values to estimate the NE (0) unknown
edges.

For the sake of comparison, let us observe that the per-
formance achieved on the N = 57 component of the Syn-
thetic dataset adopting a mid-scale partition (e.g. j = 3
in Figure 9) are substantially aligned with those achieved on
the same component by the Degree Normalized L3 (DNL3)
algorithm in [4]. Specifically, DNL3 achieves an average TPP
of 0.929 versus the average of 0.923 achieved by the proposed
GRABP algorithm for j = 3.
We now consider the results obtained on a synthetic com-

ponent and on a real dataset of comparable size, namely the
Yeast dataset. Specifically, we first analyze the performance
of GRABP as a function of the index j, and then compare it
with the DNL3 algorithm.

Figure 11 refers to the N = 1591 component of the
Synthetic dataset. In Figure 11(a)-(b), we recognize that the
best performance both in terms of AUROC and TPP are
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FIGURE 13. Examples of link detection on the real databases Yeast (a), HuRi (b), C.Elegans (c) and Arabidopsis datasets (d): true
detected link (red), pair of corresponding nodes n1 = 1, n2 = 2 and subgraph of their first order neighbours. Each node is assigned a
color depending on the community it belongs to.

obtained for j = 3. Then, in Figure 11(c)-(d) we compare the
AUROC and TPP of the GRABP and DNL3 algorithms. The
algorithms’ performance are very similar; in both the algo-
rithms themedian value of AUROC is higher than 0.94, with a
slight superiority of the DNL3 algorithm, while performances
in terms of TPP are very similar.

Conversely, Figure 12 refers to the Yeast dataset (N =
1647). Given the results in Figure 12(a)-(b), we select j = 5.
Then, in Figure 12(c)-(d), comparing the AUROC and TPP
of the GRABP and DNL3 algorithms, we observe that the
GRABP algorithm outperforms DNL3 in terms of AUROC
while the performances in terms of TPP are very similar.

We now present results obtained on the real interactomes,
whose features are summarized in Table 2. The index sj
controlling the scale of the SGWT analysis is obtained for
j = 3, Jmax = 6, i.e. the results are obtained by selecting the
mid-scale community partition referring to index 3 out of 6
available scales. The parameter α is set to α = 0.75. For the
sake of concreteness, the per-node computation time Tc/N is
also reported.

Finally, we provide examples of link detection on the real
databases in Figure 13. Specifically, for each dataset we plot a
subgraph representing a true detected link (red line), the pair

TABLE 3. Area under ROC (AUROC), true positive percentage (TPP) and
per node computation time TComp/N [s] for the largest connected
component of different databases.

of corresponding nodes n1 = 1, n2 = 2 (largest points) and
their first order neighbours (smallest points). Each node is
colored depending on its community label. We recognize that
the edge is correctly detected based on the clique potential
1n1n2 , accounting for both the community of nodes n1 = 1,
n2 = 2 and their neighbours connectivity (depicted by three
path links between n1 = 1 n2 = 2).

A. DISCUSSION
A few remarks are in order. Firstly, it is worth noting that these
results are obtained based on the mere analysis of the Signal
onGraph associatedwith the PPI network, where each node is
characterized in terms of its connectivity patterns. Differently
from deep learning based methods such as those in [15], [16],
the algorithm does not employ any side information. Still,
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the algorithm can be extended to account for different bio-
chemical information, e.g. the propensity to bind, by suitably
tailoring the community information. On the other hand,
the metric 1n1n2 computed for each link can be leveraged as
an additional feature in existing deep learning basedmethods.
These developments are left for further study.
To sum up, the proposed method is very general, and it is
controlled by few parameters. On the other hand, the method
is flexible since the GSP model can be molded using differ-
ent clique potential functions. Furthermore, it has restrained
computational complexity since the adopted clique potential
functions allow to deal with complex topological information
using fast algebraic computations.
The work paves the way to different developments. The
clique functions can be molded to investigate further priors
on the network topology. The node community labels can
be assigned either based on local connectivity or based on
physical or biochemical protein properties. Finally, the clique
potential functions can be adapted and the parameters tuned
to the particular network under concern. Future work will
address data-driven learning of the GSP based protein net-
work model.

VII. CONCLUSION
This paper tackles the problem of protein-protein interaction
prediction by casting the network-based approach as a Graph
Signal Processing (GSP) problem. To this aim, we equip
the graph representing the PPI network with a multidimen-
sional Signal on Graph related to node specific connectivity
patterns, either extracted directly from the graph adjacency
matrix or estimated by use of the Spectral Graph Wavelet
Transform. The PPI prediction is formulated as a Maximum
A Posteriori graph topology inference problem, which is then
solved by a suitably designed GSP based Markovian model.
Experimental results on synthetic and real protein networks
assess the tightness of the GSP model and the accuracy of
the related graph learning method. This opens the way for
several further studies, such as for modeling static or dynamic
interaction using different GSP probabilistic models, leverag-
ing the vertex oriented Spectral Graph Wavelet Transform to
analyze particular proteins involved in biological processes,
as well as using different GSP probabilistic models to solve
the Bayesian network topology inference problem.
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