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ABSTRACT In view of the fact that the existing behavior recognition algorithms cannot fully extract
abstract behavior features, this paper proposes a SE-R3D-LSTM behavior recognition algorithm based on 3D
residual convolutional neural network (R3D), which integrates Squeeze-and-excitation network (SENet)and
long short-term memory (LSTM). First of all, a residual module is added to the 3D Convolutional Neural
Network (3D-CNN) to avoid problems such as gradient dispersion caused by the deepening of the network
layer; Secondly, not only the global average pooling layer but also the global maximum pooling layer is
used in the SENet network, which can fully extract global information and achieve feature calibration.
In the meantime, expand the SENet network to three-dimensional, which can make the connection of the
spatiotemporal feature channels closer. Afterwards, the 3D-SE module is introduced into the R3D network,
which can enhance the effective spatiotemporal features and suppress the invalid spatiotemporal features;
Since, because LSTM can perform timing modeling on high-level features and learn more effective feature
information, the LSTM network is introduced into the SE-R3D network. Finally, Softmax is used for
classification. Experimental results show that the recognition rate of the SE-R3D-LSTM network on the
UCF101 data set reaches 96.5%.

INDEX TERMS Human behavior recognition, 3D residual convolutional neural network, SENet network,

long short-term memory network.

I. INTRODUCTION

In the 1970s, Professor Johansson [1] proposed a descrip-
tion method of the human body model structure. After
that, the discriminant models based on human behavior are
improved on this basis [2]. Currently, the traditional algo-
rithms for human behavior recognition include Histogram of
Oriented Gradients (HOG) [3], Histogram of Optical Flow
(HOF) [4], Dense Trajectory (DT) [5], and Motion History
Image (MHI) [6]. In addition, cale Invariant Feature Trans-
form (SIFT) [7], Space-time Volume (STV) [8], Local Binary
Patterns (LBP) [9] and Dense Trajectories(DT) [10] etc. are
also proposed by other scholoars, which are all classified after
feature extraction. There are roughly two directions for the
algorithm of behavior classification research, one is direct
classification, such as the K-nearest neighbor algorithm [11],
Support Vector Machine (SVM) [12]. The other is the
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time-domain state-space fusion model, such as Dynamic
Time Warping (DTW) [13] and so on.

In recent years, deep learning algorithms for big data
are significantly better than traditional algorithms, such as
human-computer interaction, social public safety, intelligent
security and other fields [14].Yann Lecun proposed convo-
lutional neural network (CNN) [15]. Since the CNN network
can only extract information from spatial domain features, but
ignores temporal features. In 2014, Simonyan K et al [16] pro-
posed a two-stream network composed of two dimensions:
time and space. In the time domain network part, the optical
flow field between consecutive multiple frames is used as
multiple input channels, and the spatial domain network uses
RGB images for training. However, the two-stream network
only uses stacked video frames as multiple input channels,
and does not process the video frame sequence in time
sequence, so it is difficult to extract spatiotemporal motion
information. In this regard, in 2015 Donahue J et al. proposed
a Long-term Recurrent Convolutional Network (LRCN) [17],
which uses CNN for static feature information extraction, and
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the extracted features are processed by the LSTM network,
However, due to the small number of layers of CNN net-
work, useful feature information was not fully obtained in
the early stage of image processing. Therefore, Ji et al [18]
proposed a 3D-CNN network, which can simultaneously
extract spatio-temporal features. When 2D-CNN is extended
to 3D-CNN, the original two-dimensional features still repre-
sent the spatial features of static images, while the remaining
three dimensions extract temporal features, and can perform
convolution across multiple frames and extract the informa-
tion before and after the time sequence. However, the network
does not all use 3D-CNN. As the number of network layers
deepens, 2D-CNN is used in the last few layers of the net-
work. In 2015, Tran D et al [19] made improvements on the
basis of the 3D-CNN network and designed a C3D network
model. The convolutional layer of the C3D network model
all uses 3D-CNN. Experiments show that this network is
more suitable for learning space-time features than 2D-CNN.
However, due to the increase in the number of parameters
brings great difficulties to network training, the number of
network layers cannot continue to deepen, and the increase
in the amount of calculation leads to overfitting during the
training process [20]. Literature [21] proposed interleaving
perception convolutional neural network (IP-CNN). IP-CNN
designed a two-way autoencoder to reconstruct hyperspectral
and LiDAR data without involving annotation information,
and then used two CNN networks to classify the fusion data,
and finally achieved good results on a small-scale data set.
In order to further study the classification of hyperspectral
images and lidar data, the literature [22] used hierarchical ran-
dom walk network (HRWN), and designed a dual-tunnel con-
volutional neural network based on HRWN to extract spectral
and two-dimensional features, It is proved by experiments
that the HRWN algorithm is better than other most advanced
algorithms.Literature [23] proposed a patch-to-patch con-
volutional neural network (PToP CNN) and used unsuper-
vised features to extract a framework, with the purpose of
classifying hyperspectral and lidar data. Experimental veri-
fication shows that PToP CNN exhibits higher performance
than two-branch CNN and context CNN. Literature [24] pro-
posed two branched convolutional neural networks (CNN)
to process hyperspectral images (HSI) and data from mul-
tiple sensors. First, the CNN network is used to extract the
two-dimensional spatial features of HIS, and then the two-
dimensional spatial domain features and spectral features are
fused. The experimental results show that the two-branch
CNN network is more suitable for data classification.

In deep learning, it is very difficult to train a network with
good performance. The difficulties comes from the perfor-
mance of the machine, the size of the dataset, the depth and
width of the network, etc. Based on this, He Yuming et al [25]
proposed Residual Neural Network (ResNet), whose struc-
ture is to emulate the VGG-Net, but introduces the residual
module between the layers to avoid the vanishing gradient
and network degradation caused by the deepening of the
network [26], [27]. Practice has proved that this can indeed
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greatly improve the performance of the network. Hu Jie ef al.
Started from the characteristic channel and proposed the
SENet network, which increased the characterization abil-
ity of the network. The SENet network won the cham-
pion of the Image Classification task in the last ImageNet
competition [28].

In order to further improve and optimize network perfor-
mance, this paper proposes the SE-R3D-LSTM network. First
of all, because the number of layers of the traditional ResNet
network is too deep, there are problems such as excessive
parameter amount and redundant parameters, which causes
the training speed of the network to slow down [29], [30].
Not only that, the ResNet network uses a 2D convolutional
layer, which can only extract the spatial features of each frame
of the image, which makes the extracted features insuffi-
cient. Therefore, combining ResNet and 3D-CNN networks
to form an R3D network can better extract the feature of
the space-time domain. After that, GMP was added to the
SENet network, because GAP represents global information
by extracting the average value of global features, while GMP
represents global information by extracting the global maxi-
mum feature, so after GAP and GMP operations, it can fully
extract the space-time domain global information. On this
basis, SENet is extended to three dimensions and integrated
into the R3D network. The purpose is to gain attention weight
through learning, enhance useful features, weaken useless
features, and improve the representational ability of SE-R3D
network. Then, the LSTM [31] network is introduced to
process the abstract timing features that the SE-R3D net-
work cannot extract. In the end, the SE-R3D-LSTM network
achieved a 96.5% recognition rate on the UCF-101 [32]
dataset.

Il. SE-R3D-LSTM NETWORK STRUCTURE AND
AIGORITHM DESIGN

A. BUILD R3D NETWORK WITH RESIDUAL MODULE
Reference [25] shows that through many experiments, it is
concluded that the number of network layers will affect the
recognition effect. The accuracy of the COCO target detec-
tion dataset is increased by 28 % due to the use of a sufficiently
deep network. Due to the introduction of the residual module,
it overcomes the problem that the accuracy rate drops caused
by the excessively deep network layers.

The residual module is shown in Fig.1.

For the network degradation problem caused by deeper
network layers, therefore, the objective function H(X) =
F(X) + X is made to fit F(X)to 0, that is, H(X) = X, thus
transforming to the fitting of X and realizing the identity
mapping of X. Since the derivative of X is 1, the derivative
value of the function is greater than 1 in the back propa-
gation, thus solving the problem of the network generating
gradient disappearance.R3D network is adopted in this paper,
as shown in Figure 2.

Since the operations and parameters of the 5 identity mod-
ules I are the same, an identity module I is used in the R3D
network structure to represent these 5 identity modules I,
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FIGURE 2. Structure diagram of R3D network.

4 identity modules II and 4 identity modules III are also this
representation method. The identity modules all use a 3 x 3 x
3 convolution kernel with a stride of 1, as shown in Fig.3. The
convolution module uses 3 x 3 x 3 and 1 x 1 x 1 convolution
kernels with strides of 1 and 2 respectively, as shown in Fig.4.

It can be seen from identity module I that in the training
phase, the input sequence is 16 x 32 x 32, 32 x 32 is the
pixel value of the video frame, and 16 is the length of the
input video sequence. The reason is that if the video sequence
is too long and the video frame resolution is very high, due
to the performance of the computer, the video memory will
be destroyed and the training can not be carried out, or the
training can be carried out, the calculation speed will be very
slow. Moreover, if the video sequence is too short and the
resolution is too low, it will cause too much loss of useful
information, resulting in low recognition rate.The identity
module I performs feature extraction through two 3D con-
volutional layers, which are conv3d_ 2,conv3d_ 3.BN [33]
layer and ReL.U layer are added after each convolution layer,
And 128 convolution kernels with the size of 3 x 3 x 3 are
included. Because the stride of convolution layer and the edge
filling of image are both 1, BN layer only does batch nor-
malization for input data, and ReLU function only performs
nonlinear processing. Therefore, the size of the output feature
map is 16 x 32 x 32. The final output is the sum of the output
of two convolution layers and the input of identity module I,

141004

Input:(None, 16,32,32,3)

Output:(None,16,32,32,128)
——

v

Input:(None, 16,32,32,128)
Output:(None,16,32,32,128)

l

batch_normalization_1:BatchNormalization

!

Input:(None,16,32,32,128)
Output:(None,16,32,32,128)
Input:(None,16,32,32,128)
Output:(None,16,32,32,128)

!

batch_normalization_2:BatchNormalization

!

Input:(None,16,32,32,128)

Output:(None,16,32,32,128)
Input:(None,16,32,32,128),(None, 16,32,32,128)
Output:(None, 16,32,32,128)

Conv3d_1:Conv3D

Conv3d_2:Conv3D

Input:(None,16,32,32,128)
Output:(None,16,32,32,128)

activation_1:Activation

Conv3d_3:Conv3D

Input:(None, 16,32,32,128)
Output:(None,16,32,32,128)

activation_2:Activation

add_1:Add

FIGURE 3. Structure diagram of identity module I.
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FIGURE 4. Structure of convolution module I.

that is the five-dimensional tensor of None x 16 x 32 x
32 x 128, It also reflects the meaning of R3D network residual
module.

The convolution module I structure contains 3 convolution
layers, which are conv3d_12, conv3d_13 and conv3d_14. The
conv3d_12 and conv3d_13 convolution kernels have the same
size as the identity module I, and the number of convolution
kernels is twice the above, which is 256, so more image
features can be obtained. And conv3d_14 The size of the
convolution kernel is 1 x 1 x 1, because the convolution

VOLUME 9, 2021



J. Wu et al.: Behavior Recognition Algorithm Based on Fusion of SE-R3D and LSTM Network

IEEE Access

kernel of 1 x 1 x 1 has dual purposes. On the one hand,
itincreases the depth and width of the network without affect-
ing the performance. On the other hand, it can reduce the
dimension to avoid increasing the number of parameters and
eliminate the calculation bottleneck. Moreover, it can choose
the appropriate convolution size independently, so it can
fuse the features of different scales.Because the difference
between convolution module I and identity module I is that
the input data has to be processed by conv3d_14 convolution
operation. When adding by add, the premise is that the input
feature map size and the number of channels are the same,
so this paper reduces the feature map dimension by chang-
ing the stride size. Since the stride size of conv3d_12 is 2,
the size of the output feature map becomes 1/2 of the original,
which is 8 x 16 x 16. At the same time, the stride size of
conv3d_13 is 1, so the feature map size remains unchanged,
while the conv3d_14 convolution kernel size is 1 x 1 x 1,
and the stride size is 2, Which not only reduces the amount
of parameter calculation but also makes the feature map size
the same as the output of conv3d_13.

After that, there are 4 identity module II and identity
module III, and 1 convolution module II. The number of
convolution kernels is 256, 512 and 512 respectively. In addi-
tion to the difference in the number of convolution kernels,
the parameters and operations of the identity module are the
same, so is convolution module.

B. 3D-SENET NETWORK

1) DESIGN OF 3D-SENET NETWORK STRUCTURE

In order to increase the attention mechanism of character-
istic channel in the temporal and spatial domain, this paper
expands the SENet network into three dimensions. After 3D-
Squeeze operation, global information can be extracted to
avoid network overfitting and speed up training. Specifically,
it compresses along the spatial dimension, and rotates the
feature channels of the three dimensions into real numbers.
In order to more fully extract the global information, the paper
adds a GMP layer, because this layer can extract the global
maximum feature value, it also includes the most important
global information, as shown in formula (1).

Sc=0 (Fex (AvgPool (u.) , W)+ Fer (MaxPool (uc) , W)),
()

where o is the sigmoid activation function, AvgPool is the
GAP layer and MaxPool is the GMP layer. The F,, contains
two fully connected layers. The first fully connected layer is
used to reduce the dimension of input features, and the second
full connection layer is used to increase the dimension, so as
to better fit the complex correlation between channels.

The input of the 3D-SENet network is C x D x
H x W after residual operation, C is the number of channels,
D is the length of the video sequence, W and H are the
width and height of the feature map. First, perform GAP
and GMP operations on the input feature maps to obtain
two representative global information, and the output features
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FIGURE 5. Structure diagram of 3D-SENet network.
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FIGURE 6. Residual unit of 3D-SE module.

are both C x 1 x 1 x 1. Then, go through the first fully
connected layer to reduce the size of Cto get C/r x 1 x 1 x
1. Afterwards, through the ReLU activation operation, and
then through the second fully connected layer to upgrade the
dimension, the output feature is C x 1 x 1 x 1. After that,
the two channels are added and passed through the sigmoid
function. Finally, the final output is obtained through the
Scale operation, as shown in Fig.5.

It can be seen from Figure 5 that the 3D-SENet network
has been feature recalibrated through Squeeze, Excitation and
Scale operations, and the attention weight is obtained through
learning, which improves useful spatio-temporal features and
suppresses useless spatio-temporal features.

C. SE-R3D NETWORK STRUCTURE

Video-based human behavior is a series of continuous
actions. If only two-dimensional convolution operations is
used, only spatial features can be extracted, and the motion
information between video frames in temporal dimension is
ignored. The 3D-CNN can well capture the feature infor-
mation of the temporal and spatial domains in the video.
Therefore, the 3D convolution kernel can not only extract
the spatial domain features of each frame in the video, but
also extract the temporal domain features between adjacent
video frames. Therefore, this paper extends the ResNet and
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SENet networks to three dimensions. On this basis, in order to
enhance the representation ability of the network, the 3D-SE
module is introduced into the residual unit to further improve
the performance of the network, as shown in Fig.6.

The R3D network constructed in this paper has 6 modules
from the bottom to the top. Because the shallow network has
less feature information, the 3D-SE module is introduced in
the last identity module III for feature calibration. Firstly,
inputting the behavior recognition image sequence to the
SE-R3D network for feature extraction. Then, in order to
further extract effective features, FC is used to compress the
feature vector, reducing the amount of parameters. Finally,
using the Softmax function to classify, and get the probability
of each behavior in the input image sequence, as shown
in Fig.7.

D. SE-R3D-LSTM NETWORK OVERALL STRUCTURE
In order to make the recognition rate higher and the recog-
nized feature is more accurate, the LSTM is introduced into
the SE-R3D network, and then the LSTM network is used for
timing modeling to learn the high-level temporal features of
the video signal, as shown in Fig.8.

The R3D network only compresses and extracts the fea-
tures of the time domain once. GAP layer is to further
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compress the model parameters, avoid overfitting of the net-
work and speed up the training. However, it does not change
much for the processing of time domain features. Secondly,
the pooling layer will lose a lot of useful sequence informa-
tion after down sampling. In view of these two problems,
the R3D network is modified: firstly, because GAP network
is affected by the size of the feature map, and the larger the
feature map is, the smaller the receptive field of convolution
layer is. Therefore, five identity modules I, four identity
modules II and identity modules III are used in this paper,
A convolution module I and convolution module II, a total
of 34 layers of R3D network, to deepen the depth of the
network, so that the network can have better generalization
ability, at the same time, reduce the size of the feature map,
making the convolution layer receptive field larger, and better
feature extraction; secondly, by changing the size of the step
size, the feature map is reduced to maintain the features
extracted by the shallow network and make the time domain
sequence special The symptoms remain intact. Secondly,
by changing the stride to reduce the dimensionality of the
feature map to maintain the features extracted by the shallow
network and keep the time domain sequence features intact.
It avoids the loss of useful feature information when the
pooling layer performs downsampling. In order to further
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TABLE 1. Experimental environment.

The hardware and software environment of the experiment and its
explanatlon

Operating system:Ubuntul6.04.

CUDA10.1:Underlying software platform for GPU acceleration.
Keras edition:2.2.4, TensorFlow edition:1.14.0.

Video card:GTX1080Ti,11GB Video memory.
Memory:Samsung DDR4,Main frequency:2400MHZ
Capacity:8GB.

Hard disk: Inter SSD 545s, 256G.

Dhw =

A

improve the performance of the model, SENet is introduced,
and the SE-R3D network is designed to enhance useful chan-
nel features and weaken useless channel features, and extract
attention to the frame granularity of feature channels.

In the dimension of the input data, the feature map is
directly expanded into one dimension,and the video frame
sequence is directly connected with the LSTM, without using
the full connection layer as the output of the convolution
layer, and then input into the LSTM network, which can
reduce the parameters of the full connection layer, speed up
the calculation and prevent the network from over fitting.
Secondly, all the information features are directly input into
the LSTM network for feature screening, which can retain
more useful features and reduce the loss of useful features.

Ill. EXPERIMENTS AND ANALYSIS

A. EXPERIMENTAL ENVIRONMENT

The experimental environment of SE-R3D-LSTM network is
shown in Table 1.

B. UCF-101 DATASET

The dataset used in this paper is UCF-101, which contains
101 types of actions and 13320 videos of human behaviors,
as shown in Fig.9. These videos are real scenes in real life,
and each video is very different, especially the background.
When extracting moving objects, the human behavior in
the real world scene has nothing to do with most of the
background. Therefore, extracting the moving subjects in the
video sequence and using the behavior recognition network
for classification can reduce the interference of background
information on human behavior classification.

C. EXPERIMENTAL DATA PREPROCESSING

Since it is not advisable to input video directly into the
network, it is necessary to convert the video into a sequence
of picture frames, which can speed up the training rate of
the network. Firstly,, 13320 videos in the UCF-101 dataset
are converted, and then the naming of each converted
image sequence is determined by the sequence in the video.
Fig. 10 is a partial image sequence of UCF-101.

The huge data sample size is the basis for training CNN
network, which can improve the generalization ability and
robustness of the network model. On the contrary, the lack
of sample size will lead to the problem of over fitting of
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FIGURE 10. Partial image sequence of UCF-101.

the network. At present, the number of samples of behavior
recognition data set is still lack, and there will be a huge
amount of parameters when training the network. Therefore,
it is very necessary to expand the data set, but it is unscientific
and time-consuming if it is necessary to collect new data
artificially. At present, there are two data enhancement meth-
ods. The first is online enhancement, including data trans-
lation, flip and zoom. The second is offline enhancement,
which processes data sets, but this is only for small data sets.
In order to completely preserve the spatio-temporal feature
information of human behavior, this paper chooses to flip
the data to ensure the image quality of the extended part of
the data set.After that, because the total number of images is
too much, if all the images are input into the network at one
time, the network calculation will be too large. Therefore, this
paper uses the sequence with length of 16 as the input data,
selects the sequence with the length of R, and then randomly
generates L between (0, R-16), which is used as the starting
frame, and then the ending frame is selected in (L, L + 16),
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TABLE 2. Hyper parameters.

parameter Value-1 value-2
base_Ir 0.01 0.01
batch_size 16 16
Steps_per_epoch 600 600
epochs 20 30
Stepsize 12000 18000
max_iter 120000 216000
momentum 0.9 0.9
decay le-6 le-6

This not only prevents data from being missed, but also avoids
repeated training of the same data.

D. ANALYSIS OF EXPERIMENTAL RESULT

This paper uses the Ubuntul6.04 operating system and selects
the SE-R3D network and SE-R3D-LSTM network built by
Keras with Tensorflow as the backend. In order to improve
the training speed of the network, the SE-R3D and SE-R3D-
LSTM networks both use an initial learning rate of. 0.01.
When each cycle is 12000 and 18000 times, the learning
rate is reduced to 1/10 of the original, and the total num-
ber of cycles is 10 and 12, and the training is 120000 and
216,000 times respectively. When recording the training
datas, the History module of the callback function Callbacks
in Keras is used, and it is recorded once at the end of each
Steps_per_epoch, and 200 and 360 data are recorded. The
hyper-parameters of the two networks are shown in Table 2,
where value-1 is the hyperparameter value of SE-R3D and
value-2 is the parameter value of SE-R3D-LSTM.

When the SE-R3D network is trained for 3000 times, the
accuracy rate curve rises slowly, and the loss rate curve
decreases slowly. This is due to the high learning rate,
so no local optimal solution is found. When the training
reaches18000 times, the learning rate has been reduced to
0.001, which is gradually approaching the optimal solu-
tion. Therefore, the accuracy rate begins to rise significantly,
the relative loss rate began to decrease significantly. When
training to 90000 times, the network has converged and the
recognition rate reaches 87% on UCF-101 dataset. The curve
of recognition rate and loss rate of SE-R3D network model on
UCF-101 dataset is shown in Fig.11. Fig. (a) is the accuracy
curve, and Fig. (b) is the loss function curve.

When the SE-R3D-LSTM network 1is trained to
120000 times, the acc and loss values change slowly, and
the network begins to converge. When the training time
reaches 180000 times, the accuracy and loss rate curves
begin to stabilize, and the recognition rate reaches 95% on
UCF-101 dataset. The curve of recognition rate and loss rate
of SE-R3D-LSTM network model on UCF-101 data set is
shown in Fig.12. Fig. (a) is the accuracy curve, and Fig. (b) is
the loss function curve.
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FIGURE 11. SE-R3D training process.

It can be seen from Fig. 11 and Fig. 12 that
SE-R3D-LSTM has a higher recognition rate than SE-R3D
network. Specifically, this paper use a 3D-CNN network
model to enhance the network’s ability to learn low-level
spatiotemporal features. Later, as the number of network
layers continues to increase, the network’s representational
ability will become stronger, but problems such as network
degradation will occur. Therefore, this paper combines R3D
and 3D-CNN networks to greatly improve the performance
of the network. Then, GMP was introduced into the SENet
network, because GMP also contains important global infor-
mation. At the same time, the SENet network was extended to
three dimensions and introduced into the R3D network, and
a residual unit with a 3D-SE module was obtained, which
realized the feature recalibration. Subsequently, because the
LSTM network can improve the SE-R3D network’s ability
to extract video sequence features, the paper combines the
LSTM with the SE-R3D network to increase the accuracy
of the network. Finally, the SE-R3D and SE-R3D-LSTM
networks have reached 87% and 95% on the UCF-101 data
set, respectively. Experiments show that the fusion network
designed in this paper is effective.

The accuracy rates of SE-R3D-LSTM network and other
networks on UCF-101 data set are compared, as shown
in Table 3.
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FIGURE 12. SE-R3D-LSTM training process.

TABLE 3. Accuracy comparison.

Network UCF-101 data set
CNN+LSTM 83.2%
CNN-+ResNet+LSTM 84%
CNN-+ResNet+SE+LSTM 90%

C3DB7 82.3%
R3D 85%
SE-R3D 87%
SE-R3D-LSTM 95%

Since the CNN network can only extract spatial fea-
tures, while LSTM can extract feature information in time
dimension, spatial features and temporal features are used
as classification basis to identify, which improves the effect
of behavior recognition. The Resnet network can not only
extract more abstract features, but also overcome the network
degradation caused by the increasing number of network
layers. Therefore, CNN- ResNet-LSTM network is 0.8%
higher than CNN-LSTM in UCF-101 data set. Then, in order
to improve the network performance, the attention mech-
anism SENet is introduced into the CNN-ResNet-LSTM
network, making the recognition rate of CNN-ResNet-SE-
LSTM on UCF-101 data set is 90%. This article uses the
3DCNN-LSTM fusion network. Firstly, the time domain

VOLUME 9, 2021

TABLE 4. SE-R3D-LSTM network parameters.

Network Parameter quantity Output size
layer

SE-R3D 22502851

Flatten None X 65536

Rshape None X 16 X4096

LSTM 20975616 None X 1024

Dense 103525 Nonex101

features can be extracted through 3DCNN to reduce the
redundant information of feature vectors when sent to LSTM
network. Secondly, due to the 4-dimensional input data of
CNN, including the length, width, channel number and batch
size, Batch size is the time dimension of the image sequence,
so only one video sequence can be input at a time for training
and testing. The input data of 3D-CNN is 5-Dimensional, and
it can process multiple image frame sequences at the same
time during training and testing, so the execution efficiency
will be better. In this paper, an improved R3D network is
proposed, which can reduce the dimension of feature map
by changing the stride, improve the network efficiency, add
batch normalization layer to improve the convergence speed
of the network, and then add dropout layer to reduce the
risk of over fitting. Therefore, the recognition rate of R3D
network on UCF-101 data set is 2.7% higher than that of
C3D network. In order to further enhance the effective fea-
tures between layers, 3D-SENet network is introduced into
R3D network. The recognition rate of SE-R3D network on
UCF-101 data set is 86% higher than that of R3D network,
which indicates that feature calibration is realized through
3D-Se module, and important features are given larger weight
values, while useless eigenvalues are reduced. In order to
fully extract the high-level temporal features, the LSTM is
introduced into SE-R3D network, which makes the SE-R3D-
LSTM 8% higher than the SE-R3D network in UCF-101 data
set.

The description of SE-R3D-LSTM network framework
designed in this paper is shown in Table 4.

It can be seen from Table 5 that the network parameters
of SE-R3D-LSTM are 43581992, the network parameters of
the convolutional layer are 22502851, accounting for 51.6%
of the total parameters, the parameters of the LSTM layer
account for 48.2% of the total parameters, and the final Dense
layer only accounts for 0.2%.Through flatten layer, the output
features of SE-R3D network are flattened. The content is to
transform the multi-dimensional tensor of 3D convolution
output into one-dimensional to 65536. The length of the video
sequence becomes 16. After that, the “reshape’ layer is used
to increase the dimension of the input data vector, and the fea-
ture vector becomes 16 x 4096. Then, after passing through
the GRU network, the output feature length is 1024. Finally,
through the dense layer, softmax is used for classification.

Table 5 shows the comparison between the computational
performance of the SE-R3D-LSTM network implemented in
this article and other algorithms.
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TABLE 5. Comparison of calculation speed between this algorithm and
other algoritjms.

Algorithm C3D Two-Stream 3D-CNN This
article
Speed(fps)  313.9 12.5 603 900

It can be seen from Table 6 that the calculation speed of
the. C3D network is directly given in the literature, and other
algorithms are obtained based on the algorithms given in the
literature. For example, the Two-Stream algorithm uses two
AlexNet networks, one AlexNet network uses optical flow
for feature extraction, and the other AlexNet network uses
RGB stream for feature extraction. The calculation speed of a
single RGB stream is 25fps, and it takes 0.04 seconds to prop-
agate once. The final calculation speed is 12.5 frames per sec-
ond, which is much slower than that of the C3D network. The
SE-R3D-LSTM network designed in this paper requires only
25ms to achieve a forward propagation, 16 frames of input
images at a time, and 900 frames/s for calculation speed.
Through continuous optimization of the network, although
the recognition rate has not improved much, it has a greater
advantage in computing speed.

In order to verify the effectiveness of the algorithm pro-
posed in this paper, SE-R3D network and SE-R3D-LSTM
network are tested on the HMDB-51 data set. The hardware
platform used is the same as the one used above. The main
hyperparameters required for the experiment are set as fol-
lows: the batch size is 16, the input video frame pixel is
32 x 32, the dropout is 0.2, the optimizer is SGD, the initial
learning rate is 0.1, and the initial momentum coefficient
is 0.9. The loss function of the network model is Softmax,
which is the classification function. The training and loss
curves of the SE-R3D network and SE-R3D-LSTM network
on the HMDB-51 data set are shown in Fig.13 and Fig.14,
respectively.

Fig.13 (a) is the SE-R3D training process accuracy curve,
and Fig(b) is the SE-R3D loss function curve. As can be
seen from Fig.13 (a), the network has a total of 200 epochs,
and each epoch iterates 600 times. When the network was
in the 100th epoch, the network convergence began to slow
down, and in the 150th epoch, the network had basically
converged, and the final accuracy rate of the SE-R3D network
was 65.2%.

Fig.14(a) shows the accuracy curve of SE-R3D-LSTM
training process, and Fig(b) shows the loss function curve
of SE-R3D-LSTM. As can be seen from Fig.14(a), when
epoch is about 200, the network begins to converge slowly.
Until 250epoch, the recognition rate does not increase, and
the network has tended to converge. Finally, the accuracy rate
of SE-R3D-LSTM network is 69%.

Since the SE-R3D-LSTM network model is more complex
and prone to over-fitting, this article uses the HMDB-51 and
UCF-101 data sets. Although UCF-101 has more numbers
than HMDB-51, the diversity of data is relatively poor, and
the backgrounds of many actions are similar. In order to
further improve the accuracy of SE-R3D-LSTM algorithm,
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FIGURE 13. SE-R3D training process on HMDB51 data set.

TABLE 6. Accuracy of different algorithms on UCF-101 data set.

Network UCF-101 data set
IDT+VideoLSTM 91.5%
P3D 88.6%
C3D 82.3%
Two-Stream-13D 98%
LSTM+TWO-Stream[34] 90.1%
Se-R3D-LSTM 96.5%

the algorithm is pre trained with Kinetics data set, and then
tested with ucf-101 data set. The specific results are shown in
table 6.

Two-Stream-I3D achieves a 98% recognition rate on the
UCF-101 data set. The specific steps of the algorithm are to
merge the Two-Stream and InceptionV 1 networks and expand
them to three dimensions. Since the dimensionality on the
timing sequence cannot be reduced too quickly, the convolu-
tion kernel before the fusion of the two networksis 1 x 2 x 2,
and the size of the convolution kernel after the fusion is
2 x 2 x 7. The experimental results show that there is still
a certain gap between SE-R3D-LSTM and Two-Stream-13D
algorithm, but for the algorithms that have been popular in the
past two years, the SE-R3D-LSTM network designed in this
article has a relatively large recognition rate. Literature [34]
proposed three methods of TWO-Stream and LSTM network
fusion. Finally, it was found that the recognition rate of the
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FIGURE 14. SE-R3D-LSTM training process on HMIDB51 data set.

two networks without passing through the full connection
layer was the highest, but TWO-Stream was not suitable for
learning the information in a long video frame sequence.
At the same time, the recognition rate of IDT + LSTM
and P3D is also lower than that of SE-R3D-LSTM network,
which proves the effectiveness of the network in behavior
recognition

IV. CONCLUSION

Aiming at the low recognition rate of traditional algorithms,
this paper proposes a behavior recognition algorithm of
SE-R3D-LSTM. When a deep enough network is used, the
representation ability and recognition rate of the network can
be increased, but if it is only a single increase in the number
of network layers, there will be problems such as vanishing
gradient, so this paper proposes a ResNet network as the
basic framework. Firstly, the ResNet module is extended to
design the R3D network to make up for the ResNet network’s
inability to effectively process the low-level spatiotemporal
features in the video, and to reduce the dimensionality of the
feature map by reducing the stride to avoid using pooling
layer, which not only improves the efficiency of the net-
work, and to prevent the loss of useful feature information.
At the same time, BN layer and Dropout layer are added,
In order to improve the convergence speed of the network
and control overfitting effectively. After that, because the
global maximum eigenvalue also contains important global
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information, the GMP layer is added to the SENet network,
and the global information in the spatiotemporal domain can
be fully extracted after GAP and GMP operations. Then,
in order to use the independent performance between con-
volution feature channels to better model, enhance useful
features and weaken useless features, therefore, the SENet
attention mechanism is introduced into the R3D network.
After joining the LSTM network, the feature information of
the time dimension can be better extracted. Finally, the accu-
racy of the SE-R3D-LSTM network on the UCF-101 data set
reached 96.5%, which improved the behavior recognition rate
to a certain extent.

Although the SE-R3D-LSTM network can effectively
solve the problems of gradient disappearance and insufficient
memory ability, but the R3D network has a lot of parameters,
which increases the difficulty of network training, and the
increase in the amount of calculation leads to overfitting
during the training process,and it is easy to achieve the global
optimal solution, resulting in no increase in recognition rate.
Moreover, LSTM has more non-linear transformation cal-
culations, which reduces the training speed of the network.
For SE-R3D-LSTM network will have a large number of
parameters, this paper puts forward the idea of optimizing
the network: R3D network for feature extraction and com-
pression in the time domain. The advantage of GAP network
layer is that it doesn’t need to optimize the output parameters
of the last convolution layer, at the same time, it can reduce
the huge amount of parameters and prevent over fitting, but
it doesn’t play much role in the time domain features, and
the parameters will be solidified in each convolution layer of
the network. Therefore, if we want to increase the recognition
rate, we must remove the GAP layer and deepen the number
of network layers. In the residual structure of R3D network,
there are two convolution layers, and the convolution kernel
is3 x 3 x 3. Inthis paper, I x 1 x 1,3 x3 x3and 1 x
1 x 1 convolution kernels are used to replace the two 3 x
3 x 3 convolution kernels. Two 1 x 1 x 1 convolution
layers are introduced, which not only increases the nonlinear
transformation of the network, but also reduces the amount
of parameters. At the same time, a convolution layer is added
to make the network have better generalization ability.
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