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ABSTRACT There are many platforms and tools based on field-programmable gate array (FPGA) devices
oriented to facilitate the reliability estimation of digital designs, but they are usually focused only on config-
uration memory errors since the configuration memory represents the majority of the memory elements in
an FPGA. However, an FPGA-based platform could also be exploited to support the emulation of transient
and permanent errors for designs intended to work in application-specific integrated circuits (ASICs) or
radiation-hardened devices such as antifuse FPGAs. In this context, the obtention of a particular set of
bits to flip is required to be able to emulate these error models. The main difficulty of this approach lies
in determining the mentioned set of bits, which is due to the unavailability of a public description of the
bitstream and the lack of FPGA architecture details. To help with this issue, we present a methodology
to determine specific configuration memory bits from SRAM-based FPGAs that, when flipped, emulate
permanent or transient upsets in any flip-flop element of the design under test. This methodology is proved
in recent FPGA technologies and provides great control and precision in reliability experiments for harsh
environments.

INDEX TERMS ASIC, configuration memory, emulation, fault injection, FPGA, reliability.

I. INTRODUCTION
Hardware-based fault emulation is a widely used approach
to test the reliability of designs intended to work in harsh
environments such as space, nuclear, or, more recently, quan-
tum processors [1]–[3]. Compared to accelerated beam tests
carried out in radiation facilities [4] or physical reliability
tests perfomed in rooms at cryogenic temperatures, fault
emulation approaches provide great versatility to test differ-
ent designs in a short amount of time while simultaneously
keeping costs low. Besides that, fault emulation can reduce
timing requirements and provides more realistic results than
simulation-based set-ups, which can be used to perform an
accurate analysis of the design’s behavior [5]. These designs
may be deployed in field-programmable gate array (FPGA)
or application-specific integrated circuits (ASICs), hence the
error model differs and the platform’s hardware has to be
carefully selected.

Over the years, FPGAs have been traditionally used as
fault emulation platforms. In particular, static random access
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memory (SRAM)-based FPGAs tend to be the preferred tech-
nology due to their low cost, accessibility, and reconfigurable
capabilities [6]. SRAM-based FPGAs can be conceptually
split into two layers. An application layer containing the
bits that are dynamically managed by the user’s design (e.g.
the bits stored in flip-flop elements), and a configuration
layer including the bits related to the configuration of the
logic, memory, and routing resources (e.g. the structure of the
design). Therefore, the FPGA error model, which is mainly
focused on persistent errors, can be emulated by flipping the
design-related configuration bits. Similarly, the ASIC error
model, which comprehends both transient and permanent
errors, can be emulated by inverting the bits in the application
layer. The latter are particularly difficult to locate and modify
since, as mentioned before, these bits are dynamic. For this
reason, we propose a different approach to emulate the ASIC
error model in an SRAM-based FPGA device through the
testing of a selected group of configuration memory bits.
These bits are static, but their modification will lead to the
same behavior as modifying the bits in the application layer.

ASIC devices or radiation-hardened FPGAs such as anti-
fuse FPGAs are sensitive to permanent errors (i.e. stuck-at
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faults) and transient events that may eventually be registered
by a flip-flop element creating a single-event upset (SEU)
or may be masked by the subsequent logic elements of the
design. On the other hand, a configuration memory bit flip
typically produces persistent errors that modifies the structure
or the routing of the design under test (DUT). Therefore,
transient and permanent errors in flip-flop elements associ-
ated to ASIC or rad-hard FPGA designs could be emulated
in an SRAM-based FPGA by flipping the configuration bits
related to the flip-flop inputs. The twomain difficulties of this
approach are:

1) Configuration memory errors lead to persistent errors
that can only be removed by reprogramming the FPGA
or by flipping the bit again to its initial state. Therefore,
permanent errors could be easily emulated, but tran-
sient errors should be carefully introduced and removed
during the fault injection campaign to emulate the
desired behavior.

2) Identifying the configuration bits to emulate both per-
manent and transient errors is a time-consuming and
non-trivial task.

The first point is a matter of adjusting the duration of the
bit flip by controlling the design clock signal and it is related
to the fault injection campaign itself. In contrast, the second
point is related to the lack of a configuration bit identifica-
tion mechanism available. In this paper, a methodology to
facilitate the ASIC or rad-hard FPGA error emulation in an
SRAM-based FPGA platform is presented. It is based on the
previously mentioned approach of emulating both transient
and permanent errors in flip-flop elements through config-
uration memory bit flips. To test our idea, the reliability of
several designs is assessed through fault injection. In these
experiments, a set of configuration bits for every design
flip-flop is translated into injection addresses for the Xilinx
Soft Error Mitigation (SEM) IP Core [7]. This fault injector
is then used to perform the reliability campaign in a Xilinx
FPGA device.

The rest of the paper is organized as follows. Section II
presents other fault injection approaches and platforms
and explains the motivation behind the methodology.
The methodology details are described in Section III.
In Section IV, some example designs are tested following
the methodology to evaluate its benefits. Finally, Section V
summarizes the contributions of this work.

II. EXISTING FAULT EMULATION PLATFORMS
Nowadays, there are different approaches to increase the fault
tolerance of a system intended to work in harsh environments.
Hardening-by-process strategies are based on modifying the
manufacturing process to increase the reliability of the device.
Conversely, there are techniques based on adding some sort
of redundancy to the original design that can be applied to
commercial off-the-shelf (COTS) devices. Some well-known
examples are triple modular redundancy (TMR), error cor-
rection codes (ECC), or techniques based on the system
knowledge [8], [9].

Once the design under test has been protected through one
or several of the above techniques, it is required to test the
reliability level achieved by the protection using fault injec-
tion platforms to generate bit flips into the design’s memory
elements emulating different environments. A schematic dia-
gram of these types of platforms is presented in Fig. 1 for
illustrative purposes.

FIGURE 1. Schematic diagram of fault injection environment based on
hardware emulation.

The controller in Fig. 1 manages the fault injection cam-
paign, while the fault injector carries out the bit flips at the
specific locations of the target DUT told by the controller.
During the campaign, the effects of each introduced bit flip
are typically logged in a file or stored for later processing.

In recent years, both simulation and emulation-based fault
injection platforms have been documented in the literature.
Simulation environments or tools such as XCEPTION [10],
SST [11], MEFISTO [12], or VERIFY [13] are some exam-
ples. They all try to reproduce the behavior of a hard-
ware circuit under specific undesirable malfunctions from
its high-level description by using a commercial or ad-hoc
simulator. However, the physical behavior of a complex cir-
cuit is usually difficult to mimic and requires to constrain
the platform to analyze specific cases of interest. In con-
trast, emulation-based platforms may be used to test different
scenarios just by selecting the resources and applying the
conditions of the harsh environment under test. But, in this
case, the difficulty lies in identifying those resources and
modifying them in a way that imitate the physical effect.
Some examples of emulation-based fault injection systems
for SRAM-based FPGAs are the FT-UNSHADES [14], FLIP-
PER [15], SPFFI [16], XRTC [17], NESSY [18], or FIJI [19].
One major limitation of these hardware emulation platforms
is that the ASIC error model is not usually supported. In fact,
some of these platforms are focused on a specific technology
or device and quickly become obsolete due to the lack of
portability. For a detailed comparison between the different
tools we refer to [20].

Apart from the above platforms, Xilinx and Intel (Altera)
vendors have opted for providing proprietary methods to
perform fault injection in their corresponding devices. Both
alternatives are integrated into their development environ-
ments and are focused on facilitating user interaction.
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• Intel provides the Fault Injection Debugger as part of
its Quartus II hardware design software. It is capable
of performing fault injection in the FPGA configuration
memory by toggling one bit per injection thus emulating
an SEU in runtime [21].

• Xilinx’s Vivado Design Suite includes the SEM IP Core
that is able to perform fault injection in the FPGA’s
configuration memory as the Intel tool. The user can
select the specific configuration memory bit to flip by
introducing its physical or linear address [7].

The previous tools allow the user to inject configuration
memory errors to test its designs. However, adapting the
fault injection campaign to test the desired error model and
DUT regions is complex and time-consuming since the FPGA
architecture, the bitstream, and the configuration memory
details are not provided by the vendor.

In order to help reliability designers with this issue,
we presented a tool named ACME (automatic configuration
memory error-injection) in [22]. ACME determines the con-
figuration bits associated with the DUT by using the infor-
mation of the static bits collected in the Xilinx essential bit
data (EBD) files. In this manner, the FPGA error model can
be exercised with the Xilinx SEM IP fault injector.

In this present work, we introduce a methodology to enable
the injection of transient and permanent errors in flip-flop
resources to emulate the ASIC error model. The main idea
behind this work lies in reusing the experimental set-up
already created for ACME and extending it to support the
ASIC error model. This new approach requires logic location
files (.ll files) as input for the translation to SEM IP injection
addresses because EBD files do not contain explicit informa-
tion about flip-flop resources.

For clarification purposes, Fig. 2 is presented as an
overview of a dual fault injection emulation procedure in
which both FPGA and ASIC error models can be assessed
depending on the user’s needs. For the FPGA error model,
ACME can be used as translation tool. For the ASIC error
model, the methodology presented below can be followed to
deal with the difficulty of locating the dynamic bits in the
FPGA application layer. As can be observed in this figure,
the SEM IP is kept as the fault injector since the ASIC error

FIGURE 2. Integration of the ASIC emulation in an FPGA fault injection
procedure.

model is mimicked by flipping the configuration memory bits
related to the flip-flop elements of the DUT.

III. METHODOLOGY DESCRIPTION
To create a state-of-the-art portable set-up able to emulate
transient and permanent errors in Xilinx FPGAs, SEM IP
has been applied. The SEM IP [7] is a standalone module
designed by Xilinx to mitigate the effects of soft errors in the
FPGA configuration memory. It can also be controlled via
serial port to inject errors into a particular configurationmem-
ory bit by providing its physical or linear address. The SEM
IP is well-documented and has been upgraded to support
newer UltraScale and UltraScale+ devices, ensuring the con-
tinuity of the emulation platform and the portability between
FPGA families. However, it presents an important limitation
related to its use as a fault injector. The main question that
arises when the user develops an experimental set-up based
on the SEM IP is: how should I know the proper bits to test?
This question cannot be answered by Xilinx since it implies
uncovering proprietary information, and a ‘‘blind’’ statistical
injection campaign is usually recommended. Therefore, it is
fundamental to have a methodology to obtain the desired
bits and gain control over the injection campaign to deal
with this gap. As mentioned in the previous section, we have
already developed ACME as a tool to enable the emulation of
persistent errors in the configuration memory with the SEM
IP following the FPGA error model. In this present work,
we propose an approach to emulate the ASIC error model
by modifying a specific subset of configuration bits of the
design flip flops. The main idea is to locate the configuration
bits associated to the set/reset input of each flip-flop to emu-
late both permanent and transient errors of the ASIC error
model:
• Permanent errors could be emulated by triggering and
holding the set/reset signal indefinitely. While the
set/reset signal is triggered, the value stored and out-
putted by the affected flip-flop will remain constant
(and will be equal to its initialization value). Therefore,
the initialization value has to be manipulated as well to
emulate both logic ‘0’ and logic ‘1’ scenarios.

• Transient errors of any duration could be emulated
by triggering and releasing the set/reset signal at any
moment. While the set/reset signal is triggered, the con-
tent of the affected flip-flop will not be updated by new
input values. Once the set/reset signal is released by
correcting the injected error, the flip-flop returns to its
normal behavior.

In this manner, the difficulty of locating the dynamic
bits in the application layer related to the flip-flop elements
is reduced and the injection of permanent and transient
errors in these memory elements is enabled to continue fill-
ing the mentioned gap. With this approach, the reliability
of the sequential elements of any design can be evaluated
as well as its combinational part by triggering a flip-flop
upset and observing its propagation along the combinational
elements.
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A. CONFIGURABLE LOGIC BLOCK ARCHITECTURE
In Xilinx FPGAs, the configurable logic block (CLB) is the
core resource for implementing general-purpose combinato-
rial and sequential circuits [23]. It contains look-up tables
(LUTs), flip-flops, and other logic elements.

In the UltraScale family, for example, a CLB consists
of 16 flip-flops labeled AQ, AQ2, BQ, BQ2, . . . to HQ,
HQ2 from bottom to top (see Fig. 3). In every CLB, there
are two global set/reset (GSR) inputs, each of them dedicated
to 8 of the 16 flip-flops, and one initialization (INIT) attribute
per flip-flop (i.e. 16 INIT values in total).

FIGURE 3. GSR signals and INIT attributes in a CLB of the UltraScale
family. The remaining connections of the flip-flops have been omitted for
clarity.

The INIT value (a logic ‘0’ or a logic ‘1’) can be different
for each flip-flop and it is set after the configuration of the
device. The INIT values are stored in a different storage ele-
ment associated with each flip-flop. The initialization values
are only released and stored in the flip-flop when the GSR
signal is triggered. This means that both a logic ‘0’ or ‘1’
could be generated by altering these values. For example,
if the default INIT value of a flip-flop is ‘0’ then, a stuck-
at-0 or a transient ‘0’ could be generated at any moment

by triggering the GSR signal. Similarly, a stuck-at-1 or a
transient ‘1’ could be generated in the same flip-flop by first
performing a bit flip in the INIT value and then triggering the
GSR signal. This procedure has the advantage of testing the
two possible logic values in a flip-flop without even knowing
the INIT value. In addition, the procedure can be directly
applied to other Xilinx families such as the 7-series since their
CLBs also contain the GSR and INIT signals and work in the
same way.

The status of the GSR signal and the INIT values are
stored in the configuration memory cells of the FPGA and,
therefore, they could be modified by the Xilinx SEM IP to
generate events in the flip-flops. The main difficulty is, again,
to determine the precise injection addresses of the GSR and
INIT values to perform the mentioned bit flips. To deal with
this difficulty, we present a methodology and an example of
use in the next subsection.

B. METHODOLOGY STEPS AND EXAMPLE OF USE
The purpose of this section is to present an experimental
methodology to determine the injection addresses that have
to be sent to the Xilinx SEM IP to alter the GSR and the
INIT values of the flip-flops. Using these addresses, the ASIC
error model can be emulated in an FPGA by releasing the
initialization value of the flip-flop or its opposite.

In order to determine the addresses of the GSR and the
INIT values, a CLB of the FPGA device has to be character-
ized. This means that sixteen INIT and two GSR addresses
have to be found experimentally. The good thing is that,
once a particular CLB is characterized, certain fields in the
injection addresses are constant over the entire FPGA device,
and the rest of the fields can be easily obtained from the logic
location file of the DUT as will be described later.

The first step in the methodology is to create the design
under test. A simple design is recommended during the first
time characterizing a CLB of the target FPGA. Once the
FPGA is characterized, any other DUT can be chosen. In our
case, we have chosen an 8-bit register as a design to charac-
terize the FPGA since its output values are directly related to
its inputs and any change can be easily monitored using LED
indicators. The second step is to obtain the logic location file
of the DUT, file that has to be processed to determine specific
fields of the SEM IP injection address. Most of the fields
such as the row, column, and word addresses can be directly
obtained from this file. However, during the first time follow-
ing the methodology, the minor and the bit fields have to be
experimentally determined. At all other times, the values can
be loaded and reused. Finally, after determining the values
for each field, they can be merged and collected in a text file.
This text file can then be used by the SEM IP to perform the
desired fault injection campaign.

For clarification purposes, the steps of the proposed
methodology to emulate the ASIC error model in an
SRAM-based FPGA are detailed in Fig. 4. It can be observed
in this flowchart that the fifth step changes depending on
whether or not it is the first time following the methodology.
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FIGURE 4. Steps of the proposed experimental methodology to generate
the SEM IP injection addresses of the GSR signal and the INIT values from
a logic location file.

This is representing the experimental characterization that
has to be done once for the first time. Then, with the FPGA
characterized, the methodology can be automated by reusing
the previous values.

The steps of the methodology are explained below in detail
following the mentioned 8-bit register example.

1) CREATE THE DUT
Asmentioned before, a CLB of the target FPGA device has to
be first characterized. To do so, an 8-bit register has been cho-
sen as a design under test. This example design will be used
to find the GSR and INIT addresses of the CLBs of a Kintex-
UltraScale KCU105 FPGA. After the characterization of this
device is done, the test register can then be replaced by the
desired DUT and most of the steps explained below can be
automated.

To facilitate the characterization of the CLB, the reset and
the D inputs of the register flip-flops have been mapped to
slide switches. Similarly, each Q output has been connected
to an LED indicator for visual inspection. This will help us to
monitor the status of each individual flip-flop more easily.

2) OBTAIN .LL FILE
Once the DUT is created, the next step is to generate its
logic location file. A logic location file (.ll file) is an ASCII

file provided by Xilinx containing information about all the
nodes in the design from where a readback operation can
be performed. This means that the logic location file can be
taken as a reference to obtain information about the flip-flop
elements. However, the information in this file is not enough
to determine the complete injection address of the GSR signal
and the INIT values associated with each flip-flop. Therefore,
and as mentioned before, some experimental tests have to
be performed to characterize the CLB. The logic location
file of any DUT can be generated together with its bitstream
by activating the logic_location_file option in the bitstream
settings of Xilinx’s Vivado project.

3) EXTRACT DUT FILE LINES
Continuing with the 8-bit register example, the .ll file lines
obtained for this design are presented in Fig. 5. These lines
can be easily extracted by searching the name of the design
under test (i.e. DUT in this case).

FIGURE 5. Logic location file fragment showing the eight lines (one line
per flip-flop) of an 8-bit register named DUT.

It can be observed that each flip-flop in the register has an
associated file line. In each line, the following information
is listed from left to right: bit offset, frame address, frame
offset, super-logic region (SLR) name, SLR number, and
information about the block, latch and net names. Among
these fields, only the frame address and the frame offset are
required to generate the injection addresses of the GSR and
the INIT values for the SEM IP. With the information from
these fields, the SEM IP can be used to emulate both transient
and permanent events in the configuration memory of the
FPGA as will be described later.

4) DETERMINE ROW, COLUMN, AND WORD
As explained in its manual [7], the SEM IP supports both
linear and physical addressing formats. The physical format
is related to the physical location of the bit to flip, while the
linear format is based on an linear organization of the FPGA
frames and does not provide any information about type and
physical location of the frame.

Analyzing the fields of the frame address in the .ll file
(see Table 1 [24]) it can be observed that these files contain

TABLE 1. Fields of the frame address in a logic location file [24].
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physical information and thus, it is easier to directly provide
it to the SEM IP using the physical injection address format.

The SEM IP physical addressing format contains 40 bits
which are distributed on the fields shown in Fig. 6.

FIGURE 6. SEM IP physical injection address. Figure adapted from [7].

Therefore, the information in the .ll file has to be translated
to fill in the row, column, minor, word, and bit fields shown
in Fig. 6. The row, column and minor values are related to the
frame address presented before while the word and bit fields
are related to the frame offset that will be described later.
Taking the frame address in the example presented in Fig. 5,
0 × 00042584 gives RA = 000010, CA = 0001001011, and
MA = 0000100. On the other hand, the word and bit fields
can be calculated using the frame offset in the .ll file and
knowing that a word is made up of 32 bits. With this informa-
tion, the translation from frame offset to physical word and bit
addresses can be done as presented in equations (1) and (2).

WA = floor
(
frameoffset

32

)
(1)

BA = frameoffset mod 32 (2)

In the example case, this gives WA = 58 = 0111010 for
every flip-flop of the 8-bit register and, for example, BA =
0 = 00000 for the Q[0] flip-flop. However, both the minor
and the bit addresses obtained directly from the .ll file are not
valid since they are related to the readback node. Therefore,
the correct values will have to be found experimentally. But,
these values obtained directly from the .ll file can be taken as
a starting point for these experimental tests.

5) CALCULATE OR LOAD MINOR AND BIT VALUES
Asmentioned before, theminor and the bit values for theGSR
and the INIT signals have to be experimentally determined
for every flip-flop inside the CLB. These values are unique
for the target FPGA and once they are known, they can be
reused to test different designs in the same device since they
are constant over the entire FPGA. This fact is also true for
other Xilinx FPGA families such as the 7-series. The values
that will change depending on the physical location of the
DUT are the row, column, and word fields, and they can be
easily calculated from the .ll file as explained in the previous
step.

The GSR signal address can be found by knowing that,
when triggered, it forces the flip-flop to output the initializa-
tion (INIT) value. For example, if we input a constant ‘1’ in
every flip-flop of the register and the initialization value is

a logic ‘0’, then we expect to see the 8 LED indicators con-
nected to the Q outputs of the flip-flops go off when the GSR
signal is triggered. Therefore, an exploratory fault injection
campaign can be performed by taking MA = 0000100 = 4
as a starting point and testing each of the 32 bits inside this
and adjacent minor frames with the SEM IP. The GSR minor
and bit values will be those that turn off the 8 LED indicators
simultaneously when the register input is a constant ‘1’ and
the initialization values are all ‘0’.

In order to find the minor and bit addresses of the INIT
values, the procedure is similar to the one explained for the
GSR signal. In this case, the INIT value is only released (and
observed at the Q output) when the reset (or set) signal is
triggered. Therefore, the main idea is to leave the register in
a permanent reset state and to perform again an exhaustive
fault injection campaign in each of the 32 bits inside MA =
0000100 = 4 and adjacent minor frames with the SEM IP.
In this way, the INIT minor and bit values will be those that
turn on a particular flip-flop when the default INIT value
is ‘0’.

Once theminor and bit values are identified for these 8 flip-
flops, the same process has to be repeated for the remaining
8 flip-flops of the top-half of the CLB controlled by the
GSR2 signal (see Fig. 3). Then, the CLB will be completely
characterized.

For reference purposes, the characterization values
obtained for the Kintex-UltraScale KCU105 device are sum-
marized in Table 2. These values are constant over the entire
FPGA and are valid for any design implement in the FPGA.
This means that the procedure does not have to be repeated
again for other designs. It can be noticed in this table that the
configuration memory bit of the INIT values is located at
the next minor address from the one obtained directly from
the .ll file (i.e.MA = 4+ 1 = 5). That makes sense since the
addresses presented in the .ll file are related to the flip-flop
readback nodes.

TABLE 2. Minor and bit values obtained after the characterization of a
CLB for the Kintex-UltraScale device. These values are constant
throughout the FPGA.

6) MERGE FIELDS
With the row, column, and word obtained from the .ll file and
the minor and bit values obtained empirically, the SEM IP
physical addresses can then be created by merging each field.
The creation of future SEM IP physical addresses for other
designs can now be automated developing a script or a simple
application.

7) WRITE INJECTION ADDRESSES IN TEXT FILE
All the injection addresses for each flip-flop can be collected
in a text file and sent line by line to the SEM IP through its
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Algorithm 1 Pseudocode for Flip-Flop Placement
Input: The name n of the design under test
Output: Aconstraints file containing the commands to place

half of the flip-flops at AQ and half at EQ
1: Fp← (emptyfile)
2: OpenImplementedDesign()
3: all_flipflops← GetCells(n)
4: l ← Length(all_flipflops)
5: h← l/2
6: for i = 1→ l do
7: if i <= h then
8: file_line← SetFlipflop(AQ)
9: Fp←Write(file_line)

10: else
11: file_line← SetFlipflop(EQ)
12: Fp←Write(file_line)
13: end if
14: end for
15: return Fp

monitor interface to inject in every design flip-flop. In this
way, the two possible scenarios in a flip-flop can be emulated
as follows:

• Default value: inject a bit flip using only the GSR
address.

• Opposite value: inject first in the INIT address and then
(without correcting the error) inject another bit flip in the
GSR address.

It should be clarified that, for example, the GSR1 signal is
common to the eight bottom-half flip-flops. Therefore, and
in order to modify the content of one design flip-flop with
each injection, the design under test has to be constrained to
use at most two flip-flops per CLB (one from the bottom-half
and one from the top-half). The creation of the physical
constraints for the flip-flop placement can be done imple-
menting a TCL (tool command language) script. For the sake
of completeness, the pseudocode of this script is detailed in
Algorithm 1.

The script opens an empty file to write the constraint com-
mands to place half of the flip-flops at AQ and the other half
at EQ (see Fig. 3). It receives as input the name of the design
under test to get the flip-flop cells from the implemented
design. Then, a constraint line is written for each flip-flop ele-
ment to place it at AQ or EQ. This file can then be used in the
Vivado project to perform the mentioned placement. It should
be remarked that this fact is not a limitation since there are
abundant flip-flop elements in current FPGA devices but,
in large designs where the use of two flip-flops per CLB may
be a limiting factor, an option is to divide it into submodules
and test each of them separately with the appropriate input
values. After evaluating the reliability of the design, the flip-
flop constraint can be removed and the final ASIC or rad-hard
FPGA design manufactured or implemented as usual. There-
fore, this constraint will not affect the deployment of the

circuit since it is only used in the FPGA platform to assure
the reliability of the design.

The methodology explained in this section is valid to per-
form exhaustive fault injection campaigns, when the expected
campaign runtime is reasonable, or statistical campaigns,
when the design is too large to be completely covered.
Besides, the experimental set-up may be configured to per-
form permanent or transient errors in the flip-flops depending
on the user needs. For the sake of simplicity, this paper
covers a detailed explanation of an experimental set-up to
emulate permanent errors. However, transient errors can also
be introduced with the SEM IP by using a clock management
scheme such as the one presented in [25] to stop the master
clock of the DUT, inject the error, and then resume the clock.
In any case, the proposed methodology is independent of the
campaign and the desired error to test.

As just mentioned, an experimental set-up to emulate per-
manent errors is presented in the next section as a practical
example of the methodology described. This exercise will
illustrate how to perform exhaustive fault injection campaigns
in different example designs to demonstrate the control and
precision achieved with the methodology.

IV. TESTING THE METHODOLOGY
In order to test the methodology, a serial-in serial-
out (SISO) shift register and a 10-taps finite impulse
response (FIR) filter have been implemented in a Kintex-
UltraScale KCU105 FPGA to illustrate different behaviors.

The expected behavior of the shift register in the presence
of errors will be merely based on its structure. This means
that any injected error will always imply a visible error in
the output since the introduced bit flip will be shifted to the
right and eventually outputted by the design (see Fig. 7 (a)).
Conversely, the behavior of the FIR filter in Fig. 7 (b) is more
complex to predict since the injected error may be masked
by subsequent multiply-accumulate operations depending on
the flip-flop affected, the dynamic range of the input, and the
coefficient values of the filter.

FIGURE 7. Structural comparison between the (a) SISO shift register and
the (b) FIR filter.

For illustrative purposes, the reliability of these designs
against permanent errors have been tested by conducting
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FIGURE 8. Output waveforms generated by the FIR filter during the fault injection campaign when the affected flip-flop stores (a) the most significant
bit (MSB) of the first tap, (b) an intermediate bit from the sixth tap, (c) an intermediate bit from the ninth tap, and (d) the MSB of the final tap.

fault injection campaigns with the SEM IP. The flip-flop
injection addresses have been previously obtained following
the proposed methodology. To control the campaign, a C++
script running in a computer transmits the addresses through
the serial port to the IP.

Exhaustive fault injection campaigns1 have been con-
ducted to test both designs. In particular, a single-error fault
injection campaign has been carried out. The procedure is as
follows:

1) The circuit under test is exercised in the absence
of errors with a set of inputs to obtain the golden
model.

2) A logic ‘0’ is created in one of the flip-flops of the
design by using the SEM IP and the injection addresses
obtained from the methodology.

3) The circuit under test is exercised using the same set
of inputs and the current output is compared with the
previously obtained golden (error-free) output.

4) The behavior of the circuit is logged and the previously
injected error is removed.

5) Steps 2 to 4 are repeated creating the opposite error
scenario (a logic ‘1’).

6) A new flip-flop is selected and the process is repeated
from step 2 to 5 until all the flip-flops are tested.

Since there are two scenarios per flip-flop element (logic
‘0’ and logic ‘1’), the experimental results obtained from
the previous procedure have to be processed following the
classification in Table 3.

TABLE 3. Flip-flop classification depending on the behavior observed
during the fault injection campaign.

Based on the procedure and the Table explained before,
the selected designs under test can be exercised. The results

1Exhaustive campaign means that bit flips are injected in all the design
flip-flops testing both the logic ‘0’ and the logic ‘1’ scenarios.

obtained for the shift register and the FIR filter are summa-
rized in Table 4 together with the amount of flip-flops used
by each design.

TABLE 4. Error rate and resource usage for the SISO shift register and the
FIR filter.

It can be observed that the error rate is exactly 100% in the
shift register, meaning that all the flip-flops in the design are
critical and any introduced error leads to an erroneous out-
come. This behavior is expected for designs where the input
values are just stored in flip-flops (and eventually outputted)
because the error cannot be masked by subsequent logic or
arithmetic operations.

On the other hand, the 10-taps FIR filter shows a different
behavior. In these experiments, a sine wave that covers all the
dynamic range is used as input to exercise the filter. It can be
seen that 9 out of 176 flip-flops are not critical according to
the classification shown in Table 3. This implies that some
of the injected errors do not affect any of the input samples.
As mentioned before, this percentage depends on several
parameters such as the flip-flop affected, the dynamic range
of the input used, and the coefficient values of the filter, and it
is not expected to reach 100% because the FIR filter performs
multiply-accumulate operations at each tap that maymask the
injected bit flip.

In order to provide insight about this masking behavior,
a more detailed analysis can be done by studying the output
waveforms generated by the FIR filter after each injection.
Fig. 8 shows some examples of these waveforms. It can be
seen in Fig. 8 (a) that errors in the flip-flops from the first
taps are likely to produce negligible effects in the output
waveform. However, if we inject the error closer to the out-
put tap, the effects are more visible. In Fig. 8(b), the error
is injected in an intermediate bit of the sixth tap. In this
case the shape of the sinewave is still present, but it has
been distorted by a sawtooth artifact. Finally, in Fig. 8(c)
and Fig. 8(d) the error is injected in bits from the final
taps. This creates wrapping artifacts in the sinewave due to
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extreme positive or negative values (see the vertical axes in
figures 8(a) to (d)). This is just an example of a visual anal-
ysis that can be done with the results obtained from the fault
injection campaing. The proposed methodology gives infor-
mation about the flip-flop tested and the type of error intro-
duced (logic ‘0’ and/or logic ‘1’) and, therefore, provides full
control over the fault injection campaign to perform in-depth
studies.

Finally, it should be remarked that these designs have been
tested against permanent errors for illustrative purposes, but
any design can be tested in a similar fashion using themethod-
ology and set-up detailed. Themethodology is independent of
the circuit structure and knowing its hierarchy is not manda-
tory for a ‘‘black-box’’ study but, in large designs, the reliabil-
ity analysis of a particular submodule may be needed. In these
cases, the name of the specificmodule in the hierarchy should
be known since it is required to find and extract from the logic
location file the specific flip-flop addresses associated to that
module under test. Besides, the flip-flop addresses generated
are valid to perform statistical fault injection campaigns (by
selecting a subset of the generated addresses) and could be
used to introduce transient errors of any duration just by
controlling the design clock and using the SEM IP to remove
the injected error at a specific moment. These modifications
do not affect the steps of the methodology since they are
related to the VHDL set-up.

V. CONCLUSION
This paper presents a methodology to extract the config-
uration memory bit addresses associated with the flip-flop
elements of a design implemented in a Xilinx SRAM-
based FPGA. With these injection addresses, the ASIC error
model can be mimicked by emulating transient and per-
manent errors in the FPGA to assess the reliability of the
design. In this manner, ASIC or rad-hard FPGA designs
intended to work in harsh environments can be evaluated
a priori in a short amount of time and in a cost-effective
way.

The proposed methodology is proved in recent FPGA
technologies and has been designed to work together with
Xilinx’s SEM IP Core. However, it can be considered as a
reference procedure for other FPGA vendors and injection
tools. The proposed FPGA-based set-up can be integrated and
merged with other platforms to create a richer fault injection
environment in which both FPGA and ASIC error models can
be tested.
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