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ABSTRACT Electrical impedance tomography (EIT) is a noninvasive functional diagnostic technique that
has been successfully applied to human lung and brain. EIT reconstruction is an ill-conditioned problem:
the regularization parameters establish a trade-off between acceptable data fitting and acceptable solution
stability. This trade-off is necessary to select the optimal regularization parameters for each data frame to
continuously obtain high-quality images in real-time monitoring. However, using the objective regularization
parameter selection method before each image reconstruction may reduce the reconstruction efficiency, and
using heuristic selection for all images may cause significant quality degradation, thereby creating challenges
in long-term clinical EIT monitoring. This study explores a robust EIT target adaptive differential iterative
reconstruction algorithm that does not require the advance selection of the optimal regularization parameter
to facilitate the clinical application of EIT long-term bedside monitoring. Specifically, second-order Taylor
approximation expansion and Euler—Lagrange theorem were used to derive the conductivity differential
iteration relationship. Furthermore, the reconstruction quality and generalization ability of the proposed
algorithm were validated based on comparisons with the L-curve and the generalized cross-validation
parameter selection methods through simulations, phantom experiments, and human lung recruitment data.
Compared with the L-curve and generalized cross-validation methods, the TADI algorithm reduces the
position error by 33.07% and 47.17%, the ringing by 26.49% and 32.69%, and the shape deformation by
18.34% and 19.40% on average, respectively. The results revealed that the TADI algorithm could achieve
a significant improvement over the existing state-of-the-art methods in terms of stability, consistency, and
efficiency.

INDEX TERMS Electrical impedance tomography, generalized cross-validation, human lung recruitment
data, L-curve validation, regularization parameters.

I. INTRODUCTION

Electrical impedance tomography (EIT) is a medical imag-
ing technology that could be applied for a wide range of
applications [1], including the early diagnosis and real-time
monitoring of stroke [2], lung ventilation [3]-[5], breast can-
cer [6], and abdominal hemorrhage [7], among other medical
conditions. In addition, the EIT can be used as a real-time
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monitoring device to realize the most suitable rescue oppor-
tunities for the clinical diagnosis and treatment of patients [8].
To date, the present research group has remained devoted
toward the clinical application of EIT: Fu et al. explored
and evaluated the effects of dynamic EIT on the dehydra-
tion treatment in patients with cerebral infarction [9], and
Yang Bin et al. reported a significant negative correlation
between the variations in brain impedance and intracranial
pressure of patients with cerebral edema [10]. In addition,
Li et al. explored and applied dynamic EIT to conduct
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FIGURE 1. EIT images reconstructed by the damped least-squares
algorithm with different regularization parameters o for the same target.

real-time monitoring of the change in electrical conductivity
caused by cerebral hypoxia injury during total aortic arch
replacement [11], which initially demonstrated the effective-
ness of the dynamic-impedance imaging technology in such
a clinical application.

A serious challenge in the EIT image reconstruction pro-
cess is to surpass the ill-condition of the inverse problem [12].
The ill-conditioned characteristic is an unstable property
that yields a considerable deviation between the observed
and theoretical solutions in case the boundary voltage is
slightly disturbed. Presently, most EIT bedside-monitoring
techniques adopt the single-step damped least-squares (DLS)
algorithm, which is theoretically advantageous for obtaining
a high imaging speed, stable estimated solution, and strong
artifact suppression, among other benefits [13]. It is essential
to select the optimal regularization parameters individually
for each frame of the clinical data to reasonably optimize the
accuracy and robustness of the regularization solution for the
practical utilization of the advantages of the damped least-
squares algorithm [14]. Moreover, in serious cases, consider-
ing an unreasonable regularization parameter for the image
reconstruction process can result in incorrect cognition and
judgment. Fig. 1 shows the impact of using different regu-
larization parameters « on EIT reconstruction. In this sim-
ulation, the data was generated from a single target marked
in red and 0.1% random additive Gaussian white noise was
added. The results demonstrate that when the regularization
parameter is greater than 0.1, the target image can be recon-
structed stably, but when the regularization parameter is equal
to 0.001, the target image cannot be reconstructed correctly.

In particular, the optimization of the regularization parame-
ter is vital for several image reconstruction techniques. How-
ever, current research on the selection of the regularization
parameter presents its own limitations during the practi-
cal application of EIT bedside-monitoring [15]. Moreover,
the regularization parameter selection criteria proposed thus
far can be divided into two categories based on (i) prior
information such as noise error level, and (ii) a-posteriori
parameter selection criterion matching the original data with
the inclusion of qualitative or quantitative information to
the solution [16]. In context, the unbiased predictive risk
estimator (UPRE) is a statistical estimation method based
on the quadratic norm of prediction error, assuming that the
error is independently and identically distributed with the
knowledge of noise variance [17]. The equivalent degrees
of freedom consider the linear dependency between the
observed and theoretical solutions, assuming that the residual
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norm is a Chi-square distribution with known noise vari-
ance and degrees of freedom [18]. In addition, Morozov’s
discrepancy principle is a widely used method for select-
ing the regularization parameter by matching the residual
norm to a noise-level-dependent upper limit [19]. The noise
figure is derived from the ratio of output SNR to input
SNR, thereby selecting the optimal regularization parameter
from the signals of interest and noise levels [20]. Unlike
the abovementioned methods, the L-curve validation (LCV)
and generalized cross-validation (GCV) allow the selection
of the regularization parameter without knowledge of the
noise variance. More precisely, the LCV method considers
the residual norm as the x-axis and the image norm as the
y-axis to select the optimal regularization parameter by locat-
ing the corner point of the curvature. In contrast, the GCV
method, which is derived from the leave-one-out principle,
selects the optimal regularization parameter corresponding to
the minimum error [21].

In practice, the verification of the establishment of a-priori
selection criteria is challenging, which further extends their
application range. Although posterior selection methods such
as the LCV and GCV are reliable, they pose certain disad-
vantages such as a complex calculation process, inferior real-
time performance, and under-regularization [22]. Moreover,
all the abovementioned parameter selection methods pose a
common problem: the selected regularization parameters are
applicable to only the current measured voltage data, which
fails to satisfy the continuous real-time dynamic imaging
requirements of EIT clinical applications [23].

Presently, researchers tend to select the most appropriate
regularization parameters in clinical EIT based on heuristic
experience methods, which largely depends on the level of
subjective experience and cannot be adjusted for various
spatial resolutions and noise measurement performance [24].
This study aimed to explore a robust and dynamic EIT
reconstruction algorithm without involving the prior selec-
tion of the optimal regularization parameter. This algorithm
is novel as it combines the respective advantages of the
differential iteration method and the damped least-squares
method to facilitate the construction of an offline image
reconstruction matrix that is able to retain the main signal
information of the image. Furthermore, an online search
solution can be employed for image reconstruction by adjust-
ing the search step, which can effectively converge to a
reasonable result. Therefore, the TADI algorithm proposed
in our paper can address the EIT long-term bedside moni-
toring problem: objective selection methods are required to
choose the optimal regularization parameter for each data
frame or heuristic selection is required for all images, and
may cause a significant decline in image efficiency and
quality.

The remainder of this manuscript is organized as follows.
The algorithm framework along with the proposed experi-
mental setup is described in Section II, and the results of sim-
ulation, phantom experiment, and human lung recruitment
data are presented in Section III. Thereafter, the advantages
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and disadvantages of the algorithm including the future scope
of this research are stated in Section IV. Finally, the conclu-
sions are marked in Section V.

il. METHOD

A. ALGORITHM FRAMEWORK

1) DYNAMIC EIT

The dynamic EIT (DEIT) technology performs reconstruc-

tion imaging by calculating the normalized boundary voltage

value in a short time interval (#1, #) to inversely estimate the

normalized conductivity change distribution. As a popular

differential imaging method, DEIT can significantly diminish

the influence of modeling errors and instrument noise [25].
With the slight change in the conductivity distribution,

the DEIT forward problem model can be linearized as

Az =SAp +e, @))

where Ap € RV*! and § € RM*N (N and M denote the
number of elements and measurements, respectively) denote
the distribution matrix of normalized conductivity change in
the time interval (¢1, ;) and the approximate linearization
sensitivity matrix, respectively; the matrix e € RM*! rep-
resents the additive noise or error. Az € RM*! denotes the
normalized voltage change matrix defined as

Az = V2 — "'Ref7 )
VRef
where vgs € RY*! and v, € RM*! represent the vectors
containing all the measurement values of the boundary volt-
age at times #1 and f,, respectively.
The DLS algorithm defined the cost function J as

minJ = ||Az — SApl3 +alILAplI3
P
= [Az —SAp) [Az — SApl+aAp LTLAp, (3)

where o and L denote the regularization parameter and the
weighing matrix, respectively. In addition, the consideration
of the partial derivative of the cost function J to Ap equals
zero and yields the minimum value of the cost function
as[26]:

Ap = [STS +aR)™'ST Az
= BAz, “4)

where R = LTL denotes the regularization matrix that can
improve the condition number of the ill-conditioned inverse
problem, including the identity matrix and NOSER prior
matrix [27].

The ill-condition of (4) was further analyzed based on an
alternative form of the DLS algorithm solution obtained via
singular value decomposition (SVD) as

N 2 T
22 UTAz
Abprs =Y s LV, (5)
e PERTE Y

where N is the rank of the sensitivity matrix S, U € R™*"
and V e R™" is the left and right singular matrices for SVD,
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and )L% / (Al-z + aliz) represents the filter factor (A, )Liz, and ozli2
indicate the singular value, signal power, and noise power
of the i component in the SVD subspace, respectively).
Compared to the truncated SVD and LS algorithms, the DLS
algorithm utilizes the regularization parameters to apply a
damping effect on the high-order singular values correspond-
ing to the rapidly varying information in the space, thus
inducing greater stability in the regularization solution [28].

2) ALGORITHM IMPLEMENTATION

In this study, we propose a target adaptive differential iterative
algorithm (TADI). The proposed algorithm updates the distri-
bution of normalized conductivity change via differential iter-
ations to obtain a stable solution. Additionally, second-order
Taylor approximation expansion and Euler—Lagrange theo-
rem were introduced to derive the differential iterative rela-
tionship of conductivity in the small region of the estimated
value, and consequently achieve high-quality and rapid image
reconstruction without adjusting the regularization parame-
ters. More precisely, the estimated value of the normalized
conductivity change distribution can be directly solved if ¢y,
is assumed as the optimal regularization parameter obtained
by the objective selection method.

Ap = [S"S + aopR]'S7 Az (6)

However, the selection of the optimal value op is chal-
lenging. As can be observed from (5), a large regularization
parameter that retains the contribution of the primary low-
order variation information to the estimated parameter such
as ap = 1 can be set to replace oqpt. Therefore, A p can be
expressed as

Ap =[STS+arRI7'ST Az 4 &P
=BrAz+ e = Ap" e, )

where By, = [STS + (xLR]_IST denotes a reconstruction
matrix and 1) represents the reconstruction error caused by
the large regularization parameter «, in the first iteration.

Let f(Ap) = [|Az — SAp|}3, then, f(Ap) at Ap = Ap®
(conductivity updates of k-th iteration) can be expanded using
the second-order Taylor formula to approximate:

L . arap®y
Fapy = rap®)y + LEL D (a5 pph
a(Ap)
P A C-Y 0 FPURS
+5(Ap—Ap )—B(Ap)2 (Ap—Ap™)
+Ru(ADD). (®)

Based on the Euler-Lagrange method to determine the
extreme value of the approximate function f (Ap),

af(Ai)(k+1))
a(Ap)
of (Ap™) U a7 (AR
= —+(A —A —. (9
3(Ap) (Ap ) 3(0p) ©)
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In the iterative reconstruction, the direct utilization of S rs
as the Hessian matrix increases the ill-condition of each
iteration [29]. Consequently, the meaning cannot be extracted
from the reconstruction result owing to the amplification and
accumulation of the measurement errors. Moreover, the inclu-
sion of the regularization term o R to compensate the unre-
liable component of the measurement, corresponding to the
small singular value in §7 S, causes the (S S +ay R) diagonal
to be dominant and the elements to be positive for sufficiently
large values of oy . Furthermore, the positive definite nature
of the matrix is significantly improved the ill-conditioned
matrix inverse problem apart from simplifying the calculation
of high-order derivatives of the Hessian matrix. Thus, Eq. (9)
can be deduced as

, (10
3(Ap)? 3(Ap) (10)

-1
32 A"(k) 9 A"(k)
Ai)(k+1):A;)(k)_( f(Ap™) f (Ap™)
As Az — SAp approaches 0, the disturbance is located in
the linear approximation region and the sensitivity matrix S
need not be recalculated. The iterative formula of the final
solution can be expressed as

AP = Ap® 4 B [Az — SApM), (11)

where Af)(o) = [STS + a R 'ST Az represents the ini-
tial estimated value of the normalized conductivity change
distribution. This iteration can be terminated by setting the
threshold of the change to ”Ap(k“) — Ap® ||2 <4,k
or limiting the maximum number of iterations to kmgx-

In this iterative process, the deviation between the esti-
mated and measured voltage was processed based on the
initial smooth-estimated value of the normalized conductiv-
ity change distribution. To determine the various governing
factors in the reconstruction of the EIT target, the algorithm
retains the contribution of the fundamental low-order vari-
ation information toward the reconstruction parameters to
reduce the condition number in each iteration. Thus, the vari-
ation between the estimated and real values decreased contin-
uously after each iteration, and a target reconstructed image
was obtained with improved quality.

Subsequently, the sensitivity and regularization matrices
were usually determined for a given reconstruction model
template, and accordingly, the iterative reconstruction matrix
B, was determined after setting the large regularization
parameter «7,. The reconstructed image was obtained via the
following steps:

Step 1: Solve the forward model including the disturbance
target to obtain the boundary voltage data v containing the
measurement noise and calculate the normalized voltage
value Az.

Step 2: Determine the corresponding Jacobian matrix J and
regularization matrix LT L based on the given reconstruction
model template, and subsequently, derive the iterative recon-
struction matrix By, based on the initial large regularization
parameters o, without any selection.
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Step 3: Calculate the initial iteration value A f)(o) =BLAz
using the DLS algorithm. The optimization iterative calcu-
lation was performed along with (11) to obtain a target that
more closely represents the real disturbance target.

Step 4: Terminate the iteration upon satisfying the con-
dition and obtain the EIT normalized conductivity change
distribution image.

3) REGULARIZATION PARAMETER SELECTION

According to the regularization principle, the selection of the
optimal regularization parameters can optimize the pertur-
bation and errors in the regularization solution [30]. Prior
research reported that LCV, GCV, and UPRE achieve compa-
rable results for the simulation data [31]. As UPRE requires
prior information regarding noise, LCV and GCV were
selected as the comparison methods in this study.

Among these methods, the LCV method is the most com-
monly used method for objective selection of a regularization
parameter in ill-conditioned inverse problems [32]. In addi-
tion, a regularization parameter curve can be fitted, consid-
ering the logarithms of the residual norm and image norm as
the x- and y-axis, respectively. As the shape of the coordinate
drawn with (Ig | SAp, — Az, 1g | Ap, |) depicts the letter
“L”, itis called the L-curve method. In particular, the primary
function of the LCV method is locating the maximum value
of the curvature and selecting it as the optimal regularization
parameter [33]. This method demonstrates the characteris-
tics of displaying an evident variation in the function image
and improved applicability. In certain cases, an inaccurate
inflection point was obtained by the curve, which caused
failure in obtaining the corresponding optimal regularization
parameters.

The GCV method considers that if any element in the mea-
sured value was discarded, the corresponding regularization
solution should be able to accurately predict the discarded
value. The GCV function is expressed as

_ Isae, — o2
(trace( — SBO,))Z’

G(\) (12)

where B, = (STS + ozR)_1 ST and the trace() function cal-
culates the sum of the main diagonal elements of the matrix in
the brackets. The minimum error corresponds to the optimal
regularization parameter under this criterion. However, the
regularization parameters obtained by this method yielded an
under-regularized solution, which prominently increased the
image noise.

As stated earlier, the proposed differential iterative algo-
rithm does not require prior information regarding noise.
First, the estimated value Apgyp; of the normalized con-
ductivity change distribution was obtained using the TADI
algorithm, which can be evaluated using a single-step
DLS algorithm with the optimal regularization parameter
expressed as

Appapr = (STS +aR)'ST Az. (13)
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Moreover, all the parameters in (16) are known, except the
regularization parameter «. The corresponding regularization
parameters can be obtained by minimizing the vector space
distance on both sides of the equation with Euclidean norm

& = arg min H(STS +aR)IST Az — Appupy H2 (14)
o

Combined with (11), the function for selecting the opti-
mal regularization parameter of differential iterations can be
defined as

TADI(a) = ||A + aRApyapy |, - (15)

where A = ST(SAPgup; — Az) represents a deterministic
matrix, the optimal regularization parameters were obtained
by minimizing (15).

B. EXPERIMENTAL FRAMEWORK
1) PERFORMANCE METRICS
In this study, a set of criteria was designed to characterize
the performance of the proposed algorithm. These criteria
included the GREIT consensus evaluation methodology pro-
posed by Adler et al., which is a broadly accepted methodol-
ogy in this field [34]. In addition, a quarter of the maximum
conductivity change occurring in the reconstructed image was
considered as the reference amplitude, and the element ampli-
tude larger than the reference amplitude was considered as the
region of perturbation (ROP). Moreover, the figures of merit
included the position error (PE), resolution (RES), shape
deformation (SD), and ringing (RNG) as the criteria. To com-
pare the performance metric of each method, the ROP was
normalized to the region of interest (ROI) in the calculation.
(1) The PE indicated the position deviation of the recon-
structed target obtained by evaluating the distance between
the centers of reconstruction and the simulation targets as

PE = drgar — drop, (16)

where drgar and drop denote the distance of the medium
center from the simulation target gravity center and the recon-
struction target gravity center, respectively. Furthermore, PE
should be as close to zero as possible and uniform for targets
at various radial positions.

(i1) The RES signified the shape of the target conductiv-
ity distribution obtained by determining the percentage of
the disturbance reconstruction target area Agrpp in the entire
reconstruction medium area A. In particular, the RES ought
to be small and uniform for a more accurate reconstruction.

A
RES =,/ ‘ZOP (17)

(iii) The SD measured the fraction of the reconstructed target
not fitting within the equal area. The small and uniform SD
value indicated that the reconstructed image rarely displayed
irregular-shaped artifacts surrounding the target area.

~ Agopr’

SD

(13)
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where Ac represents the total area within the ROP, and not
within the simulation target area.

(iv) The RNG represented the over-extending degree of the
opposite sign around the reconstructed target area. Moreover,
a small and uniform RNG value indicates the small size of
the artifacts around the reconstructed target and can cause
incorrect interpretation.

Ao

RNG = ,
Agrop

19)

where Ao represents the total area outside the ROP, when
the direction of the reconstructed normalized conductivity
change was opposite to that of the simulation target.

2) SIMULATION EXPERIMENTS

In the experiment to determine the regularization parameter
selection, the radius of each model was set to 10 cm. The
circular disturbance target with a radius of 1 cm and con-
ductivity of 1.5 S/m was placed at the radial distances of
0 cm, 2.5 cm, 5 cm, and 7.5 cm from the center toward the
boundary. Referred to the noise range of simulation setting
in the literature [35], [36], the additive Gaussian white noise
that increased gradually from 0.1% to 0.8% was included in
the boundary voltage data in this experiment. The statistical
significance for the experimental process of regularization
parameters selection was ensured by randomly simulating
each noise for 50 instances, and the results were compared
in the form of mean = standard deviation.

In the image simulation experiment, the proposed algo-
rithm was compared to the reconstructed image obtained
using the one-step DLS algorithm. The regularization param-
eter was selected using the LCV and GCV methods to verify
the effectiveness and robustness of the proposed reconstruc-
tion algorithm. Unless specified, the parameter of the TADI
algorithm was setto § = 0.1, ¢ = 1l and R = diag(STS),
a total of 1024 elements were obtained using the finite ele-
ment model for inverse model. There were 16 electrodes with
adjacent current stimulation (amplitude: 1 mA, frequency:
50 kHz) and adjacent voltage measurement pattern on the
surface.

The single disturbance target simulation experiment was
conducted to study the influence of the alternating target
and electrode positions, including the target size variation
for the images reconstructed using the three methods. The
conductivity of background was uniform with the amplitude
1 S/m. The conductivity of the positive disturbance target
was 1.5 S/m. In simulation 1, we used a single positive
disturbance target with the conductivity of 1.5 S/m and the
radius of 1 cm at (—0.43, —0.97), (—1.43, 1.60), (3.06,
0.98), (—3.72, —5.24). In simulation 2, we used a single
positive disturbance target located at (0, —5) with the dif-
ferent radii of 1.00 cm, 1.33 cm, 1.67 cm, and 2.00 cm.
Then we placed a positive disturbance target with the radius
of 1 cm at (—3, —5.5), and a negative disturbance tar-
get with the radius of 1 cm at (0, —6.5) to compare the
reconstruction images of various conductivity and electrode
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FIGURE 2. Phantom experiment platform. (a) EIT experiment platform in
our laboratory, including the software system, hardware system, and
phantom model. (b) Cylindrical phantom tank (diameter: 17 cm) filled
with saturated calcium sulfate solution; electrodes were 3 cm in height
and 1 cm in diameter. Cylindrical blocks of agarose were placed as
disturbance targets whose conductivity was measured using a
four-electrode measurement box.

configurations. And the robustness of the proposed algo-
rithm for complex models was further verified by setting up
human lung (length: 30 cm, width: 20 cm) experiment. In all
image results, the red and blue in the color bar represent
the increase and decrease of normalized conductivity change,
respectively [23].

In all the image simulation experiments, 0.1% random
Gaussian white noise was added to the boundary voltage data,
and the final image reconstruction results were obtained by
calculating the average value for 20 instances. All simulation
evaluation periods were determined on a computer with a
CPU operating at 3.20 GHz with 64 GB RAM.

3) PHANTOM EXPERIMENT

Based on the simulation experiments, a phantom experiment
was set up to verify the robustness and effectiveness of the
TADI algorithm. The EIT experiment platform constructed
in our research laboratory is presented in Fig. 2. The original
boundary voltage data were collected using a FMMU-EITS,
which uses the polar current injection and adjacent voltage
measurement pattern with 16 equidistant electrodes. In addi-
tion, the stimulation current was set with an amplitude of
1 mA and a frequency of 50 kHz.

The saturated calcium sulfate solution with a conductivity
of 0.24 S/m was injected into a cylindrical tank at room
temperature. The self-produced cylindrical agarose blocks
of 4 cm height were used to represent the corresponding pos-
itive and negative disturbance targets. Moreover, the image
reconstruction quality obtained from these three methods was
compared to the volume or normalized conductivity change,
and the results were quantified based on the resolution
metric.
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4) HUMAN LUNG RECRUITMENT DATA

The EIT technology can provide real-time bedside guidance
for operating the mechanical ventilation by extracting the
regional indicators of potential lung injury [37], [38]. We used
the real EIT clinical data acquired from a patient on Pri-
mary ARDS triggered by parainfluenza pneumonia under-
going progressive lung recruitment and performed positive
end-expiratory pressure (PEEP) titration to further verify the
effectiveness and robustness of the TADI algorithm in clinical
monitoring [39], [40].

Ill. RESULTS

A. REGULATION PARAMETER SELECTION

The results of the three objective regularization parameter
selection methods applied to various locations of disturbance
targets are presented in Fig. 3. The regularization parameters
increased with the noise level, which was consistent with
the definition of the regularization parameters. For the same
regularization matrix, the filtering ability of the filter factor
was stronger for the high-order signal variation and the influ-
ence of the error on image reconstruction diminished more
effectively under a larger regularization parameter. When the
disturbance target was placed at the center of the circular
region, the selection results of the TADI and LCV meth-
ods improved slightly, and the fluctuation range remained
small, regardless of the constant increase in the noise level.
Although the selection results of the GCV method remained
within a reasonable range, these results fluctuated broadly
and did not exhibit sufficient stability in the simulation pro-
cess.

Moreover, the sensitivity of the conductivity increased
as the disturbance target approached the boundary, and the
three selection methods delivered relatively similar perfor-
mances. Similar to the GCV method, the TADI method uti-
lized the residual norm fitting to select the parameters, but it
still maintained high robustness in all the above-mentioned
cases.

B. IMAGE RECONSTRUCTION

Fig. 4 and 5 depict the results of single disturbance tar-
get reconstruction based on three reconstruction methods
Fig. 4(a) indicates that in comparison with alternative meth-
ods, the size and shape of the disturbance targets recon-
structed by the TADI algorithm were closer to the model
with lesser number of reconstruction artifacts and relatively
higher quality images were obtained. The reconstruction per-
formance of the three methods is presented in Fig. 4(b).
Compared with the LCV and GCV methods, the TADI algo-
rithm reduced the PE by 36.92% and 45.25%, the RNG by
15.73% and 28.59%, and the SD by 10.95% and 21.73% on
average, respectively. Thus, the results of the TADI algorithm
were considerably superior than the two alternative meth-
ods when the disturbance target was placed at the center.
Furthermore, as the disturbance target moved closer to the
boundary, the gap between the image RES reconstructed by
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FIGURE 3. Regularization parameter selection results. (a) Simulation models of regularization parameter selection experiments.
(b) Regularization parameter selection results from three methods for the disturbance target location presented in Fig. 3(a).
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FIGURE 4. Single-disturbance target reconstruction simulation experiment results. (a) Positive disturbance targets at various positions were

reconstructed based on three reconstruction methods. (b) Performance figures of merit obtained from the reconstructed image in Fig. 4(a), including PE,
RES, RNG, and SD. The temporal response of the TADI, LCV, and GCV methods required 34.77 + 1.66 ms, 1415.04 + 17.34 ms, and 1,370.37 + 17.52 ms for
each image reconstruction, respectively.

each method becomes narrow. Regardless, the TADI algo-
rithm outperformed the two alternative methods in most

cases.

As can be observed from Fig. 5(a), the TADI algorithm
could more clearly reconstruct the smaller disturbance tar-
gets. Moreover, the number of artifacts around the distur-
bance target image reconstructed using the TADI algorithm
reduced significantly as the radius of the disturbance tar-
get increased. The reconstruction performance of the three
methods is presented in Fig. 5(b). Compared with the LCV
and GCV methods, the TADI algorithm reduced the PE by
29.81% and 48.55%, the RNG by 35.56% and 36.71%, and
the SD by 24.02% and 17.17%, on average, respectively.
As observed, the performance of the TADI algorithm was

VOLUME 9, 2021

superior to that of the two alternative methods, which was
consistent with the reconstructed images in Fig. 5(a).

Fig. 6 and 7 illustrate that the TADI algorithm can recon-
struct a more stable and accurate image in the double
disturbance target reconstruction simulation experiment, irre-
spective of any variations in the current stimulation pattern or
the disturbance target conductivity. Compared with the single
disturbance target, the RES metric calculation of the double
disturbance targets is the same, and is obtained by determin-
ing the percentage of the disturbance reconstruction target
area, Agop, in the entire reconstruction medium area A. How-
ever, due to the bidirectional disturbance, the target consists
of one positive conductivity and one negativity conductivity
disturbance target, the disturbance reconstruction target area
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FIGURE 6. Simulation results of reconstructing double disturbance
targets with four stimulation patterns. (1) 8 electrodes with adjacent
current stimulation; (2) 16 electrodes with adjacent current stimulation;
(3) 16 electrodes with polar current stimulation; (4) 32 electrodes with
adjacent current stimulation; (5) 32 electrodes with polar current
stimulation. All models use adjacent voltage measurement pattern. The
conductivity of bidirectional disturbance targets were 1.5 S/m and

0.5 S/m, and the radius of each target was 1 cm.

Agop was calculated by the conductivity amplitude absolute
value.

In Fig. 8(1) and (2) represent the double lungs recon-
struction and (3) the single lung reconstruction. As can be
observed from the results, the TADI algorithm could more
accurately reconstruct the position, size, and shape of the
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FIGURE 7. Simulation results of reconstructing double disturbance
targets with various conductivities. The conductivity and radius of each
positive target was 1.5 S/m and 1 cm, whereas those of each negative
target was (1) 0.2 S/m and 1 cm; (2) 0.4 S/m and 1 cm; (3) 0.6 S/m and
1 cm; (4) 0.8 S/m and 1 cm. All models use 16 electrodes with adjacent
current stimulation and adjacent voltage measurement pattern. The
temporal response of the TADI, LCV, and GCV methods required 34.17 +
0.72 ms, 1,390.67 + 19.13 ms, and 1,378.32 + 19.74 ms for each image
reconstruction, respectively.

target. In contrast, the images reconstructed using the LCV
and GCV methods contained large artifacts and deformed
targets.

In summary, compared with the LCV and GCV methods,
the TADI algorithm reduced the PE by 33.07% and 47.17%,
the RNG by 26.49% and 32.69%, and the SD by 18.34%
and 19.40% in simulation experiments on average, respec-
tively. The results revealed that the TADI algorithm was more
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FIGURE 8. Simulation results of human lung reconstruction. The
conductivity of the background (white) was 0.2 S/m and that of lung
(blue) was (1) 0.18 S/m; (2) 0.16 S/m; (3) 0.14 S/m. All models used
16 electrodes with adjacent current stimulation and adjacent voltage
measurement pattern. The temporal response of the TADI, LCV, and GCV
methods required 16.13 + 0.17 ms, 1312.82 + 18.91 ms, and 1270.32 +
19.43 ms for each image reconstruction, respectively.

TABLE 1. Various cylindrical blocks of agarose in phantom experiment.

Group 1 2 3 4
. Volume (ml) 12.56 12.56 12.56 12.56
Positive Conductivity
Target (S/m) 0.36 0.36 0.36 0.36
. Volume (ml) 12.56 12.56 12.56 12.56
Negative Conductivity
Target (S/m) 0.16 0.12 0.08 0.04
Group 1 Group 2 Group 3 Group 4
| I I |+
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FIGURE 9. Results of phantom experiment: blocks of agarose disturbance
targets were reconstructed based on three methods as listed in Table 1.
All models used 16 electrodes with polar current stimulation and adjacent
voltage measurement pattern. The temporal response of the TADI, LCV,
and GCV methods required 14.96 + 0.61 ms, 1420.58 + 18.70 ms, and
1396.77 + 19.41 ms for each image reconstruction, respectively.

effective and robust than the two alternative methods in the
simulation experiments.

C. PHANTOM EXPERIMENT
The specific conditions of disturbance targets in the phantom
experiment are listed in Table 1. In each group, a frame of sta-
ble data was selected for the three methods of reconstruction
imaging.

Fig. 9 depicts the reconstruction results of the double
blocks of agarose disturbance targets in the tank, based on
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FIGURE 10. Resolution histogram of the phantom experiment reflecting
the reconstruction quality of the three reconstruction methods shown
in Fig. 9.

the three reconstruction methods. As the conductivity of the
negative disturbance target gradually decreased, the TADI
algorithm maintained robustness and resolution and could
clearly distinguish the two disturbance targets in all the cases.
However, the quality of the image reconstructed by the LCV
method was poor when the conductivities of the disturbance
target and background was similar (group 1). As the conduc-
tivity of the disturbance target varied significantly, the images
reconstructed by the GCV method contained large artifacts
and deformed targets (group 4). The analysis of the recon-
structed image RES metric is presented in Fig. 10, which
was consistent with the results depicted in Fig. 9. Thus,
the effectiveness and robustness of the proposed algorithm
were verified for the phantom experiment.

D. HUMAN LUNG RECRUITMENT DATA

Fig. 11 depicts a typical series of tidal breath EIT differential
reconstructed images of a patient with ARDS during a lung
recruitment maneuver followed by PEEP titration. The bot-
tom colormap applies to all images and represents normalized
impedance increases (blue) and decreases (red) relative to an
average peak-expiratory reference image.

The EIT image of a typical tidal breath in the lung recon-
structed using the three methods is presented in Fig. 11(a),
wherein the image of the peak expiratory value is marked with
the red rectangle, corresponding to the condition of low lung
gas and low impedance value. In addition, the purple rect-
angle indicates the image of peak inspirations in this breath,
wherein the blue lung-shaped area indicates the increased
impedance caused by the presence of more volume of air in
the lungs.

Fig. 11(a) clearly portrays that the shape reconstructed
by the TADI algorithm was more uniform with less amount
of unexplained deformation in all the cases, compared with
those obtained by the two alternative methods. Moreover,
the intra-tidal difference image obtained by subtracting the
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FIGURE 11. EIT differential reconstructed images of typical tidal breath in patients with acute respiratory
distress syndrome. Images represent the transverse view in radiology convention (the top of the image
represents the ventral side of human body, whereas the left-hand side denotes the right-hand side of the
human body). (a) EIT temporary series images of tidal breath reconstructed based on three reconstruction
methods. The impedance value of lung increases with air entering the lungs. Red and purple rectangular
boxes represent peak expiratory and inspiratory images, respectively. (b) Intra-tidal difference images
obtained by subtracting the peak expiratory image from the peak inspiratory image, i.e., the correlation value
of regional lung ventilation volume; the area with 50% of maximum impedance is outlined in black. The
color map at the bottom applies to all images. The temporal response of the TADI, LCV, and GCV methods
required 18.12 ms, 1321.86 ms, and 1290.25 ms on average for each image reconstruction.

peak expiratory image from the peak inspiratory image
in Fig. 11(b) indicated that the image reconstructed by the
TADI algorithm was consistent with the shape of the lung,
and the reconstructed signals were relatively concentrated
and distributed on both the sides of the lung lobe. In contrast,
the images reconstructed using the LCV and GCV methods
produced varying degrees of deformation, including a larger
number of reconstructed artifacts and divergent signals.

IV. DISCUSSION

In the development of EIT, several researchers have focused
on increasing image reconstruction quality by selecting the
optimal regularization parameters. However, the require-
ments for applications in clinical and experimental practice
cannot be satisfied either by the heuristic experience method
with strong subjectivity and poor consistency between vari-
ous experiments and users, or the objective selection method
with poor real-time monitoring efficiency and reliance on
noise prior to information. Thus, this paper proposes the
TADI algorithm based on dynamic linear approximation to
increase the speed of image reconstruction and image qual-
ity. For the clinical application of EIT bedside monitoring,
the proposed algorithm can realize real-time and continuous
acquisition of high-quality reconstructed images by reducing
the cost of complex manual operations such as the regular-

142008

ization parameter adjustment. Moreover, the reconstruction
quality and generalization ability of the proposed algorithm
was validated through comparisons with certain state-of-
the-art methods under simulation, phantom experiment, and
human lung recruitment data results.

A. ALGORITHM IMPLEMENTATION

In Section II, the mathematical derivation process demon-
strated that the TADI algorithm proposed in this paper could
reconstruct an improved target shape and smaller artifact
interference. This was achieved as follows: (1) the use of a
large regularization parameter correction regularization item
to initiate the appropriate iteration smoothens the reconstruc-
tion target image and creates less number artifacts; (2) the
algorithm converges globally with improved stability, and the
iteration converges to the minimum point at all instances. Fur-
thermore, the ill-condition in the image reconstruction pro-
cess was effectively surpassed by retaining the contribution of
the main low-order change information; (3) the algorithm was
developed based on a robust principle to achieve an efficient
calculation process, i.e., it is not necessary to select the opti-
mal regularization parameters in advance from the complex
objective regularization parameter selection method, includ-
ing the manual revision of the iterative step size and direction
in the calculation process.
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B. PERFORMANCE OF TADI ALGORITHM

Based on literature review and prior experiments, we deter-
mined that the DLS algorithm is evidently advantageous
in EIT image reconstruction (e.g., accurate positioning, fast
imaging speed, and fewer artifacts), compared to the alterna-
tive methods. In the DLS algorithm, the Jacobian matrix was
evaluated offline, and the reconstruction matrix was formed
using the regularization parameters and matrix to ensure the
real-time performance of the imaging. Nonetheless, a major-
ity of the objective regularization parameter selection meth-
ods require the calculation of multiple conductivity change
distribution images within a given range, and subsequently,
the value of the most suitable imaging within the range is
required to be determined as the optimal objective regular-
ization parameter based on certain guidelines. The temporal
response of the TADI algorithm totally satisfies the dynamic
EIT clinical real-time requirements compared with the LCV
and GCV methods.

In clinical EIT imaging monitoring, various conditions
such as the measured boundary shape, electrode pattern, and
additive noise may significantly influence the reconstruction
quality. Therefore, in response to common conditions in the
clinical EIT, we set up corresponding simulation, phantom
experiment, and human lung recruitment data to verify the
effectiveness and robustness of the algorithm in this study.
Fig. 4-8 show that the proposed algorithm delivered superior
imaging quality under various conditions. The reconstructed
targets were more uniform and consistent, similar to the shape
and size of the ground truth, and they exhibited improved
distinguishability and recognition effects for multiple distur-
bance targets present in the region of interest. Furthermore,
lesser number of artifacts were generated by the TADI algo-
rithm in comparison to the two alternative methods.

C. LIMITATIONS OF STUDY

Although the proposed TADI algorithm offers significant
advantages such as real-time performance and improved
reconstruction quality, it was executed by setting the resid-
ual norm as the cost function and including the regulariza-
tion term constraint to determine the minimum value, which
applies a smoothing effect to the target boundary shape.
In this study, the other weighted constraint term such as the
L1 norm was not introduced in the algorithm. Compared with
the L2 norm, the L1 norm reduced the deformation error and
preserved the boundary. Therefore, the introduction of the
additional norm to improve the reconstruction quality of the
TADI algorithm requires further scientific research if the tar-
get is the lung, heart, or other anatomical structures depicting
a more realistic distribution of electrical conductivity with
sudden variations.

It should be noted that although the TADI algorithm has
been used in simulation experiment to reconstruct EIT images
under the 8-electrode, 16-electrode and 32-electrode con-
figurations, more phantom and human data reconstruction
experiments under different electrode distributions are still
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needed to verify the advantages of our algorithm. And a
future research is to use the TADI algorithm for EIT image
reconstruction under three-dimensional multilayer electrodes
and open-electrodes configuration to prove the robustness
and reliability of our algorithm.

Another limitation of this study is that it could not compare
our reconstruction images with the ground truth of the chest
to elaborate the EIT results in terms of size and shape. For
EIT reconstruction of patients with different body shapes and
different electrode distributions, it is effective to use the prior
information provided by real images to improve the image
quality. In the future, we will use our latest high-speed lung
EIT system to compare real-time clinical EIT reconstruc-
tion images with CT and MRI images to improve the TADI
algorithm.

V. CONCLUSION

In this study, we propose a novel algorithm for real-time
bedside monitoring in practical imaging applications of clin-
ical EIT. This algorithm uses dynamic linear approximation
to improve imaging quality and reconstruction effective-
ness without adjusting the regularization parameters, Further-
more, it can select the corresponding objective regularization
parameters of the reconstructed images via norm fitting. The
results of the simulation, phantom experiment, and human
lung recruitment data established that the proposed algorithm
yielded more stable results in the selection of regulariza-
tion parameters than the conventional objective parameter
selection method. Moreover, in terms of various complex
conditions in the reconstruction of EIT targets, this algorithm
achieved superior imaging quality under rapid reconstruction.
In the future, this technology can be applied to more practical
clinical problems, including embedding EIT imaging systems
to explore more suitable regularization matrices for specific
organs and tissues.
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