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ABSTRACT The oscillation model has been proposed as a theoretical framework for describing user
dynamics in online social networks. This model can represent the user dynamics generated by a particular
network structure and allow its causal relationships to be explicitly described. In this paper, by applying
perturbation theory to the fundamental equation of the oscillation model, we confirm that we can explicitly
trace, at least in principle, the changes in user dynamics associated with changes in the network structure.
Specifically, we formulate perturbative expansions up to infinite order, by drawing on inferences from
regularities found in perturbative expansions; the accuracy of perturbative expansions of finite order is
evaluated by numerical experiments.

INDEX TERMS Online social network, perturbation theory, hypergeometric series.

I. INTRODUCTION
In recent years, social media, such as Facebook and Twitter,
are used daily for information gathering and communication.
While the widespread use of these services has contributed
to improvements in the users’ convenience, explosive user
dynamics such as online flaming phenomena have become
a frequent occurrence, and the negative impact on society
cannot be ignored. Online user dynamics is activity or behav-
iors of online social network (OSN) users. For example,
it includes posting on social media and reactions to it such
as ‘‘likes’’ and ‘‘retweets.’’ Online flaming phenomena is
concentration of criticism on specific people or companies,
and it tends to activate the intensity of online user dynamics
extremely. Typical examples are the cases that celebrities are
criticized for their inappropriate comments on social media.
Therefore, understanding online user dynamics has become
an important engineering issue. Unfortunately, actual user
dynamics are considered too complicated to fully understand.

There are two approaches to understand online user
dynamics: data-driven and model-driven. The data-driven
approach uses actual captured data to understand the specific
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case of the user dynamics observed. This paper focuses on
the model-driven approach to identify the characteristics uni-
versal to various user dynamics. Our discussion is based on
the framework of the oscillation model, which is a theoretical
model for describing user dynamics in OSNs [1]. This model
describes user dynamics by using the wave equation on the
network; it assumes that inter-user influence propagates at a
finite speed in the network. The features of the oscillation
model are briefly summarized in Appendix.

The wave equation is an equation that describes a phe-
nomenon in which something propagates in a medium at a
finite speed. In this case, it describes a situation in which
a user’s influence propagates to other users via OSNs. The
oscillation energy obtained from the solution of the wave
equation represents the intensity of the network activity.
Decomposing the overall energy into the oscillation energy
of each node gives the generalized concept of node central-
ity, with the conventional node centrality (degree centrality
and betweenness centrality) [2], [3] as a special case, which
is well known in network analysis studies [4]. Moreover,
by investigating the phenomenon of diverging oscillation
energy, we can model explosive user dynamics such as online
flaming phenomena and elucidate the conditions for their
occurrence [1], [5]. Of particular interest, we can describe the
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causal relationships of the effects of specific network struc-
tures on user dynamics. If we tackle not only solutions to the
equations describing user dynamics but also the causal rela-
tionships, we can obtain a fundamental equation that satisfies
the both requirements for the solution of the wave equation
and for an explicit description of the causal relationships.
Interestingly, the resulting fundamental equation has a struc-
ture similar to the framework of relativistic quantummechan-
ics. This paper uses this formal association with relativistic
quantummechanics to investigate the influence of a particular
network structure on user dynamics based on the perturbation
theory used in quantum theory. Specifically, based on the
perturbative expansion method [6] for analyzing the solution
of the fundamental equation of an oscillation model, we con-
sider how to evaluate the influence of the network structure on
the eigenvalues by giving a perturbative expansion up to infi-
nite order to a simple network model. Numerical experiments
verify the accuracy of our perturbative expansions of finite
degree. The main contributions of this paper are developing
perturbative expansions up to infinite order and high accuracy
estimation of eigenfrequencies using perturbative expansion
up to finite order. The perturbative expansion is one of the
realization methods for describing the causal relationship
between network structures and user dynamics. There are
many research on user dynamics on networks, but focusing
the causal relationship is novel viewpoint peculiar in our
research. Figure 1 shows overview of this paper, especially,
relations of models and equations.

This paper is organized as follows. In Section 2, we intro-
duce related works and describe the position of this research.
Section 3 provides preliminary knowledge of the fundamental
equation to describe the user dynamics of OSNs. In Section 4,
we apply perturbation theory to the fundamental equation
of user dynamics and explain the perturbative calculation of
the fundamental equation to treat the effects of some graph
structures in terms of perturbation. In Section 5, we explain
our specific perturbative calculation method using a sim-
ple network model and show the results of calculating the
perturbative expansion to infinite order and the method of
higher-order correction. In Section 6, we propose a method
to calculate the Laplacian matrix’s eigenvalues from the per-
turbative expansion and confirm its accuracy by numerical
experiments. In Section 7, we conclude our research.

II. RELATED WORK
In recent years, various phenomena occurring on OSNs have
been modeled and assessed. Reference [7] proposed an infec-
tion model, the SIS model, on scale-free networks to investi-
gate the spread of computer viruses. Subsequently, the SIR
model on networks was proposed [8]. These models were
extended with the proposal of a model that deals with the
diffusion of rumors [9] and a model that deals with the users’
adoption and abandonment of SNS [10].

Consensus problems including opinion formation of users
in networks has been modeled [11], [12].

Of significant interest, the echo chamber phenomenon,
in which opinions are radicalized by repeated communica-
tion within a highly homogeneous community has recently
been recognized as a problem on OSNs. For example, ref-
erence [13] models the process of echo chamber generation.
Reference [14] clarifies the effect of the existence of echo
chambers on information diffusion.

Various other network dynamics have also been modeled.
Examples include: modeling the diffusion process of inno-
vations [15], modeling the decision of different software
applications [16].

Some studies have used real data to elucidate the unique
characteristics of dynamics on OSNs. These studies include
information diffusion on social media [17], [18], a mecha-
nism of how rumors spread quickly in OSNs [19], the role
of weak ties in the propagation of new information [20], and
the relationship between information diffusion on Twitter and
the burstiness of network link generation and deletion [21].
Experiments in reference [22] confirmed the characteristics
of user behavior diffusion on networks with different struc-
tures.

One of the interests in such works on dynamics in networks
is clarifying the relationship between network structure and
the dynamics exhibited. For example, a study on the diffusion
of user behavior [22] revealed that a network containing a
cluster structure diffuses to more people and faster than a
network with a random link structure. These models are char-
acterized by the fact that they deal with first-order differential
equations of time.

The oscillation model described in the introduction is
based on the wave equation in the network, which is a
second-order differential equation of time. It assumes that
the effects between users propagate over the OSN at finite
speed. In the oscillation model, the conditions under which
the intensity of the user dynamics diverges can be clarified
by the eigenvalues of the Laplacian matrix representing the
network structure.

In this paper, based on the framework of the oscillation
model, we discuss how to explicitly investigate how the user
dynamics will react to changes in the network structure.

III. PRELIMINARY
In this section, we outline the framework of the oscillation
model for online user dynamics and the basics of the funda-
mental equation.

A. SYMMETRIZABLE GRAPHS AND DECOMPOSITION OF
DIRECTED GRAPHS
The structure of an OSN is represented by a directed graph
in which users are nodes and relationships between users are
directed links. The directed graph is defined by node set V =
{1, 2, . . . , n} and link set E ; it is denoted by G(V ,E). Each
directed link ((i → j) ∈ E) has link weight wij > 0. The
(weighted) adjacency matrix A = [Aij]1≤i,j≤n of directed
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FIGURE 1. Relations of models and equations.

FIGURE 2. Decomposing a directed graph.

graph G is defined as follows.

Aij :=

{
wij ((i→ j) ∈ E),
0 ((i→ j) /∈ E).

(1)

Next, we define the outgoing degree di of node i as di :=∑
j∈∂i wij by summing the link weights wij (j ∈ ∂i) (where

∂i represents the set of adjacent nodes of node i). The matrix
in which the outgoing degrees of each node are arranged in
diagonal components is called the outgoing degreematrix and
is defined as D := diag(d0, d1, . . . , dn−1). The Laplacian
matrix is defined as L := D −A with the outgoing degree
matrixD and the adjacency matrixA.
While the Laplacian matrix of the undirected graph is a

symmetric matrix, the Laplacian matrix of the directed graph
is an asymmetric matrix. Therefore, the eigenvalues of the
Laplacian matrix of an undirected graph are always real and
non-negative due to the nature of the Laplacianmatrix. On the
other hand, the eigenvalues of the Laplacian matrix of a
directed graph are not always real numbers, but the real parts
of the eigenvalues are known to be non-negative [23].

The symmetrizable graph is a directed graph in which the
Laplacian matrix representing the network structure can be
transformed into a symmetric matrix by similarity transfor-
mation using a diagonal matrix with positive diagonal com-
ponents. The characteristic of a symmetrizable graph is that
the product of the link weights in the rightward and leftward
paths of any closed path of the graph is equal.

Any directed graph can be decomposed into a symmetriz-
able graph and a one-way link graph having at most only
one-directional link between each node [1]. However, it is
known that the decomposition is, in general, not unique.
An example of Laplacian matrix decomposition is shown
in Figure 2.

Let the original Laplacian matrix be L, the symmetrizable
Laplacian matrix after decomposition be L0, and the Lapla-
cian matrix corresponding to the one-way link graph be LI,

L = L0 +LI. (2)

Then, the decomposition of Figure 2 can be written as
follows: 3 −2 −1

−3 6 −3
−4 −2 6

 =
 2 −1 −1
−3 5 −2
−3 −2 5


+

 1 −1 0
0 1 −1
−1 0 1

 . (3)

B. OSCILLATION MODEL FOR ONLINE USER DYNAMICS
This subsection briefly describes the oscillation model [1],
a theoretical framework formodeling user dynamics inOSNs.
Consider an OSN with n users, where xi(t) is the state

of node (user) i at time t . Let the state vector of the node
be x(t) := t(x1(t), . . . , xn(t)). In the oscillation model in
OSNs, the equation describing online user dynamics is given
as follows:

d2

dt2
x(t) = −L x(t). (4)

This is the wave equation on the network, where L is
the Laplacian matrix of the directed graph representing the
structure of the OSN.

From the solution of this equation, we can derive the
oscillation energy; its value gives a generalized measure of
node centrality. Node centrality is the measure of the degree
of importance or activity of each node in a network. Typical
examples are degree centrality and betweenness centrality.
In the oscillation model, if the link weights and initial values
are chosen appropriately, it is known that the oscillation
energy yields degree centrality and betweenness centrality,
which can provide a unifying foundation for different kinds
of node centrality [4]. Moreover, since oscillation energy
represents the intensity of network activity, the phenomenon
of divergence in oscillation energy under certain conditions
corresponds to the phenomenon of divergence in the intensity
of user activity, which can be interpreted as the occurrence of
explosive user dynamics such as online flaming [5].
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The behavior of solutions to the wave equation (4) is
characterized by the eigenvalues of the Laplacian matrix, and
it is known that the amplitude of the solution diverges when
any of the eigenvalues are not real values.When the amplitude
of the solution diverges, the oscillation energy also diverges,
and this phenomenon can be thought of as an occurrence of
explosive user dynamics such as online flaming.

Thus, the conditions for the occurrence of explosive user
dynamics can be explained by the eigenvalues of the Lapla-
cian matrix representing the OSN structure. Then, is it pos-
sible to understand the causal relationship between OSN
structure and user dynamics in terms of what kind of net-
work structure causes explosive user dynamics? To answer
this question, we divide the structure of the OSN into two
parts, one is that part of the network structure whose solution
properties are well known, while the other is the remainder.
In this case, it is desirable that the user dynamics of the entire
OSN are given in an easily understandable form of causal
relationships as expressed by the solutions to the equations
obtained from the network structure with well-known prop-
erties and the solutions obtained from the remainder of the
network structure. The method is briefly summarized below.

Consider the symmetrizable Laplacian matrixL0 obtained
by decomposing L by (2), and the Laplacian matrix of the
one-way link graph LI. Let 30 be the diagonalized matrix
obtained fromL0, and let3 = 30+3I be the matrix yielded
by applying the same diagonalizing transformation of L0 to
L. Then, equation (4) can be transformed as follows:

d2

dt2
φ(t) = −3φ(t) = −(30 +3I)φ(t), (5)

where 3I is the matrix corresponding to the effect of the
one-way link graph, and φ(t) is the user’s state vector x(t)
transformed according to the transformation of the equation.

When 3I = O, i.e., when LI = O, the transformed wave
equation (5) is diagonalized. This means we have indepen-
dent nwave equations. In this case, since all its eigenvalues of
3 are real (and non-negative), explosive user dynamics does
not occur. In other words, the user dynamics produced by the
structure of L0 corresponds to the solution of the equation
whose properties are well known. Therefore, the emergence
of explosive user dynamics is driven by the one-way link
graph represented by 3I.

Diagonalizing the wave equation for the symmetrizable
directed graph L0 using 30 yields

d2

dt2
φ0(t) = −30 φ0(t); (6)

let φ0(t) be the solution to this diagonalized wave equation.
Also, let 80(t) be the n× n diagonal matrix whose diagonal
components are the components of φ0(t). This satisfies the
same diagonalized wave equation as φ0(t) as follows:

d2

dt2
80(t) = −3080(t). (7)

Since this is n independent equations, the solution is simply
obtained as follows:

80(t) := exp
(
±i
√
30 t

)
80(0). (8)

Next, let φI be the solution to the equation for the one-way
link graph described below, and check whether solution φ(t)
of the transformed wave equation (5) can be expressed in a
product-form, as an easily understood structure, as shown by

φ(t) = 80(t)φI(t). (9)

As an initial condition, we set φ(t) = φI(0), that is,
80(t) = I . Considering the possibility of a product-form
solution, we derive an equation with φI as a solution as
follows:

d2

dt2
φI(t) = −

(
80(−t)3I80(t)

)
φI(t). (10)

If the wave equation has a product-form solution (9),
φ(t) = 80(t)φI(t) should satisfy (5). However, the left-hand
side of (5) gives

d2

dt2
φ(t) =

d2

dt2
(80(t)φI(t))

=
d
dt

(
d80(t)
dt

φI(t)+80(t)
dφI(t)
dt

)
=

d280(t)
dt2

φI(t)+80(t)
d2φI(t)
dt2

+ 2
d80(t)
dt

dφI(t)
dt

. (11)

Furthermore, by using equation (7), (9), (10) and the fact
that 80(−t) = (80(t))−1, we get

d2

dt2
φ(t) = − (3080(t))φI(t)

+80(t)
(
−80(−t)3I80(t)

)
φI(t)

+2
d80(t)
dt

dφI(t)
dt

= −(30 +3I) (80(t)φI(t))+ 2
d80(t)
dt

dφI(t)
dt

= −(30 +3I)φ(t)+ 2
d80(t)
dt

dφI(t)
dt

(12)

= −3φ(t)+ 2
d80(t)
dt

dφI(t)
dt

6= −3φ(t). (13)

This means the product-form solution (9) does not satisfy
(5). Therefore, the wave equation (5) does not have the
product-form solution. The reason why the wave equation
does not have the product-form solution is it is a second-order
differential equation of time; which results in an extra cross-
term. To solve this problem, we need to rewrite the wave
equation as a first-order differential equation of time. At the
same time, the solution to the rewritten first-order differential
equation must also be a solution to the original second-order
differential wave equation [1].
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We solve this problem by introducing the following funda-
mental equation of the oscillation model [1], [25]:

±i
d
dt
ψ(t) = �ψ(t) =

(
�0 +�I

)
ψ(t), (14)

where �0 and �I are n × n matrixes determined from �2
0 =

30, (�0 + �I)2 = 3. �I is the matrix that represents the
effect of the one-way link graph and is the matrix that can be
the cause of the explosive user dynamics. The solution can
then be given as a product-form solution as follows:

ψ(t) = 90(t)ψ I(t). (15)

Note that 90(t) and ψ I (t) are solutions to the following
equation:

±i
d
dt
90(t) = �090(t) (16)

±i
d
dt
ψ I(t) =

(
90(−t)�I90(t)

)
ψ I(t), (17)

where 90(t) is an n × n matrix with 90(0) = I . This is
checked below.

If the fundamental equation (14) has the product-form
solution (15), (15) should satisfy (14). Substituting the
product-form solution (15) into the fundamental equa-
tion (14), the left-hand side of (14) can be written as

±i
d
dt
ψ(t) = ±i

d
dt

(
90(t)ψ I(t)

)
= ±i

d90(t)
dt

ψ I(t)± i90(t)
dψ I(t)
dt

(18)

Furthermore, by using (16) and (17), we obtain

±i
d
dt
ψ(t) = �090(t)ψ I(t)

+90(t)
(
90(−t)�I90(t)

)
ψ I(t)

=
(
�0 +�I

)
(90(t)ψ(t))

= �ψ(t). (19)

This means the fundamental equation (14) has the
product-form solution (15). Note that we used the fact that
90(−t) = (90(t))−1.

Solution ψ(t) of fundamental equation (14) also satisfies
equation (5). This can be checked using (14) as follows:

d2

dt2
ψ(t) = ∓i

d
dt
�ψ(t) = −�2 ψ(t) = −Lψ(t). (20)

IV. DESCRIPTION OF CAUSAL RELATIONSHIP BETWEEN
OSN STRUCTURE AND USER DYNAMICS USING
PERTURBATION THEORY
A. PERTURBATIVE EXPANSION OF FUNDAMENTAL
EQUATION
Since the property of the fundamental equation (14) is that
the influence of the network structure on the solution can be
described by the product-form solution, we use perturbation
theory to explicitly describe the influence of the one-way link
graph when the Laplacian matrix of OSN is decomposed,

see (2). Perturbation theory is an approach that finds approxi-
mate solutions by slightly changing a simple equation whose
solution has well-known properties. As the equation and
its solution with well-known properties are (16) and 80(t),
respectively, the parameter that characterizes the strength of
the influence of the one-way link graph is ε. It is defined as

�(ε) := �0 + ε�I. (21)

Depending on the value of ε,�(0) = �0,�(1) = �. Next,
consider the fundamental equation with �(ε) as follows:

±i
d
dt
ψ(ε; t) = �(ε)ψ(ε; t) = (�0 + ε�I)ψ(ε; t), (22)

where the solution to this equation, ψ(ε; t), is a vector
that depends on parameter ε, where ψ(0; t) = ψ0(t) and
ψ(1; t) = ψ(t). In perturbation theory, we investigate how
ψ(ε; t) for ε 6= 0 changes with respect to ψ0(t) as a power
series of ε. The method is specified as follows.

The formal solution to (22) is ψ(t) = exp(∓�(ε))ψ(0),
but �(ε) is not a diagonal matrix for ε > 0, so the solution
cannot be expressed simply. For this reason, we introduce
a procedure that offers expansion as a power series of ε as
follows. First, for 1t � 1, if t = N 1t , we get

ψ(t) = (1∓ i�(ε)1t)N ψ(0)

= ((1∓ i�01t)+ (∓i ε�I1t))N ψ(0). (23)

Note that no specific unit of time is defined, but the theo-
retical model is valid under any unit of time. In this context,
we divide the finite time interval t into N equal parts. The
length of each part is 1t , and it is very small if N is very
large. Next, the perturbative expansion of solution ψ(t) with
ε is as follows:

ψ(t) = ψ (0)(t)+ ε ψ (1)(t)+ ε2 ψ (2)(t)+ · · · , (24)

where ψ (0)(t), ψ (1)(t), and ψ (2)(t) are perturbative solutions
for 0th-order, first-order, and second-order of ε, respectively.
Consider a solution of (24) for each power order of ε. Since
term ε0 is the case where �I is not affected until time t ,
it corresponds to the termwithout ε in the binomial expansion
of (23), so

ψ (0)(t) = (1∓ i�01t)N ψ(0), (25)

and when 1t → 0, we get

ψ (0)(t) = exp(∓i�0 t)ψ(0). (26)

Following the reference [6], the term of ε1, when there is
an effect of �I at time t1 = k11t , is written as

(1∓ i�01t)N−k1 (∓i�I1t) (1∓ i�01t)k1−1 ψ(0).

(27)

When 1t → 0, N →∞, we get

e∓i�0 (t−t1) (∓i�I dt1) e∓i�0 t1 ψ(0). (28)
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FIGURE 3. Cyclic coupling relation of three oscillation modes.

By summing up for all possible time t1,

ψ (1)(t) =
(∫ t

0
e∓i�0 (t−t1) (∓i�I) e∓i�0 t1 dt1

)
ψ(0).

(29)

The term of ε2, when affected by �I at times t1 = k11t
and t2 = k21t (t1 < t2), is

(1∓ i�01t)N−k2 (∓i�I1t) (1∓ i�01t)k2−k1−1

×(∓i�I1t) (1∓ i�01t)k1−1 ψ(0); (30)

adding them up gives the difference between time t1 and t2.
When 1t → 0, we get

ψ (2)(t) =
(∫ t

0

∫ t

t1
e∓i�0 (t−t2) (∓i�I) e∓i�0 (t2−t1)

×(∓i�I) e∓i�0 t1 dt2 dt1

)
ψ(0). (31)

For higher-order terms, we can generate the integrand in
the same way and calculate k multiple integrals to obtain the
solution for εk order.

B. MODEL OF COUPLED OSCILLATION MODES AND
EXAMPLE OF PERTURBATIVE EXPANSION
Hereafter, since both equations in (14) have the same struc-
ture, we examine the fundamental equation of

+i
d
dt
ψ(t) = �ψ(t) =

(
�0 +�I

)
ψ(t), (32)

from the two equations in (14).
There are n oscillation modes that emerge from the wave

equation representing the user dynamics for a network with
n users. To understand the mechanism of perturbative expan-
sion, we consider a model in which only three of the n oscilla-
tion modes affect each other cyclically, as shown in Figure 3.
Omitting the independent oscillationmodes, we focus only on
the 3 oscillation modes that affect each other as represented
by the 3× 3 matrix, �(ε), as follows:

�(ε) = �0 + ε�I

=

ω1 0 0
0 ω2 0
0 0 ω3

+ ε
 d1 −a1 0

0 d2 −a2
−a3 0 d3

 .
(33)

FIGURE 4. State transition diagram for ε1 order.

Now, we decompose �(ε) into a diagonal matrix and the
remainder as follows:

�(ε) =

ω1 + εd1 0 0
0 ω2 + εd2 0
0 0 ω3 + εd3


+ε

 0 −a1 0
0 0 −a2
−a3 0 0


=

ω′1 0 0
0 ω′2 0
0 0 ω′3

+ ε
 0 −a1 0

0 0 −a2
−a3 0 0

 .
(34)

We set the initial state as follows:

ψ(0) = t(ψ1(0), ψ2(0), ψ3(0)), (35)

and consider ψ1(t) of node 1 on behalf of the state of nodes.
The perturbative expansion by the effect of the non-diagonal
component of ε�I is as follows:

ψ1(t) = ψ
(0)
1 (t)+ ε ψ (1)

1 (t)+ ε2 ψ (2)
1 (t)+ · · · . (36)

Let us consider the contribution of each term for each order
of ε. Since there is no effect of �I, the contribution of the ε0

order is

ψ
(0)
1 (t) = exp(−iω′1t)ψ1(0). (37)

Next, we consider the contribution of the ε1 order. Figure 4
shows the state transition corresponding to the contribution
of the ε1 order; this type of diagram is called the Feynman
diagram.

The contribution of the ε1 order is calculated as follows:

εψ
(1)
1 (t) =

(∫ t

0
e−iω

′

1(t−t1) (−i ε a3) e−iω
′

3t1 dt1

)
ψ3(0)

=
ε a3 (e−iω

′

1t − e−iω
′

3t )
ω′3 − ω

′

1
ψ3(0). (38)

Figure 5 shows the Feynman diagram corresponding to the
contribution of the ε2 order.
The contribution of the ε2 order is calculated as follows:

ε2ψ
(2)
1 (t) =

(∫ t

0

∫ t

t1
e−iω

′

1(t−t2) (−i ε a3) e−iω
′

3(t2−t1)

×(−i ε a2) e−iω
′

2 t1 dt2 dt1

)
ψ2(0)
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FIGURE 5. State transition diagram for ε2 order.

=
ε2 a2 a3
ω′3 − ω

′

1

(
e−iω

′

2 t−e−iω
′

3 t

ω′2−ω
′

3
−

e−iω
′

1 t−e−iω
′

2 t

ω′1−ω
′

2

)
×ψ2(0). (39)

As shown above, we can consider the contribution of each
order of ε, and by calculating the contribution to higher orders
and finding regularities, we can evaluate the perturbative
expansion with regard to infinite orders.

V. PERTURBATIVE EXPANSION UP TO INFINITE ORDER
We compute higher-order perturbations on the model of
cyclic coupling of the 3 oscillationmodes shown in Sect. IV-B
and infer the perturbative expansion to infinite order from the
regularities appearing in the perturbative expansion results.

A. INFERENCE OF REGULARITIES OF PERTURBATIVE
EXPANSION
As shown in (38) and (39), the results of the perturbative
expansion become more complex as the order increases.
However, by applying an appropriate representation, the per-
turbative calculation of εn order for n can be summarized as
follows:

εnψ
(n)
1 (t) =

(
αn e−iω

′

1t + βn e−iω
′

3t + γn e−iω
′

2t
)

×εn a1[n/3] a2[(n+1)/3] a3[(n+2)/3] ψµ(0),

(40)

where αn, βn and γn are coefficients, and [x] is the integer
part of x. The index µ of ψµ(0) is µ = 1 for n = 3k , µ = 3
for n = 3k + 1, and µ = 2 for n = 3k + 2. This form makes
it easy to compare the results of perturbative calculations for
different orders, and the regularity found through this form
allows us to derive a perturbative expansion that takes account
of up to infinite orders.

First, we describe the details of the transformation to the
form of (40) using the result of the ε3 order perturbative
calculation as an example. The contribution of the ε3 order is
calculated according to the method in Sect. IV-A as follows:

ε3ψ
(3)
1 (t) =

(∫ t

0

∫ t

t1

∫ t

t2
e−iω

′

1(t−t3) (−i ε a3)

×e−iω
′

3(t3−t2)(−i ε a2) e−iω
′

2(t2−t1)

×(−i ε a1)e−iω
′

1t1dt3 dt2 dt1

)
ψ1(0)

=
ε3 a1 a2 a3
(ω′1 − ω

′

3)
2

×

(
e−iω

′

1 t − e−iω
′

3 t

ω′2 − ω
′

3
−

it
(
ω′1 − ω

′

3

)
e−iω

′

1 t

ω′1 − ω
′

2

−

(
ω′1 − ω

′

3

) (
e−iω

′

1 t − e−iω
′

2 t
)

(ω′1 − ω
′

2)
2

−

(ω′1 − ω
′

3)
(
e−iω

′

1 t − e−iω
′

2 t
)

(ω′1 − ω
′

2) (ω
′

2 − ω
′

3)

)
ψ1(0).

(41)

By organizing (41) in the form of (40), the parts other than
ψ1(0) are as follows:(
α0 e−iω

′

1t + α1 e−iω
′

1t + β0 e−iω
′

3t + γ0 e−iω
′

2t
)
a1 a2 a3 ε3

=

(
2ω′1 − ω

′

2 − ω
′

3

)
a1 a2 a3 ε3 e−iω

′

1t(
ω′1 − ω

′

2

)
2 (ω′3 − ω

′

1)
2

−
i t a1 a2 a3 ε3 e−iω

′

1t

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
−

a1 a2 a3 ε3 e−iω
′

2t

(ω′1 − ω
′

2)
2 (ω′2 − ω

′

3)

+
a1 a2 a3 ε3 e−iω

′

3t

(ω′3 − ω
′

1)
2 (ω′2 − ω

′

3)
. (42)

Next, we transform the numerator so that it does not
contain ω′1, ω

′

2, and ω′3 (except for the exponent of the
exponential function). Focusing on the first term of expres-
sion (42), the numerator

(
2ω′1 − ω

′

2 − ω
′

3

)
can be trans-

formed as follows:

(ω′1 − ω
′

2)− (ω′3 − ω
′

1). (43)

These terms are canceled by the denominator and are as
follows:

a1 a2 a3 ε3e−iω
′

1 t

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
2 −

a1 a2 a3 ε3e−iω
′

1 t

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)
. (44)

This shows that the result of the third-order perturbation
can be expressed in the form of (40). By transforming the
numerator so as not to include ω′1, ω

′

2, and ω
′

3, it becomes
easier to compare the results of different orders.

So far, we have used third-order perturbations as an exam-
ple. For higher-order perturbation contributions, higher-order
ω′1, ω

′

2, and ω
′

3 appear in the numerator. However, it is pos-
sible to remove ω′1, ω

′

2, and ω
′

3 from the numerator by the
same operation. To check this, we start by considering how
αm can be written for arbitrary m. Classifying the order of
perturbation n into the 3 moduli, we consider the case where
n = 3 k (where k denotes the number of state transitions). The
cases where n = 3k + 1 and n = 3k + 2 are discussed later.
Let the denominator of αn be (ω′1 − ω

′

2)
n−k (ω′3 − ω

′

1)
n−k .

Organizing the numerator by terms proportional to (i t)m

(m = 0, 1, . . . , k), we obtain

αn =

k∑
m=0

(i t)m
k−m∑
l=0

r (α)lk (ω′1 − ω
′

2)
k−l (ω′3 − ω

′

1)
l+m

(ω′1 − ω
′

2)
n−k (ω′3 − ω

′

1)
n−k , (45)
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where r (α)lk is a constant determined for each combination of
l and k . Similarly,

βn =

k∑
m=0

(i t)m
k−m−1∑
l=0

r (β)lk (ω′2 − ω
′

3)
k−l (ω′3 − ω

′

1)
l+m

(ω′2 − ω
′

3)
n−k (ω′3 − ω

′

1)
n−k

(46)

γn =

k∑
m=0

(i t)m
k−m−1∑
l=0

r (γ )lk (ω′2 − ω
′

3)
k−l (ω′1 − ω

′

2)
l+m

(ω′2 − ω
′

3)
n−k (ω′1 − ω

′

2)
n−k ,

(47)

where r (β)lk and r (γ )lk are constants determined for each l and
k , respectively, and the empty sum is defined as 0.

In (45)–(47), each term in the numerator can be reduced.
Only the constants r (α)lk , r (β)lk , or r (γ )lk and (it)m remain in the
numerator of each fraction after the reduction. Since expres-
sion (44) is in reduced form and corresponds to the part k = 1,
m = 0 of expression (45), it can be written as two terms, l = 0
and l = k − m = 1. After transforming the numerator into a
constant, each term is uniquely determined from the number
of cycles of the state transition k , l in expression (45), and the
power m of it . Accordingly, in the following, each term of αn
in expression (40), after transforming it so as not to include
ω′1, ω

′

2, and ω
′

3 in the numerator, is denoted as T (n)
α (k, l,m).

That is, it is defined as follows:

T (n)
α (k, l,m) :=

(i t)m r (α)lk (ω′1 − ω
′

2)
k−l (ω′3 − ω

′

1)
l+m

(ω′1 − ω
′

2)
n−k (ω′3 − ω

′

1)
n−k

×εn a1[n/3] a2[(n+1)/3] a3[(n+2)/3] e−iω
′

1 t .

(48)

We denote βn and γn as T (n)
β (k, l,m) and T (n)

γ (k, l,m),
respectively. Using these terms, (40) can be written as
follows:

εnψ
(n)
1 (t) =

k∑
m=0

k−m∑
l=0

T (n)
α (k, l,m)ψµ(0)+

k∑
m=0

k−m−1∑
l=0

×

(
T (n)
β (k, l,m)+ T (n)

γ (k, l,m)
)
ψµ(0). (49)

Next, we explain regularities found in the results obtained
by the transformation so that their numerators do not include
ω′1, ω

′

2, or ω
′

3, and generalize to an infinite order perturbative
expansion.

In the following, we show expressions (40) for the third-,
sixth-, and ninth-order perturbations and give details of reg-
ularities that can be found there. First, for the third-order
perturbation, to simplify the expression, the quantity divided
by ψ1(0) is shown as follows:

ε3ψ
(3)
1 (t)

ψ1(0)
= Tα(1, 0, 0)+ Tα(1, 1, 0)+ Tα(1, 0, 1)+ Tβ (1, 0, 0)

+ Tγ (1, 0, 0)

=
a1 a2 a3 ε3 e−iω

′

1 t

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
2 −

a1 a2 a3 ε3 e−iω
′

1 t

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)

−
i t a1 a2 a3 ε3 e−iω

′

1t

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
−

a1 a2 a3 ε3 e−iω
′

2t

(ω′1 − ω
′

2)
2 (ω′2 − ω

′

3)

+
a1 a2 a3 ε3 e−iω

′

3t

(ω′3 − ω
′

1)
2 (ω′2 − ω

′

3)
. (50)

Next, the sixth-order perturbative calculation is also orga-
nized as a quantity divided by ψ1(0) to simplify the expres-
sion, as follows:

ε6ψ
(6)
1 (t)

ψ1(0)
= Tα(2, 0, 0)+ Tα(2, 1, 0)+ Tα(2, 2, 0)+ Tα(2, 0, 1)

+ Tα(2, 1, 1)+ Tα(2, 0, 2)+ Tβ (2, 0, 0)+ Tβ (2, 1, 0)

+ Tβ (2, 0, 1)+ Tγ (2, 0, 0)+ Tγ (2, 1, 0)+ Tγ (2, 0, 1)

=
3 a21 a

2
2 a

2
3 ε

6 e−iω
′

1t

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)
4 −

4 a21 a
2
2 a

2
3 ε

6 e−iω
′

1t

(ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
3

+
3 a21 a

2
2 a

2
3 ε

6 e−iω
′

1t

(ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
2 −

2 a21 a
2
2 a

2
3 ε

6 it e−iω
′

1t

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)
3

+
2 a21 a

2
2 a

2
3 ε

6 it e−iω
′

1t

(ω′1 − ω
′

2)
3(ω′3 − ω

′

1)
2 +

a21 a
2
2 a

2
3 ε

6 (it)2 e−iω
′

1t

2 (ω′1 − ω
′

2)
2(ω′3 − ω

′

1)
2

−
3 a21 a

2
2 a

2
3 ε

6 e−iω
′

3t

(ω′2 − ω
′

3)
2 (ω′3 − ω

′

1)
4 +

2 a21 a
2
2 a

2
3 ε

6 e−iω
′

3t

(ω′2 − ω
′

3)
3 (ω′3 − ω

′

1)
3

−
a21 a

2
2 a

2
3 ε

6 it e−iω
′

3t

(ω′2 − ω
′

3)
2 (ω′3 − ω

′

1)
3 +

2 a21 a
2
2 a

2
3 ε

6 e−iω
′

2t

(ω′1 − ω
′

2)
3 (ω′2 − ω

′

3)
3

−
3 a21 a

2
2 a

2
3 ε

6 e−iω
′

2t

(ω′1 − ω
′

2)
4 (ω′2 − ω

′

3)
2 +

a21 a
2
2 a

2
3 ε

6 it e−iω
′

2t

(ω′1 − ω
′

2)
3 (ω′2 − ω

′

3)
2 .

(51)

Next, the ninth-order perturbative calculation is also orga-
nized as a quantity divided by ψ1(0) to simplify the expres-
sion, as follows:

ε9ψ
(9)
1 (t)

ψ1(0)
= Tα(3, 0, 0)+ Tα(3, 1, 0)+ Tα(3, 2, 0)+ Tα(3, 3, 0)

+ Tα(3, 0, 1)+ Tα(3, 1, 1)+ Tα(3, 2, 1)+ Tα(3, 0, 2)

+ Tα(3, 1, 2)+ Tα(3, 0, 3)+ Tβ (3, 0, 0)+ Tβ (3, 1, 0)

+ Tβ (3, 2, 0)+ Tβ (3, 0, 1)+ Tβ (3, 1, 1)+ Tβ (3, 0, 2)

+ Tγ (3, 0, 0)+ Tγ (3, 1, 0)+ Tγ (3, 2, 0)+ Tγ (3, 0, 1)

+ Tγ (3, 1, 1)+ Tγ (3, 0, 2)

=
10 a31 a

3
2 a

3
3 ε

9 e−iω
′

1t

(ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
6 −

18 a31 a
3
2 a

3
3 ε

9 e−iω
′

1t

(ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
5

+
18 a31 a

3
2 a

3
3 ε

9 e−iω
′

1t

(ω′1 − ω
′

2)
5 (ω′3 − ω

′

1)
4 −

10 a31 a
3
2 a

3
3 ε

9 e−iω
′

1t

(ω′1 − ω
′

2)
6 (ω′3 − ω

′

1)
3

−
6 a31 a

3
2 a

3
3 ε

9 it e−iω
′

1t

(ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
5 +

9 a31 a
3
2 a

3
3 ε

9 it e−iω
′

1t

(ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
4
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−
6 a31 a

3
2 a

3
3 ε

9 it e−iω
′

1t

(ω′1 − ω
′

2)
5 (ω′3 − ω

′

1)
3 +

3 a31 a
3
2 a

3
3 ε

9 (it)2 e−iω
′

1t

2 (ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
4

−
3 a31 a

3
2 a

3
3 ε

9 (it)2 e−iω
′

1t

2 (ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
3 −

a31 a
3
2 a

3
3 ε

9 (it)3 e−iω
′

1t

6 (ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
3

+
10 a31 a

3
2 a

3
3 ε

9 e−iω
′

3t

(ω′2 − ω
′

3)
3 (ω′3 − ω

′

1)
6 −

12 a31 a
3
2 a

3
3 ε

9 e−iω
′

3t

(ω′2 − ω
′

3)
4 (ω′3 − ω

′

1)
5

+
6 a31 a

3
2 a

3
3 ε

9 e−iω
′

3t

(ω′2 − ω
′

3)
5 (ω′3 − ω

′

1)
4 +

4 a31 a
3
2 a

3
3 ε

9 it e−iω
′

3t

(ω′2 − ω
′

3)
3 (ω′3 − ω

′

1)
5

−
3 a31 a

3
2 a

3
3 ε

9 it e−iω
′

3t

(ω′2 − ω
′

3)
4 (ω′3 − ω

′

1)
4 +

a31 a
3
2 a

3
3 ε

9 (it)2 e−iω
′

3t

2 (ω′2 − ω
′

3)
3 (ω′3 − ω

′

1)
4

−
6 a31 a

3
2 a

3
3 ε

9 e−iω
′

2t

(ω′1 − ω
′

2)
4 (ω′2 − ω

′

3)
5 +

12 a31 a
3
2 a

3
3 ε

9 e−iω
′

2t

(ω′1 − ω
′

2)
5 (ω′2 − ω

′

3)
4

−
10 a31 a

3
2 a

3
3 ε

9 e−iω
′

2t

(ω′1 − ω
′

2)
6 (ω′2 − ω

′

3)
3 −

3 a31 a
3
2 a

3
3 ε

9 it e−iω
′

2t

(ω′1 − ω
′

2)
4 (ω′2 − ω

′

3)
4

+
4 a31 a

3
2 a

3
3 ε

9 it e−iω
′

2t

(ω′1 − ω
′

2)
5 (ω′2 − ω

′

3)
3 −

a31 a
3
2 a

3
3 ε

9 (it)2 e−iω
′

2t

2 (ω′1 − ω
′

2)
4 (ω′2 − ω

′

3)
3 .

(52)

Next, we describe regularities that can be found in the
results of the perturbative calculations. We infer the gen-
eral form of the perturbative expansion by adding up the
appropriate terms in the organized expressions. The zero-
order perturbation solution is represented by a single term as
follows:

ψ
(0)
1 (t) = Tα(0, 0, 0)ψ1(0) = e−iω

′

1t ψ1(0). (53)

Based on the above, consider this sum:

∞∑
m=0

Tα(m, 0,m)

= Tα(0, 0, 0)+ Tα(1, 0, 1)+ Tα(2, 0, 2)+ · · ·

= e−iω
′

1t
[
1−

a1 a2 a3 ε3 it
(ω′1 − ω

′

2)(ω
′

3 − ω
′

1)

+
1
2!

a21 a
2
2 a

2
3 ε

6 (it)2

(ω′1 − ω
′

2)
2(ω′3 − ω

′

1)
2

−
1
3!

a31 a
3
2 a

3
3 ε

9 (it)3

(ω′1 − ω
′

2)
3(ω′3 − ω

′

1)
3 + · · ·

]
. (54)

Now, we define

X :=
a1 a2 a3 ε3

(ω′1 − ω
′

2)(ω
′

3 − ω
′

1)
, (55)

so

∞∑
m=0

Tα(m, 0,m)

= e−iω
′

1t
(
1− (iX t)+

1
2!

(iX t)2 −
1
3!

(iX t)3 + · · ·
)

= e−iω
′

1t e−iX t . (56)

Next, the summation with Tα(1, 0, 0) as the initial term is
as follows:
∞∑
m=0

Tα(1+ m, 0,m)

= Tα(1, 0, 0)+ Tα(2, 0, 1)+ Tα(3, 0, 2)+ · · ·

=
a1 a2 a3 ε3 e−iω

′

1t

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
2 −

2 a21 a
2
2 a

2
3 ε

6 ite−iω
′

1t

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)
3

+
3 a31 a

3
2 a

3
3 ε

9 (it)2 e−iω
′

1t

2 (ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
4 −

4 a41 a
4
2 a

4
3 ε

12 (it)3 e−iω
′

1t

6 (ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
5

+ · · ·

=
e−iω

′

1t X
(ω′3 − ω

′

1)

(
1− 2 (iX t)+

3
2!

(iX t)2

−
4
3!

(iX t)3 + · · ·
)
. (57)

Next, the summation with Tα(2, 0, 0) as the initial term is
as follows:
∞∑
m=0

Tα(2+ m, 0,m)

= Tα(2, 0, 0)+ Tα(3, 0, 1)+ Tα(4, 0, 2)+ · · ·
3 a21 a

2
2 a

2
3 ε

3 exp(−iω′1t)

(ω′1 − ω
′

2)
2 (ω′3 − ω

′

1)
4 −

6 a31 a
3
2 a

3
3 ε

9 it exp(−iω′1t)

(ω′1 − ω
′

2)
3 (ω′3 − ω

′

1)
5

+
10 a41 a

4
2 a

4
3 ε

12 (it)2 exp(−iω′1t)

2 (ω′1 − ω
′

2)
4 (ω′3 − ω

′

1)
6 + · · ·

=
e−iω

′

1t X2

(ω′3 − ω
′

1)
2

(
3− 6 (iX t)+

10
2!

(iX t)2 + · · ·
)
. (58)

By deriving the regularity from equations (57) and (58), for
the summation with Tα(k, 0, 0) (k 6= 0) as the initial term,
we obtain

∞∑
m=0

Tα(k + m, 0,m)

=
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
2k − 1
k

) ∞∑
m=0

(2k)m
(k)m

1
m!

(−iX t)m

=
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
2k − 1
k

)
1F1 (2k; k;−iX t) , (59)

where (x)m is the Pochhammer symbol defined as

(x)0 := 1, (x)m :=
m−1∏
y=0

(x + y) (m = 1, 2, . . . ). (60)

Also, the transformation from the first line to the second
line uses the hypergeometric series as follows:

1F1(a; b; z) :=
∞∑
`=0

(a)`
(b)`

z`

`!
. (61)

By deriving the regularity for l = 1 by the same procedure
as from (56) to (59), we obtain

∞∑
m=0

Tα(k + m, 1,m)
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= −
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

ω′3 − ω
′

1

ω′1 − ω
′

2

(
2k − 2
k − 1

)(
k
1

)
×

∞∑
m=0

(2k − 1)m (k + 1)m
(k)m (k)m

1
m!

(−iX t)m

= −
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

ω′3 − ω
′

1

ω′1 − ω
′

2

(
2k − 2
k − 1

)(
k
1

)
× 2F2(2k − 1, k + 1; k, k;−iX t), (62)

where the transformation from the first line to the second line
uses the hypergeometric series,

2F2(a, b; c, d; z) :=
∞∑
`=0

(a)` (b)`
(c)` (d)`

z`

`!
. (63)

Similarly, the case of l = 2 is as follows:

∞∑
m=0

Tα(k + m, 2,m)

=
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)2 (2k − 3
k − 2

)(
k + 1
2

)
×

∞∑
m=0

(2k − 2)m (k + 2)m
(k)m (k)m

1
m!

(−iX t)m

=
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)2 (2k − 3
k − 2

)(
k + 1
2

)
× 2F2(2k − 2, k + 2; k, k;−iX t). (64)

From expressions (59), (62), and (64), except for the case
where k = l = 0 (the series of (56)), we can derive the
following regularity for general k , l (k, l = 0, 1, . . . ),

∞∑
m=0

Tα(k + m, l,m) = (−1)l
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)l
×

(
2k − l − 1
k − l

)(
k + l − 1

l

)
×2F2(2k − l, k + l; k, k;−iX t).

(65)

When k = l = 0, the right-hand side of (65) is e−iω
′

1t .
Considering this, the sum of the perturbations on k for n = 3k
up to infinite order is as follows:

∞∑
k=0

k∑
m=0

k−m∑
l=0

Tα(k, l,m) =
∞∑
k=0

k∑
l=0

∞∑
m=0

Tα(k + m, l,m)

=

∞∑
k=0

[ k∑
l=0

(−1)l
e−iω

′

1t X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)l
×

(
2k − l − 1
k − l

)(
k + l − 1

l

)
×2F2(2k − l, k + l; k, k;−iX t)

]
+e−iω

′

1t (e−iX t − 1), (66)

where binomial coefficients taking negative arguments follow
the definition in reference [24]. So far, we have only added
up the terms whose order of perturbative expansion is n = 3k
(k = 0, 1, . . . ) and that are proportional to e−iω

′

1t . There are
also terms proportional to e−iω

′

3t and e−iω
′

2t , and considering
the case where the order of the perturbative expansion is n =
3k + 1 and n = 3k + 2, to calculate ψ1(t) of (36), we need to
use nine expressions in total, including the expression (66).
For the other eight expressions, the same argument can be
used to find the regularity as in expressions (45) to (66). Let
expression (66) other than e−iω

′

1t be A1, which is as follows:

∞∑
k=0

k∑
m=0

k−m∑
l=0

Tα(k, l,m) = A1 ψ1(0) e−iω
′

1t . (67)

Similarly, the terms for e−iω
′

1t , e−iω
′

3t , and e−iω
′

2t are Aµ,
Bµ, and Cµ (µ = 1, 2, 3), respectively; terms with perturba-
tion orders of n = 3k , n = 3k+1, and n = 3k+2 are denoted
by the subscript µ as 1, 3, and 2, respectively. It follows that
the overall structure of the solution ψ1(t) for state 1 can be
written as follows:

ψ1(t) = (A1 ψ1(0)+ A3 ψ3(0)+ A2 ψ2(0)) e−iω
′

1t

+ (B1 ψ1(0)+ B3 ψ3(0)+ B2 ψ2(0)) e−iω
′

3t

+ (C1 ψ1(0)+ C3 ψ3(0)+ C2 ψ2(0)) e−iω
′

2t .

(68)

In the following, we describeA1,A3,A2,B1,B3,B2,C1,C3,
and C2 in detail. As in (55), we define Y and Z as follows:

Y :=
a1 a2 a3 ε3

(ω′2 − ω
′

3) (ω
′

3 − ω
′

1)
(69)

Z :=
a1 a2 a3 ε3

(ω′1 − ω
′

2) (ω
′

2 − ω
′

3)
. (70)

Then, each expression can be written as follows:

A1 =
∞∑
k=0

[ k∑
l=0

(−1)l
X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)l
×

(
2k − l − 1
k − l

)(
k + l − 1

l

)
×2F2(2k − l, k + l; k, k;−iX t)

]
+e−iX t − 1, (71)

A3 =
∞∑
k=0

[ k∑
l=0

(−1)l
a3 ε

ω′3 − ω
′

1

X k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)l
×

(
2k − l
k − l

)(
k + l − 1

l

)
×2F2(2k − l + 1, k + l; k, k + 1;−iX t)

]
, (72)

A2 =
∞∑
k=0

[ k∑
l=0

(−1)l+1
a2 a3 ε2

(ω′1 − ω
′

2)(ω
′

3 − ω
′

1)
X k

(ω′3 − ω
′

1)
k
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×

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)l (2k − l
k − l

)(
k + l
l

)
×2F2(2k − l + 1, k + l + 1; k + 1, k + 1;−iX t)

]
,

(73)

B1 =
∞∑
k=1

[k−1∑
l=0

(−1)k+l+1
Y k

(ω′3 − ω
′

1)
k

(
ω′3 − ω

′

1

ω′2 − ω
′

3

)l
×

(
2k − l − 1
k − l − 1

)(
k + l − 1

l

)
×2F2(2k − l, k + l; k, k + 1;−iY t)

]
, (74)

B3 =
∞∑
k=0

[ k∑
l=0

(−1)k+l+1
a3 ε

ω′3 − ω
′

1

Y k

(ω′3−ω
′

1)
k

(
ω′3−ω

′

1

ω′2−ω
′

3

)l
×

(
2k − l
k − l

)(
k + l − 1

l

)
×2F2(2k − l + 1, k + l; k, k + 1;−iY t)

]
, (75)

B2 =
∞∑
k=0

[ k∑
l=0

(−1)k+l+1
a2 a3 ε2

(ω′2 − ω
′

3)(ω
′

3 − ω
′

1)
Y k

(ω′3 − ω
′

1)
k

×

(
ω′3 − ω

′

1

ω′2 − ω
′

3

)l (2k − l
k − l

)(
k + l
l

)
×2F2(2k − l + 1, k + l + 1; k + 1, k + 1;−iY t)

]
,

(76)

C1 =

∞∑
k=1

[k−1∑
l=0

(−1)l+1
Z k

(ω′1 − ω
′

2)
k

(
ω′1 − ω

′

2

ω′2 − ω
′

3

)l
×

(
2k − l − 1
k − l − 1

)(
k + l − 1

l

)
×2F2(2k − l, k + l; k, k + 1;−iZ t)

]
, (77)

C3 =

∞∑
k=1

[k−1∑
l=0

(−1)l
a3 ε

ω′2 − ω
′

3

Z k

(ω′1 − ω
′

2)
k

(
ω′1 − ω

′

2

ω′2 − ω
′

3

)l
×

(
2k − l − 1
k − l − 1

)(
k + l
l

)
×2F2(2k − l, k + l + 1; k + 1, k + 1;−iZ t)

]
,

(78)

C2 =

∞∑
k=0

[ k∑
l=0

(−1)k+l+1
a2 a3 ε2

(ω′1 − ω
′

2)(ω
′

2 − ω
′

3)
Z k

(ω′1 − ω
′

2)
k

×

(
ω′1 − ω

′

2

ω′2 − ω
′

3

)l (2k − l
k − l

)(
k + l
l

)
×2F2(2k − l + 1, k + l + 1; k + 1, k + 1;−iZ t)

]
.

(79)

B. EXPLICIT EXPRESSION OF EIGENFREQUENCY AND
HIGHER-ORDER CORRECTION
In the previous section, we formulated perturbative expan-
sions up to infinite order using hypergeometric series, such
as expressions (71) to (79). Using these expressions, we then
investigate the change in eigenvalues due to the effect of the
one-way link graph. Since the square root of the eigenvalue
of the Laplacian matrix is eigenfrequency, we discuss eigen-
frequency hereafter.

For example, the change in eigenfrequency ω1 can be
obtained from the change in the coefficient of the derivative
of ψ1(t) with time, so if the first term on the right-hand side
of (68) is organized as follows:

(A1 ψ1(0)+ A3 ψ3(0)+ A2 ψ2(0)) e−iω
′

1t ∝ e−iω̂1t , (80)

then, ω̂1 in the exponent is the eigenfrequency after the
change.

With the use of the hypergeometric series, the part corre-
sponding to the eigenfrequency is not explicitly expressed.
For this reason, we expand it to explicitly show the part
corresponding to e−iω̂1 t .

By expanding equation (71) and writing it specifically for
k = 0, 1, 2, 3, we get

A1 = e−iXt × 1

+ e−iXt
X (1−iXt)
ω′3 − ω

′

1

−e−iXt
X (1−iXt)
ω′3 − ω

′

1

ω′3 − ω
′

1

ω′1 − ω
′

2

+e−iXt
X2 (6− 6 iXt + (−iXt)2)

2 (ω′3 − ω
′

1)
2

−e−iXt
X2 (4− 5 iXt + (−iXt)2)

(ω′3 − ω
′

1)
2

ω′3 − ω
′

1

ω′1 − ω
′

2

+e−iXt
X2 (6− 6 iXt + (−iXt)2)

2 (ω′3 − ω
′

1)
2

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)2

+e−iXt
X3 (60− 50 iXt + 15 (−iXt)2 + (−iXt)3)

6 (ω′3 − ω
′

1)
3

−e−iXt
X3 (36− 44 iXt + 13 (−iXt)2 + (−iXt)3)

2 (ω′3 − ω
′

1)
3

×
ω′3 − ω

′

1

ω′1 − ω
′

2

+e−iXt
X3 (36− 44 iXt + 13 (−iXt)2 + (−iXt)3)

2 (ω′3 − ω
′

1)
3

×

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)2

−e−iXt
X3 (60− 50 iXt + 15 (−iXt)2 + (−iXt)3)

6 (ω′3 − ω
′

1)
3

×

(
ω′3 − ω

′

1

ω′1 − ω
′

2

)3

. (81)
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Now, by approximating A1 to the first term on the
right-hand side of (81),

A1 ' e−iXt , (82)

then,

A1 e−iω
′

1t ∝ e−i(ω
′

1+X ) t . (83)

Thus the eigenfrequency change ω̂1 can be inferred as
follows:

ω̂1 ' ω
′

1 + X . (84)

As a higher-order correction to this, by considering the
partial sum of the maximum order of each term shown in red
on the right-hand side of (81), we obtain

A1 ' e−iXt
[
1− iX2

(
1

ω′3 − ω
′

1
−

1
ω′1 − ω

′

2

)
t

+
1
2

(
−iX2

(
1

ω′3 − ω
′

1
−

1
ω′1 − ω

′

2

)
t
)2

+
1
3!

(
−iX2

(
1

ω′3 − ω
′

1
−

1
ω′1 − ω

′

2

)
t
)3

+ · · ·

]
= e−iXt

∞∑
k=0

1
k!

(
−iX2

(
1

ω′3 − ω
′

1
−

1
ω′1 − ω

′

2

)
t
)k

= e−iXt exp
(
−iX2

(
1

ω′3 − ω
′

1
−

1
ω′1 − ω

′

2

)
t
)

= exp
(
−i
(
X +

X2

ω′3 − ω
′

1
−

X2

ω′1 − ω
′

2

)
t
)
. (85)

From this result, the eigenfrequency change ω̂1 can be
inferred as follows:

ω̂1 ' ω
′

1 + X +
X2

ω′3 − ω
′

1
−

X2

ω′1 − ω
′

2
. (86)

By considering other series of (81), we can expect to be
able to improve the precision of the higher-order correction
of A1. However, since the terms of the first order of X in
the second and third terms on the right-hand side of (81) for
example, cannot be taken into account after this higher-order
correction, we take them into consideration in this step as
follows:

e−iXt exp
(
X (1− iXt)
ω′3 − ω

′

1
−
X (1− iXt)
ω′1 − ω

′

2

)
. (87)

With this idea, the higher-order terms are also expressed
by exponential functions. If we write only the relevant part
of the exponent of the exponential function, the additional
correction terms are as follows:

A1 ' e−iXt

× exp
(
X (1− iXt)
ω′3 − ω

′

1
−
X (1− iXt)
ω′1 − ω

′

2
+

1
2
X2(5− 4 iXt)
(ω′3 − ω

′

1)
2

+
−3X2(1− iXt)

(ω′3 − ω
′

1) (ω
′

1 − ω
′

2)
+

1
2
X2(5− 4 iXt)
(ω′1 − ω

′

2)
2

+
1
3
X3 (22− 10 iXt)

(ω′3 − ω
′

1)
3 +

−X3 (12− 10 iXt)
(ω′3 − ω

′

1)
2 (ω′1 − ω

′

2)

+
X3 (12− 10 iXt)

(ω′3 − ω
′

1) (ω
′

1 − ω
′

2)
2 +

1
3
−X3 (22− 10 iXt)

(ω′1 − ω
′

2)
3

)
.

(88)

By extracting the part proportional to −it from the expo-
nential part, the change in eigenfrequency can be inferred as
follows:

ω̂1 ' ω
′

1 + X +
X2

ω′3 − ω
′

1
−

X2

ω′1 − ω
′

2
+

2X3

(ω′3 − ω
′

1)
2

−
3X3

(ω′3 − ω
′

1) (ω
′

1 − ω
′

2)
+

2X3

(ω′1 − ω
′

2)
2

+
10X4

3 (ω′3 − ω
′

1)
3 −

10X4

(ω′3 − ω
′

1)
2 (ω′1 − ω

′

2)

+
10X4

(ω′3 − ω
′

1) (ω
′

1 − ω
′

2)
2 −

10X4

3 (ω′1 − ω
′

2)
3 . (89)

VI. NUMERICAL EVALUATION
A. ESTIMATION OF EIGENFREQUENCY AND
HIGHER-ORDER CORRECTION
In this section, we use the results of perturbative expansion to
investigate the change in eigenfrequency caused by the effect
of the one-way link graph and evaluate the effectiveness and
properties of perturbative expansion. As a numerical example
of equation (34), we conduct numerical experiments using
matrix �(ε),

�(ε) = �0 + ε�I

=

ω1 0 0
0 ω2 0
0 0 ω3

+ ε
 d1 −a1 0

0 d2 −a2
−a3 0 d3


=

9 0 0
0 6 0
0 0 0

+ ε
33/10 −5 0

0 4/41 −4
−4 0 16/15

 .
(90)

In the previous section, only the change in eigenfrequency
ω̂′1 due to perturbative expansion was shown. We can also
consider the perturbative expansion for changes in the other
eigenfrequencies ω̂′2 and ω̂′3. Following the ω̂′1 analysis,
we can examine B1 and C1 in (68) for the solution ψ1(t).
However, there is a simpler way to obtain them as we describe
next. In Figure 3, changing the numbering of the states does
not change their properties, so the result of the previous
section with the cyclic replacement of subscripts 1 → 3 →
2→ 1→ · · · and X → Y → Z → X → · · · is also valid.
The replacement of the subscripts follows the correspondence
in Table 1. The correspondence of X ,Y ,Z obtained from
Table 1, is shown in Table 2.
By changing only the subscripts in expression (84),

we obtain the lowest-order approximations,

ω̂′3 ' ω
′

3 + Y (91)

ω̂′2 ' ω
′

2 + Z . (92)
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TABLE 1. Correspondence of subscripts.

TABLE 2. Correspondence of X , Y , Z .

The higher-order corrections to the first eigenfrequency
(86) and (89) can also be obtained for the other eigenfre-
quencies by replacing the subscripts according to Table 1 and
Table 2. By replacing the subscripts for (86), we obtain the
corrections for the third eigenfrequency as follows:

ω̂3 ' ω
′

3 + Y +
Y 2

ω′2 − ω
′

3
−

Y 2

ω′3 − ω
′

1
. (93)

Also, we obtain the corrections for the second eigenfre-
quency as follows:

ω̂2 ' ω
′

2 + Z +
Z2

ω′1 − ω
′

2
−

Z2

ω′2 − ω
′

3
(94)

Similarly, replacing the subscripts of the expression (89),
we obtain the corrections for the third eigenfrequency as
follows:

ω̂3 ' ω
′

3 + Y +
Y 2

ω′2 − ω
′

3
−

Y 2

ω′3 − ω
′

1
+

2Y 3

(ω′2 − ω
′

3)
2

−
3Y 3

(ω′2 − ω
′

3) (ω
′

3 − ω
′

1)
+

2Y 3

(ω′3 − ω
′

1)
2

+
10Y 4

3 (ω′2 − ω
′

3)
3 −

10Y 4

(ω′2 − ω
′

3)
2 (ω′3 − ω

′

1)

+
10Y 4

(ω′2 − ω
′

3) (ω
′

3 − ω
′

1)
2 −

10Y 4

3 (ω′3 − ω
′

1)
3 . (95)

Also, we obtain the corrections for the second eigenfre-
quency as follows:

ω̂2 ' ω
′

2 + Z +
Z2

ω′1 − ω
′

2
−

Z2

ω′2 − ω
′

3
+

2Z3

(ω′1 − ω
′

2)
2

−
3Z3

(ω′1 − ω
′

2) (ω
′

3 − ω
′

1)
+

2Z3

(ω′3 − ω
′

1)
2

+
10Z4

3 (ω′2 − ω
′

3)
3 −

10Z4

(ω′2 − ω
′

3)
2 (ω′3 − ω

′

1)

+
10Z4

(ω′2 − ω
′

3) (ω
′

3 − ω
′

1)
2 −

10Z4

3 (ω′3 − ω
′

1)
3 . (96)

The estimated eigenfrequencies obtained by substituting
the values determined from the expression (90) into these
expressions, with the value of parameter ε (0 ≤ ε ≤ 1),
are shown in Figure 6–8. The true eigenfrequency is plotted

TABLE 3. Parameters used in the numerical example of (90).

FIGURE 6. Estimated values of the first eigenfrequency.

FIGURE 7. Estimated values of the second eigenfrequency.

FIGURE 8. Estimated values of the third eigenfrequency.

as the blue line for comparison. Each result shows a high
estimation accuracy when the parameter ε is small, but the
accuracy decreases as the parameter approaches ε ' 1. How-
ever, the results with higher-order corrections show higher
accuracy over a wider range of ε.

B. ACCURACY OF EIGENFREQUENCY ESTIMATION AND
MAGNITUDE OF PERTURBATION
The accuracy of the estimation of the eigenfrequency by the
perturbative expansion improves when the absolute values of
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TABLE 4. Parameters given in a numerical example of (97).

TABLE 5. Parameters used in the numerical example of (98).

TABLE 6. Values of |X |, |Y |, and |Z | of each model for ε = 1.

FIGURE 9. Comparison of estimation accuracy with higher-order
corrections for the first eigenfrequency of the numerical example of (97).

X , Y , and Z at ε = 1 are small. This is because if these
absolute values are small, the perturbative expansion can be
characterized by just the terms of low order.

Without changing the �0 in (90), consider two examples
where X , Y , and Z are small or large at ε = 1; they are as
follows:

�(ε) = �0 + ε�I

=

9 0 0
0 6 0
0 0 0

+ ε
3/2 −1 0

0 34/21 −2
−1 0 1/40

 ,
(97)

�(ε) = �0 + ε�I

=

9 0 0
0 6 0
0 0 0

+ ε
 3 −6 0

0 11/4 −7
−5 0 2

 . (98)

In these examples, the link weights aµ (µ = 1, 2, 3) are
determined, and dµ is determined to satisfy the condition that
�(1) has eigenvalue 0 as a feature of the Laplacian matrix.
Table 6 shows the values of |X |, |Y |, and |Z | at ε = 1 for
models (90), (97), and (98). The model of (98) is strongly
influenced by �I, and thus non-real eigenfrequencies appear
at ε = 1. In other words, when ε = 0, all eigenfrequencies
are real, but when ε exceeds a certain value, non-real eigen-
frequencies appear.

Figure 9 shows the estimation results of the first eigen-
frequency for the numerical example (97). The true value is

FIGURE 10. Comparison of absolute error of estimation values for the
first eigenfrequency of the numerical example of (97).

FIGURE 11. Comparison of estimation accuracy with higher-order
corrections for the first eigenfrequency of the numerical example of (98).

FIGURE 12. Comparison of estimation accuracy with higher-order
corrections for the second eigenfrequency of numerical example (97).

shown in blue, and the estimation results using perturbations
(84), (86), and (89) are shown in ascending order. The lines
virtually overlap, and compared to Figure 6, Figure 9 provides
high estimation accuracy even at ε = 1, indicating that the
perturbative calculation is working effectively.

Figure 10 shows a plot of the error between the true value
and each approximate calculation for a precise evaluation of
the estimation accuracy of the perturbative calculation. This
result shows that the error decreases as the order of the per-
turbative calculation increases, and the estimation result by
(89) has extremely high estimation accuracy even for ε = 1.

On the other hand, Figure 11 shows a similar estimation
result for numerical example (98). Since the true value only
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FIGURE 13. Comparison of absolute error of estimation values for
the second eigenfrequency of numerical example (97).

FIGURE 14. Comparison of estimation accuracy with higher-order
corrections for the second eigenfrequency for numerical example (98).

FIGURE 15. Comparison of estimation accuracy with higher-order
corrections for the third eigenfrequency of numerical example (97).

exists as a real value in the region where ε is approximately
ε < 0.45, the results of the perturbative calculation for ε
larger than that are meaningless.

Similar evaluations were performed for the second and
third eigenfrequencies. Figure 12 shows the estimation results
of the second eigenfrequency for numerical example (97).
The true value is shown in blue, and the estimation results by
the perturbative expansions (84), (86), and (89) are shown in
ascending order. As in the case of the first eigenfrequency,
the lines virtually overlap and high estimation accuracy is
achieved even for ε = 1. The error between the true value
and each approximation is shown in Figure 13. It shows that
the estimation result yielded by (89) is extremely accurate

FIGURE 16. Comparison of absolute error of estimation values for the
third eigenfrequency of numerical example (97).

FIGURE 17. Comparison of estimation accuracy with higher-order
corrections for the third eigenfrequency of numerical example (98).

FIGURE 18. Propagation of influences between users through links of
OSNs.

even for ε = 1. The results of the perturbative calculation
for approximately ε > 0.45 are meaningless and the non-real
eigenfrequencies cannot be estimated.

Figure 15 shows the estimation results of the third eigen
frequency for numerical example (97). The true value is
shown in blue, and the estimation results by perturbative
expansion (84), (86), and (89) are shown in ascending order.
Similar to the previous results, the lines virtually overlap, and
high estimation accuracy is achieved even for ε = 1. The
error between the true value and each approximation is shown
in Figure 16. It shows that the estimation result of (89) is
extremely accurate even for ε = 1. Figure 17 shows the same
estimation result for numerical example (98). Since the third
eigenfrequency is 0 (i.e., a real value), the results of the
perturbative calculation are meaningful even for ε = 1, but
the estimation accuracy is not good. The reason for this is that
the higher-order terms in the perturbative expansion have a
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FIGURE 19. Wave equation in online social networks.

large effect on this numerical example, and the approximation
with finite order does not work effectively.

The above evaluation experiments confirm that the
accuracy of eigenfrequency estimation is improved by
higher-order corrections and that the perturbative expansion
at finite order works effectively when the influence of �I
is small. Moreover, the change in eigenfrequency can be
estimated very accurately.

VII. CONCLUSION
This paper evaluated the use of perturbative expansion for
analyzing solutions of the fundamental equation of the oscil-
lation model; the goal was to develop a simple mode-coupled
model up to infinite order. By using hypergeometric series,
we succeeded in systematically expressing the perturba-
tive expansion up to infinite order. Moreover, by using
an exponential function to express the perturbative expan-
sion, we showed how to estimate, in perturbation theory,
the change in eigenfrequency.

Experiments on the estimation of the eigenfrequencies
using perturbation theory showed that the eigenfrequencies
can be estimated with high accuracy for networks where the
influence of �I is small.

The perturbation theoretic treatment of user dynamics on
networks shown in this paper is important for understanding
the dynamics occurring in networks based on causal relation-
ships.

In this paper, the perturbative expansion up to infinite
order was obtained formally and we succeeded in estimat-
ing the eigenfrequencies with high accuracy by using the
perturbative expansion up to finite order. The advantage of
the proposed method is that it can describe changes in the

network structure and changes in the eigenfrequencies that
characterize user dynamics with explicit causal relationships.
These are main contributions of this paper. Although the
results of this paper is demonstrated only for a specific net-
work model, the importance is in the fact that the causal rela-
tionship between the network structure and user dynamics can
be described at least in principle. On the other hand, formulas
for perturbative expansion up to infinite order are shown only
for the simple mode-coupling model, so new calculations are
required to consider the perturbative expansion up to infinite
order for other mode-coupling models.

Almost all researches on OSNs investigate the charac-
teristics of online user dynamics in either data-driven or
model-driven approach. These researches lack the viewpoint
to describe the causal relationship between the structure
of OSNs and the characteristics of online user dynamics.
Although this paper is purely theoretical and our results do
not apply to real applications at the present time, this paper
opens the beginning of a new theoretical framework that can
describe both online user dynamics and its causal relation-
ship to the structure of OSNs. The progress of theoretical
framework would lead to deep understanding of online user
dynamics and inspire to emerge new applications to solve
problems in OSNs.

APPENDIX
FEATURES OF THE OSCILLATION MODEL
The oscillationmodel, themain topic in this paper, is based on
the wave equation on networks. Although the wave equation
may not be familiar in the field of network engineering, it can
describe the propagation of a certain influence between users
at a finite speed. In this case, the wave equation describes
the propagation of influence between users through links of
OSNs. Figure 18 illustrates such a situation, where nodes
denote users and links denote the relationships between users
in OSNs. Eachwaveform propagating in a particular direction
between each adjacent node pair in Fig. 18 is the influence
between users that propagates at a finite speed.

Let us consider a waveform of the influence between users.
Since the influence propagates at a finite speed, the waveform
propagates at a finite speed. Also, the waveform can be
decomposed into sinewaves by the Fourier transform because
any continuous function can be. Therefore, the decomposed
sine waves propagate also at a finite speed (see Fig. 19).
This is the reason why the online user dynamics generated
by interactions between users can be described by the wave
equation-based model.

Based on the above framework, practical examples for how
the oscillation model can be applied to real OSNs situations
are as follows.

From the form of the wave equation (4), if the OSN is a
simple 1-dimensional undirected graph, the link weight wij
of the link between node i and its adjacent node j represents
the square of the propagation speed of the influence. In gen-
eral, the eigenvalues of the Laplacian matrix L of the OSN
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with link weight wij characterize the behavior of online user
dynamics.

The user state vector x(t) is not observed directly, but the
oscillation energy that is calculated from x(t) connects with
actual phenomena in OSNs. The oscillation energy calcu-
lated from the oscillation model gives the conventional node
centrality (degree centrality and betweenness centrality) in
simple cases and also gives a generalized notion of node
centrality in various situations [4]. Therefore, the oscillation
energy can observed as the intensity of users’ activity includ-
ing the number of posts on social media and their responses
such as ‘‘likes’’ and ‘‘retweets.’’

In addition, the oscillation model can describe explosive
user dynamics including online flaming phenomena as diver-
gence in the oscillation energy. The oscillation model pre-
dicts that low-frequency beats appear in the time-series of
online user dynamics when the intensity of user dynamics is
extremely activated by inter-users’ influences. Therefore if
the oscillation model is properly describing the behaviors of
online user dynamics, the low-frequency beat is necessary to
observed when the explosive user dynamics occurs. In fact,
the low-frequency beats were observes in time series data of
both the number of posts on an online bulletin board system
(BBS) [26] and the search frequency of words obtained from
Google Trends [27].
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