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ABSTRACT The fusion of bio-inspired algorithms into online controller tuning (adaptive controller tuning)
is one of the main topics in Intelligent Control. One crucial issue is to reduce the times that the tuning process
performs over time. In this work, a novel Asynchronous Adaptive Controller Tuning (AACT) approach is
proposed to reduce the number of tuning process activations, and hence, this promotes resource savings in the
overall computational cost for the tuning process. In this approach, an event function is designed to determine
the control parameter update where the use of identification and predictive stages set the current control
parameters. Furthermore, an elitist initialization in the differential evolution algorithm is also incorporated
for solving the optimization problems at each stage. The speed regulation of the DCmotor under disturbances
is the study case in the ACCT approach. Comparative results with state-of-the-art bio-inspired algorithms in
control tuning reveal in the AACT approach that the elitist initialization in differential evolution notably
benefits the controller performance. Moreover, the comparative results with the Synchronous Adaptive
Controller Tuning (SACT) approach show that the proposal reduces 61% the tuning process computation
frequency with a similar speed regulation performance when disturbances appear.

INDEX TERMS Optimal controller tuning, DC motor, event based tuning, bio-inspired algorithm.

I. INTRODUCTION
From the beginning of the control theory in the 1940s [1],
the main objective in the closed-loop system of the electro-
mechanical actuators in a plant is the improvement of its per-
formance. Two important issues emerge in the fulfillment of
such objectives. The first one is to guarantee the closed-loop
control system stabilization from the control theory point of
view [2], [3]. The second one is related to achieve a suitable
closed-loop control performance fulfilling a diverse set of
specifications and requirements, called controller tuning. The
work presented here is related to the latter issue.

The associate editor coordinating the review of this manuscript and

approving it for publication was Ehab Elsayed Elattar .

At present, several works have focused on controller tun-
ing, which is one of the most important problems in Intelli-
gent Control (IC) [4]. The IC uses computational intelligence
and soft computing to establish rule-based and knowledge-
based system methodologies in the control tuning problem.

Several tuning methods have been developed since the
introduction of the Proportional-Integral-Derivative (PID)
controller tuning rules in 1942 [5]. Some of these methods
are based on linear system theory [6]–[9], or optimization
approaches for nonlinear systems [10]–[19]. Other works
handle diverse control performance trade-offs to obtain dif-
ferent control gain alternatives to the designer [20]–[27].

The most promising controller tuning approach based on
the classification in [19], [28] is the adaptive tuning method,
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since it can effectively handle the uncertainties in practical
applications [29], [30]. In this approach, the controller gains
are continuously updated at each fixed time period (online
control parameter update), typically by using predefined
update rules [31] or computational intelligence techniques
such as neural networks [32], fuzzy logic [33], and optimiza-
tion methods [34].

Among computational intelligence techniques, evolution-
ary algorithms have been widely accepted in the tuning
methods’ continuous learning because they can obtain suit-
able solutions in noisy, nonlinear, or discontinuous environ-
ments present in real-world problems. For instance, the use
of the Genetic Algorithm (GA) to dynamically tune the
PI control gains of a linear induction motor is presented
in [35]. Several bio-inspired algorithms, including Differ-
ential Evolution (DE), Particle Swarm Optimization (PSO),
Bat Algorithm (BAT), Firefly Algorithm (FFA), Wolf Search
Algorithm (WSA), and GA are studied in [36] for the speed
controller tuning of a Direct Current (DC) motor. In [37],
the (1+1)-Dynamic Evolution Strategy has been used to find
the PI controller gains for a one-degree-of-freedom robotic
mechanism. The use of different multi-objective evolutionary
algorithms has been analyzed in the controller tuning of the
four-bar mechanism [38].

The adaptive tuning methods’ main feature is the periodic
execution of the optimization process to set the new control
gains at each predefined time period. By repeatedly optimiz-
ing the parameters of a controller, the performance of the
plant increases, making it more robust to disturbances and
parametric uncertainties, even more so when meta-heuristic
optimizers are used, as observed in several recent works
[35]–[38]. However, the computational cost required to per-
form such meta-heuristic optimization in practical applica-
tions is relatively high and could not be affordable for many
computer systems. The above means that the implementation
of those methods in a real process, a hardware-in-the-loop
platform, or embedded devicesmay be prohibitive [39] due to
the demand for high-performance computing. So, developing
novel methods to support the online tuning process and save
resources is one of the important research directions for
the real-time implementation of adaptive tuning methods in
practical applications.

A. CONTRIBUTIONS
In this paper, a novel Asynchronous Adaptive Controller
Tuning (AACT) approach is proposed. In contrast to some
reported works where the tuning process is set at each spe-
cific time interval, in the present work, the control param-
eter update times are reduced by the incorporation of an
event condition. The proposed event function relates the rate
of change of the Lyapunov function between two instants
[40], [41]. Decreasing the control parameter updating,
the computational cost for the overall tuning process can be
reduced. This represents the first contribution.

The second contribution is related to the efficiency of the
proposed AACT approach, allowing the control strategy to
perform the optimized online tuning with an additional online
parameter identification of the plant. Different from recent
proposals that utilize a fixed-parameter model to perform the
adaptive control [42]–[44], the proposed AACT includes an
identification process to obtain the parameters of the plant
and a predictive stage to know the future system behavior to
find suitable control gains for the next time intervals. Both
stages are based on an online optimization process solved
through the bio-inspired algorithm called Online Differential
Evolution (ODE), where an unusual elitist initialization to
enhance the control performance is incorporated.

The proposed AACT approach is applied to the speed
regulation of the Direct Current (DC) motor, which is one
of the most used electromechanical actuators for industrial
applications [45]–[49]. At this point, it is important to men-
tion that bio-inspired algorithms are approximated stochas-
tic methods, which means that every run deploys different
outcomes. Therefore, although reasonable solutions are
expected, their performance could be variable. The use of
statistical tools allows verifying that the behavior of the solu-
tions remains within a useful and competitive margin [50].
Moreover, it helps to perform a fair comparative analysis
between the effects of different meta-heuristics in the con-
trol tuning strategy to determine an elite alternative for the
addressed problem. The proposal can be in turn compared
with advanced and classical control techniques to highlight
its benefits. Because of the above, the obtained result is com-
pared with the previous one in [51], other similar approaches
that use different state-of-the-art bio-inspired algorithms, and
also with a classical control approach through different study
cases. On the other hand, no matter which meta-heuristic
is adopted to optimize the controller, it has a set of hyper-
parameters that compromise the quality of the solutions it can
find [52]. A bad solution could affect the overall performance
or even impact the system’s stability. Unlike other recent
researches, this work carefully selects the hyper-parameters
of all the utilized bio-inspired algorithms using a large set
of tests with the aid of the i-race package [53]. Simulation
results for the speed regulation show that the proposal reduces
the times that the tuning process is computed; also, the formal
statistical study with the use of a careful selection of the
hyper-parameters of the utilized bio-inspired algorithms gen-
eralizes the control tuning performance under disturbances.
These last features represent the third contribution of this
work.

This paper is organized as follows. The proposed AACT
approach is detailed in Section II. The application of the
proposal in the study case of the DC motor is given in
Section III. Section IV includes the analysis and discus-
sion of simulation results of the proposed AACT in the DC
motor’s speed control. Finally, the conclusions are drawn
in Section V.
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II. THE ASYNCHRONOUS ADAPTIVE CONTROLLER
TUNING APPROACH
A. GENERAL DESIGN OF THE ACTIVATION FUNCTION
FOR THE TUNING PROCESS
Equations in (1) describe the system dynamics in the state-
space form of interest in this work, where x(t) ∈ Rn is the
state vector, u ∈ R is the input vector and A ∈ Rn×n, B ∈ Rn.

ẋ(t) = Ax(t)+ Bu(t) (1)

In the proposed asynchronous adaptive controller tuning,
the activation of the online tuning process is related to the
function ē(x(t), x(t − 1t)) : Rn

× Rn
→ R. It is called an

event function, and it notifies the changes in the system stabi-
lization behavior between the current time t and the previous
one t−1t , where1t is related to the sampling period. Then,
at each time t > 0, the event function ē is computed. If the
event condition is satisfied, the adaptive controller tuning
processmust be executed to find the controller’s most suitable
parameters. On the contrary, the tuning process is not carried
out if the event condition is not satisfied.

As the Lyapunov function can describe the variation of
system states, its derivative can inform about the rate at which
it changes concerning such states. So, the proposed event
function (2) is related to the difference of the rate of change of
the Lyapunov function at the current time t and the previous
one t − 1t. The stabilization problem is assumed in the
control design, and the existence of a control system u that
asymptotically stabilizes the closed-loop system to the origin
must be guaranteed.

ē(x(t), x(t −1t)) = V̇ (x(t))− V̇ (x(t −1t)) (2)

If there exists a function V (x(t)) positive-definite where
the derivative of V satisfies that V̇ (x(t)) is a negative definite
function (guarantee of asymptotic stability), then, the func-
tion ē (2) can be used as the event one. When the event
function ē satisfies the condition ē ≤ 0, the controller
performance in the current time t tends to be worse than
in the previous time t − 1t . In this situation, the adaptive
controller tuning process’s activation is done, and new control
parameters must be found. On the contrary, if the current
controller performance is still better than the previous one,
the condition ē > 0 is satisfied. This means that there is no
need for new control parameters, and then the same control
parameters are used in the current time (the adaptive tuning
process is not required).
Proposition 1: Consider the variable change z = x−x̄ and

the control strategy u with the control gain vector K ∈ R1×n

and the constant reference state vector x̄

u = −Kz−
BTAx̄

‖B‖2
(3)

and the function V : Rn
→ R given by

V (z(t)) = zTPz (4)

Then, a sufficient condition for using V̇ (z(t)) in the event
function ē(z(t), z(t −1t)) : Rn

× Rn
→ R is that there exist

two symmetric positive definite matrices P ∈ Rn×n and Q ∈
Rn×n [54], such that thematrix (A−BK )TP+P(A−BK )+Q is
negative definite. This condition also implies that the origin of
the transformed closed-loop system is asymptotically stable
and the function V (z(t)) is a Lyapunov function.

Proof: Let assume that P ∈ Rn×n and Q ∈ Rn×n

are two symmetric positive-definite matrices. Furthermore,
the elements of K ∈ R1×n are positive real numbers. The
system (1) expressed in the state vector z becomes

ż(t) = Az(t)+ Bu(t)+ Ax̄ (5)

Evaluating the time derivative of V (z(t)) and substituting
the closed-loop dynamic system (5) with (3), results

V̇ (z(t)) = żTPz+ zTPż

= żT
(
(A− BK )TP+ P(A− BK )

)
z

= −zTQz︸ ︷︷ ︸
<0

(6)

Thus, V̇ (z(t)) is negative definite, and it can use in the event
function ē(z(t), z(t −1t)). As V̇ (z(t)) < 0, V is a Lyapunov
function, and the controller u asymptotically stabilizes the
closed-loop system to the origin. �

B. STAGES OF TUNING PROCESS
The asynchronous adaptive controller tuning requires the
use of the event function previously explained. Once this is
designed, AACT can be implemented. AACT includes two
stages to set the parameters of the control system u (3).
These stages consist of an identification stage to obtain the
estimated parameter of the plant (1) grouped in Θ̃(t), and
a predictive stage to set the controller parameter K (t). The
stages are described in Section II-B1 and Section II-B2.
In Fig. 1, the proposed AACT is displayed for the plant
dynamics expressed in (1). In this section, the explanation of
the proposal is detailed.

The continuous time t ∈ R+ is divided into the discrete
time sequence {tl}l∈N with N := {1, 2, . . . , nN} and t0 = 0,
considering tnN as the final time instant. As in the emula-
tion approach [55] to the digital controller implementation,
the sampling time is referred to as 1t = tl − tl−1 > 0.
The time at which the event function activates, i.e., when
it satisfies the condition ē ≤ 0, is determined by 6e =

{tk}k∈M with M := {1, 2, . . . , nM}, where tnM < tnN . The
time interval between two consecutive events is referred as
tk+1− tk = ns1t ≥ 1t , considering the number of sampling
time instants as ns ≥ 1. The graphical representation of the
time sequence, the event time, and the evolution of the control
system’s parameters are visualized in Fig. 2 to get a better
understanding.

In AACT for the plant in (1), the controller parameter
vector K (t) and the estimated plant parameter Θ̃(t) evolve
through time. This evolution depends on the event function
condition presented in (7)-(8), which is evaluated at each
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FIGURE 1. Schematic diagram of the proposed asynchronous adaptive controller tuning.

FIGURE 2. Graphical representation of the time division in the proposed asynchronous adaptive controller tuning.

sampling time 1t and explained next.

K (t) =


K (t0) if tl ≤ 1w
K (tk−1) elseif ē(tl) > 0
K (tk ) elseif ē(tl) ≤ 0

(7)

Θ̃(t) =


Θ̃(t0) if tl ≤ 1w
Θ̃(tk−1) elseif ē(tl) > 0
Θ̃(tk ) elseif ē(tl) ≤ 0

(8)

A backward/forward time window 1w = nw1t ∀ nw > 1
is required in AACT for the identification and predictive
stages to estimate the plant and controller parameters, respec-
tively. The evolution of K (t) and Θ̃(t) presented in (7)-(8)
requires the initial parameters of the controller K (t0) and the
plant Θ̃(t0). Those are set by the user to regulate the plant
states with the controller (3) in the first t ≤ 1w seconds.
When t > 1w and the event function satisfies ē(tl) ≤ 0,
the tuning process is activated to compute the new optimal set
of parameters for both the plant and the controller Θ̃(tk ) and
K (tk ). The identification and predictive stages carry out the
update of these parameters. Hence, the parameters K (t) and
Θ̃(t) are updated according to the parametersK (tk ) and Θ̃(tk )
obtained by AACT. The new parameter vectors K (tk ) and
Θ̃(tk ) are incorporated in the control system u to reduce the
regulation error in the interval [tk , tk+1]. On the other hand,
if the event function is not activated (ē > 0) and t > 1w in
(7)-(8), the control action u is computed using the parameter

vectors K (tk−1) and Θ̃(tk−1) obtained in the last time when
the controller parameter tuning was performed. Alternatively,
if there is no previous event activation, the initial parameters
K (t0) and Θ̃(t0) are considered.

1) IDENTIFICATION STAGE
In the identification stage, the plant parameter Θ̃ is found
through the solution of an optimization problem. The opti-
mization problem (9)-(11) consists of finding the optimum
estimated plant parameter vector Θ̃∗, which minimizes the
error among the state vector x(t) and the estimated ones x̃(t)
of the plant in the time spam �1 ∈ [t̃0, t̃f ] = [tk − 4w, tk ]
subject to the open-loop estimated plant dynamics (10) with
its initial condition x̃(t̃0) and the bounds in the estimated plant
parameter vector (11). The subscripts max and min represent
the minimum and maximum allowed values in the associated
variable.

min
Θ̃∗ ∈ R3

∫
t̃∈�1

(
x(t̃)− x̃(t̃)

)T (x(t̃)− x̃(t̃)) dt̃ (9)

Subject to :
·

x̃ = f (x̃, u, Θ̃), x̃(t̃0) = x(tk −1w) (10)

Θ̃min ≤ Θ̃ ≤ Θ̃max (11)

The open-loop estimated plant dynamics (10) presents the
same structure of (1). The state vector x with the control sig-
nal u is obtained from the plant dynamics and the control sig-
nal applies to it in the time window �1. Therefore, this stage
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provides a more realistic estimated plant behavior (model)
once the optimization problem is solved. This model is used
as a state predictor to the next stage.

2) PREDICTIVE STAGE
In the predictive stage, the state predictor computes the future
system behavior considering the optimum motor parameter
Θ̃∗(tk ) previously found in the identification stage with the
purpose of setting the most suitable controller gains K (tk )
in the control system. Hence, a second optimization problem
(12)-(15) is established in the predictive stage to find the opti-
mum controller parameter vector K∗(tk ) in the time interval
�2 ∈ [t̂0, t̂f ] = [tk , tk + 4w]. The optimization problem
consists of finding the optimum controller parameter K∗(tk )
that minimizes the speed error (12) between the predictive
state x̂ and the desired state x̄ subject to the closed-loop
predictor dynamics (13), the bounds of the controller gains
(14) and the limits of the control signal û (15). The solution
of the closed-loop predictor dynamics requires the initial
condition x̂(t̂0) and the control signal û = −K (x̂− x̄)− BTAx̄

‖B‖2
.

As in the previous state, the subscriptsmax andmin represent
the minimum and maximum allowed values in the associated
variable.

min
K∗ ∈ R1×2

∫
t̂∈�2

(
x(t̂)− x̃(t̂)

)T (x(t̂)− x̃(t̂)) dt (12)

Subject to :
·

x̂ = f (x̂, û, Θ̃∗), x̂(t̂0) = x(tk ), (13)

Kmin ≤ K ≤ Kmax (14)

ûmin ≤ û(t̂) ≤ ûmax (15)

The predictor’s dynamics (13) presents the same struc-
ture of (1) with the optimum plant parameters Θ̃∗. At the
end of this optimization process, the optimum controller
parameter K∗(tk ) is found. Then, in the next time interval
tk − tk+1, the vectors K∗(tk ) and Θ̃∗(tk ) are included in the
controller (3).

3) GENERAL OVERVIEW OF THE TUNING PROCESS STAGES
The incorporation of the ACCT approach into the numerical
simulation of the plant dynamics is presented in Algorithm 1.
The details of the optimization problem solution in the iden-
tification and predictive stages by the optimizer is detailed
in Section II-C.

C. BIO-INSPIRED TECHNIQUES
One of the main elements of AACT is the bio-inspired opti-
mizer, which solves the identification and predictive stages.
According to the No-free Lunch Theorem [56], there is no
universal optimizer that solves all kinds of optimization prob-
lems, i.e., a single optimizer cannot achieve the best perfor-
mance for all kinds of problems.

In practical applications, the deviation of the controlled
system from the desired task is an important factor in improv-
ing the quality of a process’s final product. The measurement
errors and actuating elements in the system, and external

Algorithm 1 The Numerical Simulation of the Plant Dynam-
ics With the AACT Approach
1: Begin
2: Set the initial condition x(0) = x0 to the differential

equation that describes the plant dynamics.
3: Time discretization {t0, tl}l∈N

with N := {1, 2, . . . , nN} with the step size (integration
time) 1t .

4: for t ← t0 to tnN do
5: Set K (t) and Θ̃(t) according to (7)-(8).
6: Evaluate the controller u(t) (3).
7: Solve the differential equation of the plant dynamics (1)

for the time t +1t with the Euler’s method.
x(t +1t) = x(t)+1t dx(t)dt

8: if (t > 1w) & (ē(t) ≤ 0) then
Event activation:

9: Identification stage for t̃ ∈ �1.
Θ̃(t)=Identify(x(t̃),u(t̃),Θ̃(t))

10: Predictive stage for t̂ ∈ �2.
K (t)=Predict(x(t), Θ̃(t), K (t))

11: end if
12: end for
13: End

disturbances on it can deteriorate the regulation task. Then,
the optimizer in the AACT approach must be as efficient
as possible to obtain the control parameters under different
scenarios. In order to improve the accuracy in the perfor-
mance of the AACT approach, a variant of the DE technique,
named Online Differential Evolution (ODE), is proposed to
enhance the tuning process so that the task will be executed
with higher precision. The pseudocode of the ODE is shown
in Algorithm 2.

The ODE operates over a population X̌G
∈ {ĚxGi },

∀ i = 1, . . . ,NP that evolves during an established maxi-
mum number of generations Gmax . Since several consecutive
optimization processes are performed to update the controller
parameters in the dynamic environment, a new search is
started with ODE for every event time tk in the proposed
AACT approach. With the assumption that the evolution of
the plant and control parameters is smooth through time in
the dynamic environment, the initial population of the ODE
does not start the search from scratch. Instead, ODE stores the
best solution obtained in the previous optimization process
from the tuning process in the time tk−1 and incorporates it
in the random initial population of the optimization process
for the current tuning task in the time tk when the event func-
tion is activated. This does not waste time re-discovering an
outstanding control parameter at the beginning of the search
in the current optimization process. Hence, this solution is
preserved unchanged through the evolutionary process unless
other superior solutions are found. This promotes elitism
through executions of the tuning process in the dynamic
environment. So, it provides the probability of mixing the
information of the best individual through the evolutionary
process for the next tuning process. This initialization is given
in steps 3-7 of the Algorithm 2.
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Once the initial population is created, the evolution of
the population is similar to the DE/rand/1/bin variant [57],
i.e., the offsprings ĚuGi are created for each generation G
by using differential mutation and binomial crossover oper-
ators [58] with a constant scale factor F and a constant
crossover rate CR. Those operators are given in steps 10-11
of the Algorithm 2. Each offspring ĚuGi compete against the
original individual ĚxGi in the steps 12-16 of the Algorithm 2.
The best alternative based on the performance function and
the constraints is selected to generate the next generation’s
population. The selection criterion to define the solution that
pass to the next generation is based on Deb’s feasibility
rules [59] stated as follows:

• Any feasible solution is preferred to any infeasible one.
• Among two feasible solutions, the one having better
objective function value is preferred.

• Among two infeasible solutions, the one having smaller
constraint violation number is preferred.

• Among two infeasible solutions with the same constraint
violation number, one of them is preferred randomly
with same probability.

At the end of the optimization process, promising solutions
are found in the last generation. The best promising solution
is considered the optimum one and those are used in the time
[tk , tk+1] of the dynamic simulation of the plant.

It is important to point out that due to the stochastic
behavior of the bio-inspired search technique, the non-
parametric statistics is required to guarantee the reliabil-
ity of the obtained results in the AACT approach and to
make general conclusions in the performance of the AACT
approach.

III. APPLICATION OF THE AACT APPROACH IN
THE DC MOTOR
A. ACTIVATION FUNCTION IN THE SPEED REGULATION
OF DC MOTORS
Before presenting the event function ē for the particular case
in the DC motor, the corresponding dynamics is introduced.
In Fig. 3, a simplified representation of the brushed DCmotor
is given, where the parameters associated with it represent
the angle q, the angular speed q̇, and the angular acceler-
ation q̈ of the shaft. The armature current, the rotor inertia
moment, the torque constant, the viscous friction coefficient,
the armature resistance, the armature inductance, the load
torque, the back electromotive force constant, and the input
voltage are given by ia, J0, km, b0, Ra, La, τL , ke, Vin,
respectively.

The corresponding dynamic model of the brushed DC
motor [3] is presented in (16) for the electrical circuit equa-
tion and in (17) for the mechanical equation.

La
dia
dt
+ Raia + keq̇ = Vin (16)

J0q̈+ b0q̇ = km

(
ia −

τL

km

)
(17)

FIGURE 3. Schematic diagram of the DC motor.

The transformed dynamics of the DC motor in the state
vector x = [q̇, q̈]T , and assuming τL = 0, results

ẋ1 = x2 (18)

ẋ2 =
1
θ2
u−

θ0

θ2
x1 −

θ1

θ2
x2 (19)

where θ0 = ke +
Rab0
km

, θ1 =
J0Ra
km
+

Lab0
km

, θ2 =
J0La
km

are the
DC motor parameters.

Considering the desired state vector in the speed regulation
of the DC motor as x̄ = [x̄1, 0]T , the DC motor dynamics in
the error state space z = x − x̄ is given by

ż1 = z2 (20)

ż2 =
1
θ2
u−

θ0

θ2
z1 −

θ1

θ2
z2 +

θ0

θ2
z̄1 (21)

With the DC motor dynamics (20)-(21) expressed in the
form of (1), the controller u in (3) can be used to regulate the
speed of the DC motor. For the particular case the controller
u is given in (22), where K = [k1, k2] ∈ R1×2 contains
the controller parameters and θ̃0 is the estimated parameter
of the DC motor parameter θ0. In the case that θ̃0 = θ0,
the asymptotic convergence is guaranteed.

u = −Kz+ θ̃0x̄1 (22)

Then, the resulting event function ē for the activation of the
tuning process is given by

ē(t) =
∑

(ni=1z
2
i (t −1t))︸ ︷︷ ︸ −

−V̇ (z(t−1t))

∑
(ni=1z

2
i (t))︸ ︷︷ ︸

−V̇ (z(t))

(23)

B. OPTIMIZATION PROBLEMS FOR IDENTIFICATION
AND PREDICTIVE STAGES
For the particular study case in the DC motor, the estimated
DC motor parameters are grouped in the vector Θ̃ = [θ̃0,
θ̃1, θ̃2]T ∈ R3. The particular optimization problem for the
identification stage is presented in (24)-(26). In this case,
the objective function is based on the transformed dynamics
of the DC motor in the state vector x, i.e., the error is among
the current states x(t) and the estimated ones x̃(t) of the DC
motor in the time spam �1 ∈ [tk − 4w, tk ]. The dynamic
constraint of the estimated DC motor dynamics (25) is con-
sidered in the problem with the bounds of the estimated DC
motor parameters (26).

min
θ̃∗ ∈ R3

∫
t̃∈�1

(
x(t̃)− x̃(t̃)

)T (x(t̃)− x̃(t̃)) dt̃ (24)

Subject to :
·

x̃ =
1

θ̃2
u(t̃)−

θ̃0

θ̃2
x̃1 −

θ̃1

θ̃2
x̃2
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Algorithm 2 Online Differential Evolution in the Identification Stage or Predictive Stage

Θ̃(t) = Identify(x(t̃),u(t̃),Θ̃(t)) or K (t) = Predict(x(t), Θ̃(t), K (t))
Input: The design parameter vector (estimated plant parameter vector) Θ̃(t), the state vector x(t̃) and the control signal vector u(t̃) in the

backward time window for the identification stage.
Or
The design parameter vector (control gain vector) K (t) and the current state vector x(t) for the predictive stage.

Output: The current estimated plant parameter vector Θ̃∗(t) for the identification stage.
Or
The current gain vector K∗(t) for the predictive stage.

1: Begin
2: G← 1
3: Set the first individual of the initial population as the last time that were tuning.

ĚxG=11 = Θ̃(t) for the identification stage.
ĚxG=11 = K (t) for the predictive stage.

4: Randomly initialize the rest of the initial population X̌G ∈ {ĚxGi }, ∀ i = 2, . . . ,NP in the search space.
5: for i← 1 toNP do
6: Evaluate the identification performance function J̃ (ĚxGi ) (9) or the predictive performance function Ĵ (ĚxGi ) (12) with the individual

ĚxGi of the initial population:
In the identification stage: Solve the differential equation of the plant dynamics with Euler’s method in the time t̃ (backward
time (10) window), considering the state vector x(t̃) and the control signal u(t̃).
Or
In the predictive stage: Solve the differential equation of the plant dynamics (13) with Euler’s method in the time t̂ (forward
time window), considering the estimated parameter vector Θ̃(t) with the current state x(t) as the initial condition.

7: end for
8: while G ≤ Gmax do
9: for i← 1 to NP do
10: Generate the offspring ĚuGi with differential mutation and binomial crossover operators.

for j← 1 to D do

ǔGi,j =

{
x̌Gr1,j + F(x̌

G
r2,j
− x̌Gr3,j) if rand(0, 1) < CRGi or j = jrand

x̌Gi,j otherwise

Bound constraint handling for ǔGi,j by random technique [60].
end for

11: Evaluate the identification performance function J̃ (ĚuGi ) (9) or the predictive performance function Ĵ (ĚuGi ) (12) with the
offspring ĚuGi :

In the identification stage: Solve the differential equation of the plant dynamics (10) with Euler’s method in the time t̃
(backward time window), considering the state vector x(t̃) and the control signal u(t̃).
Or
In the predictive stage: Solve the differential equation of the plant dynamics (13) with Euler’s method in the time t̂
(forward time window), considering the estimated parameter vector Θ̃(t) with the current state x(t) as the initial
condition.

12: if J̃ (ĚuGi ) is better than J̃ (
ĚxGi ) then

13: ĚxG+1i ← ĚuGi
14: else
15: ĚxG+1i ← ĚxGi
16: end if
17: end for
18: G← G+ 1
19: end while
20: Select the best individual among individuals of the last generation.

Θ̃∗(t) = best(X̌Gmax ) for the identification stage.
K∗(t) = best(X̌Gmax ) for the predictive stage.

21: Return Θ̃∗(t) or K∗(t)
22: End

x̃(t̃0) = x(t̃0) (25)
Θ̃min ≤ Θ̃ ≤ Θ̃max (26)

On the other hand, in the predictive stage, the optimum
controller parameter vector K = [k1, k2] ∈ R1×2 is found
by solving the particular optimization problem (27)-(30).
The objective function is related to the speed error of the
predictive state vector x̂ and the reference state one x̄

considering the state predictor dynamics (28) with the corre-
sponding initial condition as an equality dynamic constraint,
and the bounds in the controller parameter vector (29) and in
the control signal (30).

min
K∗ ∈ R1×2

∫
t̂∈�2

(
x̂(t̂)−x̄(t̂)

)T (x̂(t̂)− x̄(t̂)) dt (27)
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Subject to :
·

x̂2 =
1

θ̃2
u(x̂,K )−

θ̃0

θ̃2
x̂1 −

θ̃1

θ̃2
x̂2 +

θ̃0

θ̃2
x̄1

x̂(t̂0) = x(t̂0) (28)

Kmin ≤ K ≤ Kmax (29)

ûmin ≤ û(t̂) ≤ ûmax (30)

The bounds of the motor model parameters Θ̃ are estab-
lished according to the suggestions given in [29]. On the other
hand, the upper Kmax and lower Kmin bound vectors for the
gains in the vector K are respectively chosen as Kmax =
2 · KTEP and Kmin = 2 · KTEP/10, where KTEP is the control
gain vector tuned by a trial and error procedure considering
Θ̃ as a constant vector. On the other hand, the control signal
bounds are set as ûmin = −50V and ûmax = 50V . The
controller parameter’s lower and upper bounds are displayed
in Table 1.

IV. RESULTS
This section shows the proposed Asynchronous Adaptive
Controller Tuning (AACT) effectiveness through three com-
parative analyses. In this way, different AACT alternatives,
based on various bio-inspired (BI) techniques, are compared
in Section IV-A to evaluate their performance. The AACT
performance is compared to the synchronous variant of this
proposal in Section IV-B. Section IV-C contrasts the AACT’s
performance with that of the Proportional Integral (PI) con-
troller, a widely used controller in the industry for speed
regulation tasks.

Two test cases are considered for each comparative
analysis:

• Test Case 1 (TC1): The motor speed must be regulated
to x̄1 = 52.35 (rad/s) during tf = 15 (s), considering
a sampling interval 4t = 0.005 (s), and the initial
condition x(0) = [0, 0]T . The nominal DCmotor param-
eters remain static and are displayed in Table 2. This
case is considered ideal and does not include noise,
disturbances or changes in the speed profile.

• Test Case 2 (TC2): Different from TC1, this case con-
siders a more realistic scenario where random Gaussian
noise with mean µ = 0 and standard deviation σ = 0.1
is added to speed signal x1, the torque load τl varies
according to (31), and the speed profile x̄1 alternates as
described in (32). The same nominal DC motor param-
eters, sampling interval and initial condition in TC1 are
utilized in this case.

τL =


0.00 (Nm), 0 (s) ≤ t < 2.5 (s)
0.20 (Nm), 2.5 (s) ≤ t < 7.5 (s)
0.10 (Nm), 7.5 (s) ≤ t < 12.5 (s)
0.00 (Nm), 12.5 (s) ≤ t ≤ 15 (s)

(31)

x̄1 =


52.35 (rad/s), 0 (s) ≤ t < 5 (s)
65.43 (rad/s), 5 (s) ≤ t < 10 (s)
39.26 (rad/s), 10 (s) ≤ t ≤ 15 (s)

(32)

TABLE 1. Bounds of the controller parameters used for the optimization.

TABLE 2. Nominal motor parameters.

All experiments required in the comparative analyses are
carried out with a PC with a 3.60 GHz i7-4790 processor,
and the results are detailed next.

A. COMPARATIVE ANALYSIS AMONG BIO-INSPIRED
TECHNIQUES IN AACT
It is important to remark that the AACT proposal performs
an identification process to obtain an optimized set of model
parameters for a short backward time window. The identified
model is then used to optimize the controller gains in a pre-
dictive stage for a forward time horizon. These two processes
are established as optimization problems solved by a Bio-
inspired (BI) technique ODE.

On the other hand, there are many optimizers in the
specialized literature in control system tuning tasks, and
three of them have been shown to have superior perfor-
mance. These alternatives are the Differential Evolution
(DE), the Genetic Algorithm (GA), and the Particle Swarm
Optimization (PSO) [20], [27], [61]. Then, these three addi-
tional optimizers (BI techniques) are selected to work along
with the AACT proposal for comparative purposes. The
well-known DE/rand/1/bin variant of DE is adopted in this
work [57], as well as the GA variant proposed in [29], and
a PSO alternative with fully-connected topology and linear-
decreasing inertia factor [62].

The bio-inspired optimizers have a set of hyper-parameters
that determines their performance (and consequently, the con-
troller performance) to a large extent. A subset of these
hyper-parameters is shared by the aforementioned opti-
mizers and determines the allowable number of problem
evaluations. These hyper-parameters are the maximum num-
ber of generations/iterations Gmax and the population/swarm
size NP. Both parameters and the backward/forward time
window 4ω clearly influence the utilized computational
resources to perform the optimization. The larger the values
of these parameters, the more computational time required
for each optimization process. In the worst-case scenario, the
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TABLE 3. The BI optimizers’ parameters adjusted with i-race using the
conditions of TC1 for AACT.

computational time used on any optimization process for the
identification and predictive stages must be lesser than the
sampling time interval1t . So, considering a time window of
1ω = 50 (ms), the parameters are set as Gmax = 200 and
NP = 25 for all optimizers to fulfill the above requirement
with the available hardware. Regarding the rest of the hyper-
parameters, they are adjusted iteratively with i-race [53] to
perform fair comparisons in AACT. For this purpose, each
optimizer’s performance in AACT is determined in terms
of the Integral Square Error (ISE) of the speed, within the
interval t ∈ [0.5, 15] (s), and considering the conditions of
the TC1.

The next comparative analysis of the AACT, based on
the selected BI techniques, shows the effectiveness of the
proposal and allows determining a successful alternative to be
used in practice. For simplicity, the AACT alternatives based
on DE, GA, PSO, and ODE are referred to as AACT-DE,
AACT-GA, AACT-PSO, and AACT-ODE, respectively. Due
to the stochastic behavior of these optimizers, thirty indepen-
dent runs are carried out to obtain relevant information about
each AACT alternative.

Table 4 shows the descriptive statistical results of all AACT
alternatives over the independent runs for TC1 and TC2. The
first column indicates the test case, and the second one shows
the evaluated AACT alternative. The mean and the standard
deviation of the ISE values, calculated in the interval t ∈
[0.5, 15] (s), are displayed in the third and fourth columns.
The last two columns show the mean and the standard devia-
tion of the number of activations of the event function (AC),
i.e., when the optimizer is used to search for a new set of
control parameters. Values in boldface indicate the best result
of each column. As observed in the ISE column, AACT-ODE
is the one that best regulates the motor speed when there are
no disturbances, and is closely followed by AACT-DE. For
the same TC1, AACT-PSO requires the least computational
time to perform the speed regulation task according to the
event activation (see column AC column). On the other hand,
the reliability of AACT-GA and AACT-PSO is limited due to
the notably larger standard deviation values (see SD(ISE) and
SD(AC) columns), compared with those of AACT-DE and
AACT-ODE. For the TC2, when a more realistic scenario
is considered, AACT-DE and AACT-ODE develop similar
performances in terms of the ISE column, while AACT-GA
and AACT-PSO perform poorly. Moreover, AACT-ODE uses
less computational burden regarding the event activation
(see AC). The reliability level of all the alternatives in TC2,
given by the columns SD(ISE) and SD(AC), is similar to that

TABLE 4. Descriptive statistical results obtained with AACT alternatives
over the ISE and the AC.

TABLE 5. Results of the Wilcoxon test over the ISE distributions of the
AACT alternatives.

of the TC1, where AACT-ODE and AACT-DE are the most
reliable alternatives followed byAACT-GA and, at a distance,
by AACT-PSO.

Although the results in Table 4 give a good idea of the
AACT performance, the stochastic nature of optimizers leads
to different than normal distributions, such that it requires
the analysis of nonparametric statistical tests. Because of
the above, the Wilcoxon signed-rank test is adopted to draw
strong conclusions about the results obtained with the AACT
alternatives. The Wilcoxon test is applied to all possible pairs
of the ISE distributions. The two-sided alternative hypoth-
esis (this establishes that two distributions are different) is
selected for this test, and the statistical significance is set as
α = 5%. Table 5 shows the Wilcoxon test results over the
ISE distributions of the AACT alternatives for TC1 and TC2.
The test case is indicated in the first column, and the applied
Wilcoxon test is observed in the second one. The third and
fourth columns display the rank-sums, where R+ indicates
the times that the first distribution elements overcome the
elements of the second one, and R− indicates the opposite.
The last column indicates the probability of rejecting the
alternative hypothesis. Results in boldface highlight the win-
ner alternative of each test. According to Table 5, AACT-
ODE is the best alternative for the TC1, and its performance
is comparable to that of AACT-DE for the TC2. Table 6
summarizes the number of wins in Table 5. Then, AACT-
ODE is the overall best alternative and is shown in boldface.

It is also interesting to observe the behavior of the control
signal in the AACT alternatives. For this, Table 7 shows the
mean and the standard deviation of the Root Mean Square
(RMS), indicated respectively as RMS and SD(RMS), and
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TABLE 6. Wins obtained with each AACT alternative after the Wilcoxon
test.

calculated over the control signal history in the interval t ∈
[0, 15] (s) for all AACT alternatives, runs, and test cases.
In this table, when the RMS values of both test cases are
analyzed separately, it is noticed that the magnitude of all
control signals is very similar. Also, the SD(RMS) indicates
that the control signal magnitude has little variation between
run and run.

Additionally, Figs. 4 and 5 illustrate the operation of the
AACT alternatives for TC1 and TC2, respectively. These
figures show the behavior of the best AACT execution for all
optimizers based on the lowest number of event activations.
The left column plots show the speed profile followed by
the AACT using the adaptive controller parameters, and the
speed regulation error is displayed in the inner plot. The cor-
responding behavior of the tuning process activation (given
by the event function) is depicted in the right column plots.
A high value denotes the computation of new control gains
(ē ≤ 0) in these plots, while a low value indicates the
opposite. In the TC1, the first event activation in the AACT
starts from 4ω, and additional activations are performed at
given instants until the control parameters suitably stabilize
the motor speed. For the TC2, activations are observed at
different instants during the task execution, since more tuning
processes are required in the AACT to stabilize the output
when disturbances, noise, or abrupt changes in the followed
speed profile are detected by the event function. Regarding
the plots at the left, all alternatives can stabilize the motor out-
put for TC1 and TC2. In theAACT-GA andAACT-PSO plots,
a steady-state error is noticeable in some sampled execution
instances. The above is related to the high values of standard
deviation in the ISE (see SD(ISE) in Table 4) for both alter-
natives. Particularly for the TC2, it is important to highlight
that all the AACT strategies can successfully compensate
for the load disturbances, the presence of noise, and the
changes in the desired speed through the online optimization
of the controller parameters based on the identification and
predictive stages.Moreover, each AACT requires some initial
control tuning processes (activated by the event function ē) to
stabilize themotor speed, as observed in the right plots. In this
way, AACT-PSO and AACT-GA re-optimize the controller
parameters a few times at the beginning of TC1, while AACT-
ODE and AACT-DE do it for a longer period. In the TC2,
all alternatives require a similar number of control tuning
processes to handle the adverse scenario conditions.

Concerning the behavior of the control signals,
Figs. 6 and 7 show the best responses (considering the run
with the least number of event activations) calculated by the

TABLE 7. Descriptive statistical results obtained with AACT alternatives
over the RMS of the control signal.

AACT alternatives for the TC1 and TC2, respectively. For
the TC1, Fig. 6 indicates that all asynchronous strategies
have an akin response, requiring a short initial interval to
reach the speed reference. In the case TC2, Fig. 7 reveals
some differences among the control signals. In this figure,
AACT-DE and AACT-ODE have smoother responses than
those of AACT-GA and AACT-PSO when disturbances or
reference speed changes appear. The above is related to the
capacity of AACT-DE and AACT-ODE to recover from those
variations.

B. COMPARATIVE ANALYSIS BETWEEN THE AACT
AND SACT APPROACHES
To gain insights about the AACT advantages, this approach
is compared with a tuning approach where the controller
parameters update is synchronous, i.e., the controller param-
eters are updated at every predefined time interval 1t . This
tuning approach is called Synchronous Adaptive Controller
Tuning (SACT). For a fair comparison, the only difference
concerning AACT is the lack of asynchronous activation
in SACT.

In [29], the comparative statistical study of SACT with
other controllers, such as the Proportional Integral (PI) con-
troller, the Model Reference Adaptive Controller (MRAC),
and the Generalized Proportional Integral Observer-based
Robust Controller (GPIO-RC), indicates that SACT is the
best option under parametric uncertainties. The main dis-
cussion in this section is related to the performance of
asynchronous (AACT) and synchronous (SACT) adaptive
controller tuning based on bio-inspired algorithms.

Hence, the best AACT alternative, AACT-ODE, is com-
pared with SACT based on ODE, referred to as SACT-ODE,
to illustrate the asynchronous tuning benefits.

The hyper-parameters of ODE for SACT were also
adjusted with i-race using the conditions of TC1 and the
ISE indicator in the interval t ∈ [0.5, 15] (s). Then, these
parameters are set as F = 0.870 and CR = 0.519, while the
rest of them remain as Gmax = 200 and NP = 25 to perform
fair comparisons.

Thirty independent runs of SACT-ODE are compared to
those of AACT-ODE. Table 8 includes the results obtained
by each approach for the TC1 and TC2. The meaning of
each column is identical to that of Table 4. In the TC1,
the performances of SACT-ODE and AACT-ODE are very
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FIGURE 4. The best results obtained by AACT-DE, AACT-GA, AACT-PSO, and AACT-ODE concerning the least number of event activations for the TC1.

similar concerning the column ISE and are also reliable in
terms of the standard deviation column SD(ISE). Neverthe-
less, there is a noticeable difference in the computational
burden required for both strategies. On average, AACT-ODE
uses about 6% of the resources required by SACT-ODE

(94% of saved computational time) to develop analo-
gous performances according to AC and SD(AC) columns.
When considering the TC2, the response of SACT-ODE
excels concerning that of AACT-ODE. However, the lat-
ter still completes the regulation task with an acceptable
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FIGURE 5. The best results obtained by AACT-DE, AACT-GA, AACT-PSO, and AACT-ODE concerning the least number of event activations for the TC2.

performance regarding the ISE column. Concerning to the
reliability, the standard deviation (see SD(ISE) column)
of both alternatives remains proportional as in the results
of TC1. Again, the major difference between SACT-ODE
and AACT-ODE falls in the amount of used computational

resources. Although AACT-ODE performs additional opti-
mization processes to compensate for the load disturbances,
the noise, and the reference changes, the invested resources
are far from those used by SACT-ODE. Quantitatively,
AACT-ODE requires about 39% of the computational time
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FIGURE 6. Behavior of the control signals calculated by AACT-DE, AACT-GA, AACT-PSO, and AACT-ODE concerning the least number of event
activations for the TC1.

FIGURE 7. Behavior of the control signals calculated by AACT-DE, AACT-GA, AACT-PSO, and AACT-ODE concerning the least number of event
activations for the TC2.

spent by SACT-ODE (61% of saved computational time)
regarding the activation of the tuning process (see AC
and SD(AC)).

Due to the stochastic behavior of AACT-ODE and
SACT-ODE, the Wilcoxon test is performed again to draw
strong conclusions about their differences. A two-sided
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FIGURE 8. The best result obtained by SACT-ODE regarding the minimum value of ISE for the TC1.

FIGURE 9. The best result obtained by SACT-ODE regarding the minimum value of ISE for the TC2.

TABLE 8. Descriptive statistical results obtained with AACT-ODE and
SACT-ODE over the ISE and the AC.

TABLE 9. Results of the Wilcoxon test over the ISE distributions of the
AACT alternatives.

alternative hypothesis is chosen as well as a test significance
of α = 5%. Table 9 reveals the results of the Wilcoxon test
between AACT-ODE and SACT-ODE for the TC1 and TC2.
This table includes the test case and the comparative test in
the first two columns. The next columns are the rank-sums
R+ and R−, and the probability p-value. The winner of each
test is highlighted in boldface. According to Table 9, there are
no significant differences in the SACT-ODE and AACT-ODE
behavior in the TC1. On the other hand, SACT-ODE clearly
overcomes AACT-ODE for the TC2.

Concerning the behavior of the control signal in the syn-
chronous and asynchronous cases, Table 10 shows the mean

TABLE 10. Descriptive statistical results obtained with AACT-ODE and
SACT-ODE over the RMS of the control signal.

and the standard deviation of the response RMS, i.e., RMS
and SD(RMS) obtained by AACT-ODE and SACT-ODE in
the interval t ∈ [0, 15] (s) for all runs and test cases. In this
table, it is observed in the RMS values that the magnitude of
the SACT-ODE responses are slightly less than those of the
AACT-ODE in TC1 and TC2. In addition, these magnitudes
are mildly less variable in the AACT-ODE, according to the
SD(RMS) results.

The best execution of SACT-ODE regarding the minimum
value of ISE is observed in Figs. 8 and 9 for the TC1 and TC2,
respectively. The plot at the left shows the motor speed, and
the subplot exhibits the error in the speed regulation. Also,
the plot at the right displays the activation of the controller
tuning processes. On the left column of these figures, it can
be observed that the speed profiles of SACT-ODE are not
visibly distinct from the responses of AACT-ODE in the left
columns of Figs. 4 and 5. Concerning the tuning process
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FIGURE 10. Behavior of the control signal calculated by SACT-ODE
concerning the minimum value of ISE for the TC1.

FIGURE 11. Behavior of the control signal calculated by SACT-ODE
concerning the minimum value of ISE for the TC2.

activations, as it was expected, the plot at the right highlights
that these processes are performed synchronously from the
instant 4ω = 50 (ms) at each sampling time.

On the other hand, the behavior of the control signal
computed by SACT-ODE in the best run (concerning the
minimum value of ISE) is observed in Figs. 10 and 11 for
the TC1 and TC2, respectively. The plotted control signals do
not present noticeable differences from the responses shown
in Figs. 6 and 7 for the AACT-ODE. In the same way, abrupt
control actions are observed that compensate for the changes
in the speed profile and the variations in the torque load.

Based on the above results, AACT-ODE showed an out-
standing performance in the speed regulation of the DCmotor
for the two proposed test cases. This performance is com-
parable to that of the synchronous strategy SACT-ODE, but
with the advantage of using a much smaller amount of com-
putational resources. The saved computational time in the
AACT-ODE can be used in sensory information processing,
communication, or general calculations.

C. COMPARATIVE ANALYSIS BETWEEN THE AACT
APPROACH AND THE PI CONTROLLER
The Proportional Integral (PI) controller is one of the schemes
more often used in the industry for DC motors’ speed regula-
tion [63]–[65]. Hence, it can be used as a reference technique
to determine some facts about the AACT operation.

FIGURE 12. The result obtained by PI controller for the TC1.

The proportional and integral gains compromise the perfor-
mance of the PI controller, respectively named as kp and ki.
These gains are adjusted automatically through i-race con-
sidering the ISE metric in the interval t ∈ [0.5, 15] (s) for
the scenario TC1. The obtained gains are kp = 0.021 and
ki = 9.134.

Since the PI controller has a deterministic behavior, a sin-
gle run is necessary to evaluate its performance. The infor-
mation about the single runs for TC1 and TC2 is shown
in Table 11. In this table, the first column indicates the test
case, the second one shows the ISE values computed within
the interval t ∈ [0.5, 15] (s), and the last one exhibits theRMS
of the control signal calculated for t ∈ [0, 15] (s).

TABLE 11. Results obtained with the PI controller concerning the ISE and
the RMS of the control signal.

When ideal and controlled operating conditions are con-
sidered (scenario TC1), the behavior of the PI controller is
almost perfect, as shown in the ISE column in Table 11.
On the other side, when the motor is subject to disturbances
and uncertainties (scenario TC2), the performance in the
response of the PI controller is far from the obtained in
the ideal case. If the above effect is translated to the prac-
tice, where all dynamic systems find uncertainties and dis-
turbances, the performance of the PI controller can decay
even more. Moreover, if it is taken into account that the PI
controller tuning was performed using an estimated model of
the DC motor, the performance is also compromised by the
model accuracy.

Unlike the PI controller, the AACT approach can address
the above difficulties through the optimized identification and
prediction processes, thereby reducing the dependence on an
exact model and, in consequence, being less affected by the
effects of uncertainties and disturbances as observed in the
results for the TC2 in Table 4.

The above can be observed in Figs. 12 and 13 for the
TC1 and TC2, respectively. In these figures, it can be noticed
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FIGURE 13. The result obtained by PI controller for the TC2.

FIGURE 14. Behavior of the control signal calculated by the PI controller
for the TC1.

FIGURE 15. Behavior of the control signal calculated by the PI controller
for the TC2.

that the PI controller has an outstanding performance from
the beginning of TC1. However, for TC2, the motor load
disturbances, the noise signal, and the changes in the speed
reference affect the response of the PI controller response
more than it does with AACT-ODE in Fig. 4.

Additionally, Figs. 14 and 15 describe the behavior of the
control signals calculated by the PI controller for the TC1 and
TC2, respectively. Due to the linear nature of this control
scheme, the plotted control actions are notably smoother
than those of the AACT alternatives for both test cases (see
Figs. 6 and 7). Nevertheless, the stochastic behavior of the

AACT responses is useful to compensate for the negative
effects of noise, disturbances, and changes in the reference.

Regarding the computation time, the cost of the PI con-
troller is negligible, which contrasts with the computational
load required in AACT. However, in applications that require
high-performance rates under disturbances and uncertainties,
the cost of an AACT alternative can be affordable.

V. CONCLUSION
In this work, a novel Asynchronous Adaptive Controller Tun-
ing (AACT) approach is proposed to reduce the overall com-
putational cost of the controller parameter adjustment for a
plant. This saves computational resources which can be used
for other tasks such as in the sensory information processing,
communications, or general calculations. Also, the AACT
approach can provide a suitable control performance under
disturbances, noise, and changes in the reference.

The main features of the AACT approach are: i) The tuning
process is only activated when an event occurs. The above is
based on the Lyapunov function changes, which successfully
determine the time instant when the system states deviate
from the regulation point. ii) The AACT approach incorpo-
rates an identification stage and a predictive one, as sequential
optimization problems when the event activation occurs.
iii) The elitist initialization in the proposed online differen-
tial evolution algorithm exhaustively finds solutions in the
search space of the two stages, promoting control parameter
solutions that can suitably tackle the regulation task of the
plant. iv) The approach can be applied to dynamic systems
represented by the form ẋ = Ax(t)+ Bu(t).

This approach is applied to the speed regulation task of the
DCmotor subject to torque load variations, random Gaussian
noise in the speed signal, and abrupt changes in the speed
profile. After analyzing the behavior of three well-known
optimizers and the proposed improved version of the differ-
ential evolution algorithm, it is observed that the proposed
Online Differential Evolution (ODE) achieved the best results
in the AACT approach.

When comparing the AACT approach with the Syn-
chronous Adaptive Controller Tuning (SACT) approach,
some former advantages are revealed. An important benefit
is that the performance of the AACT is comparable with
that of the SACT approach, but the computational burden
required by the AACT is significantly lower in around 61%
and 94% than the SACTwith and without adverse conditions,
respectively.

On the other hand, when AACT is compared to the PI con-
troller, an outstanding performance of AACT is observed in
the presence of load disturbances, random noise, an changes
in the speed reference. The above is attributed to the adaptive
tuning based on identification and prediction, and the incor-
poration of ODE, which reduces the dependence on an exact
motor model.

The comparative results obtained through numerical simu-
lations confirm that the proposed AACT approach can sig-
nificantly reduce the continuous computation of controller
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parameters while paying with a slight increment of the speed
error when disturbances appear.

The complexity of the plant dynamics in the proposed
AACT approach may significantly increase the convergence
time of the optimizer and, in the worst case, this time could
be higher than the sampling interval. So, future work involves
incorporating micro evolutionary algorithms with the use of
neuronal networks in the estimated dynamics for using them
in the adaptive control tuning for more complex systems.
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