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ABSTRACT Dynamic point clouds (DPC) are new media storage formats that allow end-users to watch
objects/scenes in a three-dimensional (3D) sense. It can be displayed from different angles throughout time.
However, the raw size of a point cloud is huge because there can be millions of points (each containing
color triplet and location triplet information) in a point cloud, and there can be multiple point clouds in
a DPC. Video-based point cloud compression (V-PCC) is developed to project a 3D point cloud to 2D
images: attribute, geometry, and occupancy images. After padding, the 2D images are compressed using
the well-established high-efficiency video coding (HEVC). In this study, we first employ an occupancy
image to propose a blocky occupancy flag (BOF), to denote the occupancy information on ‘‘a block basis’’.
For coding attribute and geometry images, we use a BOF to develop a fast coding unit (CU) algorithm
for early termination of the CU search recursion. We also utilize the geometry images to calculate the
2D and 3D information of each pixel, for 2D/3D spatial homogeneity of the pixels to design fast CU
decision. In addition, we proposed a modified rate-distortion optimization for different color components
considering the picture order count (POC) structure in HEVC/V-PCC. Finally, we propose an HEVC input
pixel modification method based on a BOF to reduce the unnecessary information to be coded for attribute
images. Compared with the state-of-the-art fast V-PCC encoding method, the proposed work outperforms by
up to 2.31% in Bjøntegaard delta bit rates (BDBR) (with very slight loss by only up to 0.38%), and improves
the time saving performances by up to 7.84% for two different testing datasets.

INDEX TERMS Video-based point cloud compression (V-PCC), dynamic point cloud (DPC), high effi-
ciency video coding (HEVC), fast coding unit (CU) decision algorithm, occupancy map.

I. INTRODUCTION
The three-dimensional (3D) point cloud is one of the most
important formats for recording objects and scenes. It is
commonly used in autonomous driving applications and cul-
tural heritage reservations. The size of a point cloud is
huge because each point has location information {xi, yi, zi}
and color information {Ri,Gi,Bi}. A point cloud can com-
prise a million points; the number is multiplied when con-
sidering dynamic point cloud (DPC) with multiple time
instances. Therefore, an efficient compression technique for
point clouds or DPC is required. There are surveys [1]–[3]
conducted regarding the development of the compression
on point clouds, comprising two categories: Geometry-based
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point cloud compression (G-PCC) and Video-based point
cloud compression (V-PCC). In this paper, we focus on
V-PCC.

The compression concept of V-PCC [4] is to use six
different projection angles to project a 3D point cloud to
produce several 2D patches (patch generation). Attribute
image, geometry image and occupancy image are formed
after patch packing. Then, they are padded and encoded via
well-established video coder high-efficiency video coding
(HEVC) [5]. The attribute and geometry images are lossy-
compressed, and the occupancy image is losslessly com-
pressed. The procedures are reversed to reconstruct the 3D
point cloud for decoding [6].

In recent studies, rate control between geometry and
attribute images are discussed in [7]. The prediction units
corresponding to 0-occupancy pixels are assigned zero bits.
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FIGURE 1. The V-PCC system [4] modified by the proposed algorithms Null_N (with green background) and proposed fast coding methods
including FastCU_N (with pink background), with blocky occupancy flags with possibly different N (BOF_N).

Authors [8] proposed a 3D to 2D motion model and a
geometry-based motion prediction for 2D attribute video.
The found motion vector is used as an additional motion
candidate, or as the center of motion estimation. Another
study [9] used an occupancy image to change the weight-
ing in the rate-distortion (RD) optimization; the distortions
of the unoccupied pixels are not emphasized. The coding
mechanisms are proposed for occupied and unoccupied par-
titions. A padding algorithm has been proposed using the
occupancy image information [10]. The groups that should be
occupied are padded with real point cloud pixels considering
the smoothness of the block. However, the groups that should
not be occupied are padded with the residue to minimize the
bit cost. The above studies used occupancy information to
improve the RD performance.

As discussed, the core coding module in V-PCC is HEVC,
which is very efficient in terms of rate-distortion perfor-
mance, but it is very time-consuming. Many existing works
had discussed the fast coding methods for HEVC. For exam-
ple, works on HEVC fast coding [11], [12] use convolu-
tional neural network for INTRA prediction. In the proposed
work, we focus to exploit the information from/ related to
the V-PCC overall system that can help reduce the HEVC
coding complexity while still maintaining or even slightly
increasing the rate-distortion performance; pure stand-
alone HEVC fast methods such as [11], [12] are not con-
sidered and not compared in our context, to isolate the
research directions and results. The most relevant existing
work for fast HEVC method in V-PCC is the state-of-the-art
work [13], which utilizes different conditions of occupancy
map to design a fast CU decision method and a fast mode
decision method; this work [13] will be compared with our
work in the experimental section.

In our work, we develop a fast coding system with HEVC
forV-PCC, as shown in Fig. 1.Comparedwith [13], the nov-
elties of the proposed method are as follows:

1) The occupancy image in V-PCC is used to generate
a blocky occupancy flag (BOF_N), indicating the
occupied pixels ‘‘on a block basis,’’ to be aligned
with the subsequent block-based encoder HEVC.

2) The BOF_N is used to develop a fast CU algorithm
FastCU_N, which terminates the recursive CU par-
tition early when the collocated block in the BOF_N
are all 0-valued pixels (unoccupied CU).

3) The 3D spatial information and the 2D spatial infor-
mation of each block are used to further evaluate
the CU content homogeneity for early termination
in a fully-occupied CU or a partially-occupied CU,
respectively.

4) A modified rate-distortion optimization is pro-
posed with optimal re-weighting for different color
domains, and the consideration of picture order
count (POC) hierarchy in V-PCC.

5) A pixel modification method Null_N for the HEVC
input is also proposed to zero out the block corre-
sponding to 0-valued pixels in a BOF_N, to prevent
the wastage of the resources (coding time and
bitrates) in the HEVC.

6) Compared against the most relevant state-of-the-
art work [13], the proposed system can reduce the
coding time by up to 7.84%, with the improvement
in BDBR by up to 2.31% (and very slight loss by
only up to 0.38%) under two datasets.

The remainder of the paper is organized as follows: in
Section 2, the BOF based on the occupancy image is
designed. A fast CU algorithm in HEVC for the V-PCC
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standard is proposed based on the BOF in Section 3.
Section 4 introduces how 3D and 2D spatial information are
used for fast CU method. A modified rate-distortion opti-
mization is designed in Section 5. In Section 6, the BOF is
used to design a pixel modification algorithm for the HEVC
input. Section 7 presents the experimental results. Finally,
Section 8 concludes the paper.

II. MOTIVATION AND GENERATION OF BLOCKY
OCCUPANCY FLAG
In the coding procedure of V-PCC, a point cloud is first pro-
jected to six planes in a cube. The projections are patches [4]
to be allocated in a 2D image, called attribute image as
in Fig. 2 (b). The corresponding depth information is a geo-
metric image [6] as in Fig. 2 (a), and the corresponding
occupancy image is shown in Fig. 2 (c).

FIGURE 2. (a) Geometry image, (b) attribute image, and (c) occupancy
image from left to right.

Then, the unoccupied locations in the attribute and geom-
etry images are padded to reduce the high-frequency part of
the image for later video coding. Figure 3 shows an example
of the attribute image. There are push–pull [4] and Harmonic
background fillings [4] for padding in TMC2 [5]. The padded
image is then input into the HEVC encoder.

FIGURE 3. (a) Left: unpadded and(b) right: padded attribute images.

Based on the point cloud reconstruction procedure,
we understand that only 1-occupied pixels are used for
reconstruction. Because the video coder (such as HEVC)
is block-based, only the block with 1-occupied pixels are
meaningful; the block full of unoccupied (padded) pixels
does not contribute to the point cloud reconstruction.
Therefore, one motivation of the proposed algorithm is to
identify suitable unoccupied blocks and design different
mechanisms in the V-PCC system for coding performance
improvement.

We first perform square N × N partitions on the original
occupancy image, as shown in the top-left portion in Fig. 4;
N = 64 for example. For each N × N block, if there is at
least one 1-occupied pixel in the block, pixels at the same
block location in another flag image are all set to be 1, and
0 otherwise. This flag image is defined asBOF_N, indicating
unoccupied blocks. Figure 5 shows the BOF with different
N s. Notably, the 0-pixel-blocks in BOF_i are also 0s in BOF_j
when j < i. The BOF_N of N ∈ {64, 32, 16, 8} show the
coarse-to-fine indication of occupancy on a block basis.

FIGURE 4. Generation of blocky occupancy flag with N = 64.

The BOF information is used to improve the coding per-
formance in the following Section 3 and Section 6. Notably,
N ∈ {64, 32, 16, 8} for different coarse-to-fine blocky
effects is to match and align with the possible CU blocks
in the subsequent 2D video encoder. Moreover, the BOF
is only for the reference of our algorithm in the encoder;
the BOFs are neither to replace/modify the original occu-
pancy image nor to be saved in the bitstream.

III. FAST CU ENCODING ALGORITHM IN HEVC USING
BOF FOR UNOCCUPIED CU
In V-PCC, the padded images are coded using HEVC.
The operation of HEVC determining the optimal CU par-
tition is computationally complex because of the quadtree
search. Based on the discussion, the unoccupied CU blocks
(indicated by the BOF) do not contribute to point cloud
reconstruction. Thus, they do not need to be coded with good
quality; this is where we can save coding complexity.

The CU exhaustive search in HEVC starts by performing
a prediction (INTER/INTRA) for the current 64 × 64 block
(LCU, largest CU) at depth 0. Smaller partitions are recur-
sively tested for prediction to the size as small as 8 × 8 at
depth 3 (Fig. 6). The best combination of partitions is that
with optimal RD cost.
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FIGURE 5. (a) BOF_64, (b) BOF_32, (c) BOF_16 and (d) BOF_8, in raster
order.

FIGURE 6. Exhaustive CU search at different depths in HEVC.

A deeper CU search aims for better and detailed motion
matches to improve the encoded image quality with extra
search time. Since the unoccupied CU blocks (indicated by
the BOF) are not used in the point cloud reconstruction,
they are allowed to have lower coded-pixel quality; the
complexity to go deeper for those blocks is a wastage.

For example, Fig. 7(a) shows the partition result for
exhaustive CU search. For three unoccupied 64 × 64 blocks,
the original exhaustive CU search not only performs full
searches for them, causing unnecessary complexity cost, but
also results in depth 1 (32 × 32), introducing unnecessary
bitrate costs. Based on just looking at the occupancy map,
those 64 × 64 blocks could stop very early at depth 0.

Therefore, we use the proposed BOF_N as a reference for
the proposed CU partition algorithm to work. The idea is that

FIGURE 7. CU partition results of (a) original exhaustive CU search and
(b) FastCU_64. The windows with black-and-white pixels in (a) and (b) are
the original occupancy image and the BOF_64 of the same spatial
location, respectively. Yellow windows (target area) are of the same
spatial locations. The blocks with circled numbers in (b) are desired
effects of the proposed work.

for the unoccupied blocks in BOF_N, their collocated blocks
in the attribute (or geometry) image are coded at CU depth as
small (shallow) as possible, achieving an early termination.
Note that we use the proposed BOF_N as opposed to the
original occupancy image for the CU decision algorithm
because the BOF_N is block-based to be better aligned with
the block-based video coder HEVC.

For the effects of different N s for BOF_N, if we
use BOF_64 (Fig. 5(a)) as a reference, the unoccupied
64 × 64 blocks (in attribute and geometry images) can
be early-terminated at CU depth 0 without going deeper.
If BOF_32 (Fig. 5(b)) is used, which produces addi-
tional 32 × 32 unoccupied blocks, those blocks can be
early-terminated at CU depth 1. If BOF_16 (Fig. 5(c))
is used, additional unoccupied 16 × 16 blocks exist and
are early-terminated at CU depth 2. 8 × 8 is the small-
est block size for CU and no need for early termi-
nation. The optimization problem of the proposed fast
CU algorithm is to achieve the desired result : For
the (aligned) unoccupied blocks, the depths of early-
terminated (attribute/geometry) blocks should be as
small (shallow) as possible to save the maximal amount
of time.

The desired result is shown in Table 1. The algorithm using
a particular BOF_N should have 64× 64 unoccupied blocks
early-terminated, followed by 32 × 32 unoccupied blocks
being early-terminated; the procedure continues along the
priorities in Table 1 to N × N unoccupied blocks. Therefore,
if BOF_Nwith smaller N is used, the resulting algorithm can
determine extra smaller unoccupied blocks to early terminate
for more time saving.

To achieve the desired result in Table 1, we propose the
following fast CU search algorithmprocedure. For a given
reference BOF_N, when the CU search algorithm is done
performing INTRA/INTER prediction at a specific depth
of Q × Q:

1) If the Q × Q pixel values in the same spatial loca-
tions in the BOF_N are all 0s, deeper depths are not
required. Thus, we do not need to use extra efforts
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TABLE 1. Priority of the early termination category of the unoccupied
blocks.

FIGURE 8. The flow diagram of proposed FastCU_N.

(time complexity) for all-0-pixel blocks in BOF to
encode its detail because this block is not used by
the point cloud reconstruction.

2) If the Q × Q pixel values in the same spatial loca-
tions in the BOF_N are NOT all 0s, the search is
required in the next deeper depth.

We denote the proposed fast CU algorithm that uses
BOF_N as FastCU_N. Figure 8 shows the flow diagram of
the FastCU_N.

Figure 7 (b) illustrates an example resulting partition of
the proposed FastCU_64. Since theBOF_64 has unoccupied
64 × 64 blocks in circled 1, 2 and 3, the attribute blocks of
the same locations are staying at depth 0 and are prohibited

FIGURE 9. CU partition results of (a) FastCU_64 and (b) FastCU_32. The
windows with black-and-white pixels in (a) and (b) are the BOF_64 and
the BOF_32 of the same spatial location, respectively. Yellow windows
(target area) are of the same spatial locations. The blocks with circled
number in (b) are desired effects of the proposed work.

to go deeper, to save more time, compared with Fig. 7 (a) of
the same locations.

Another example is illustrated in Fig. 9. Compared with
FastCU_64, due to more smaller unoccupied blocks in
BOF_32, FastCU_32 can early-terminate for more smaller
CUs such as blocks circled 1∼5, that go unnecessarily deeper
in FastCU_64. Therefore, FastCU_32 can save more time
than FastCU_64 can.

IV. FAST CU ENCODING ALGORITHM IN HEVC USING
2D&3D INFORMATION FOR OCCUPIED CU
In previous section, a fast CU method FastCU_N for unoc-
cupied blocks using BOF_N is proposed. In this section, fast
CU methods for fully-occupied CU and partially-occupied
CU are designed, using 3D and 2D information with the
geometry map, respectively.

A. 3D INFORMATION FOR FULLY-OCCUPIED CU
In V-PCC, a crucial part is the 2D-3D transformation of
coordination of each patch in the encoder and the decoder,
to transform the pixel locations between 3D point clouds and
the 2D images. Based on the standard documents [4] and the
source code [5], we can compute the 3D location of each
2D pixel using its 2D location (x2D, y2D), the geometry pixel
valueG (x2D, y2D), and various parameters, which are shown
in Fig. 10 (created based on the standard documents [4]). The
computation formula is as follows:

x3D = (x2D − Patch2dPosX × bpr)+ Patch3dPosX
y3D = (y2D − Patch2dPosY × bpr)+ Patch3dPosY
z3D = Patch3dPosMinZ+ G (x2D, y2D)

(1)

where bpr (block resolution) is 16, and other parameters are
illustrated in Fig. 10.

This generation of 3D location of each 2D pixel can be
used whenwe perform 2DHEVC compression: it will help us
understand the 3D location information of the patches/objects
in a block in the 2D image frame we are going to compress.

We use this information to determine whether the
patches/objects in a CU have large variation in 3D spatial
locations. If they do, the CU might need finer CU partition
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FIGURE 10. Transformation between 2D and 3D [4].

to fully record the information. Otherwise, if they are close
in 3D locations, the finer CU partition is not necessary,
achieving fast coding.

To be able to execute the idea, the current CU must be
fully-occupied (to have geometry valueG (x2D, y2D) for each
pixel). For an N × N 2D CU block, the 3D locations of
all its pixels can be computed based on eq. (1), to obtain
(x i3D, y

i
3D, z

i
3D), i = 1 ∼ N 2. The 3D location variances for

each direction of x, y and z can be derived as:

varx =
1
N 2

N 2∑
i=1

(x i3D − µx3D )
2

vary =
1
N 2

N 2∑
i=1

(yi3D − µy3D )
2

varz =
1
N 2

N 2∑
i=1

(zi3D − µz3D )
2

(2)

where µ indicates the average operation. We measure the
average of them to have:

var3D =
varx + vary + varz

3
(3)

Based on the design logic, when this 3D variance var3D
is small enough (var3D < TH3D), the HEVC does not need
to perform finer CU partition (to save encoding time) due to
the homogeneity of the 3D locations of the CU pixels. The
optimal threshold TH3D will be derived in the experimental
section using 3D point cloud measurements.

B. 2D INFORMATION FOR PARTIALLY-OCCUPIED CU
The method in the subsection A can only be applied on the
CU that is fully occupied since the geometry pixel values
G (x2D, y2D) of all the pixels are required. For the CU that
is partially occupied, we introduce the following method.

For the CU that is partially-occupied, the un-occupied part
will be padded (as discussed previously) with estimation,
which are not suitable to be used for the process in subsection
A due to estimation error propagation. Therefore, the use of
this estimation stays within 2D domain.

For a 2D partially-occupied N × N CU block, after
padding, the geometry values including the estimations can
be defined as G̃

(
x i2D, y

j
2D

)
for i = 1 ∼ N , j = 1 ∼ N . The

2D geometry variance of this block can be computed as:

var2D =
1
N 2

N∑
i=1

N∑
j=1

(
G̃
(
x i2D, y

j
2D

)
− µG̃

)2
(4)

Similarly, when var2D of the current CU is small enough
(var2D < TH2D), it means the depths of the objects in this CU
are similar. Therefore, it is not required to perform finer CU
partition. Again, the optimal threshold TH2D will be found in
the experimental section using 3D point cloudmeasurements.

V. MODIFIED RATE-DISTORTION OPTIMIZATION
Rate-distortion optimization is used in HEVC to help make
decision and find out the best prediction candidate, consid-
ering a weighted sum J of the distortion D and the possibly
consumed bits R of a particular testing decision/candidate:

J = D+ λR (5)

where λ is the Lagrange multiplier, which varies from QPs
and other factors. The decision/candidate with the minimum
J is considered to be the optimal decision/candidate.

When compressing luma Y layer, the weighted sum J is
represented as:

JY = DY + λYRY (6)

And when compressing chroma U and V layers:

JUV = DUV + λUVRUV (7)

In the proposed work, we aim to adjust the weighting
by the proposed parameters PY and PUV for JY and JUV,
respectively:{

JY = DY + PY�λYRY

JUV = DUV + PUV�λUVRUV
(8)

For each 3D point cloud frame, V-PCC will generate two
attribute frames: far layer frame and near layer frame [4],
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as shown in Fig. 11. Near layer frame, recorded at even POC,
is first produced to store points with lowest depth. And far
layer frame, recorded at odd POC, is then produced for points
with highest depths [4].

FIGURE 11. Example of layer projection structure and POC [4].

Since both layer frames are similar, and the near layer
frame acts as the reference frame for the far layer frame,
our modification of rate-distortion optimization only applies
on the near layer frame since it is more important. That is,
eq. (8) is only applied for even POC in the HEVC system. The
optimal parameters PY and PUV in eq. (8) will be found in the
experimental section using 3D point cloud measurements.

VI. NULLING ALGORITHM FOR INPUT IMAGE USING BOF
In Section 3, BOF is used for developing fast CU decision
algorithm to reduce the coding time. In this section, BOF is
to be used to modify the input image to the HEVC algorithm,
to reduce the input information and possibly achieve lower
bitrate and complexity. Note that this idea is implemented
after the padding, for lower complexity and more compati-
bility to the standard pipeline.

As discussed, BOF identifies the blocks that contain no
original occupancy pixel. For the input image (Fig. 3(b)) to
HEVC, the padded pixels in those blocks are not helping the
reconstruction of the point cloud, and are just wasting coding
complexity and coded bits. Therefore, we aim to null out
(make black) those pixels, on a block basis, giving HEVC
some idea to not encode them with much resources. To this
end, as in Fig. 12, the padded image in (Fig. 12(a)) is point-
by-point multiplied with BOF_N (Fig. 10(b)), resulting in a
blocky image (Fig. 12 (c)). This blocky image is then input to
the HEVC for encoding. We denote this method as Null_N.

FIGURE 12. Illustration of Null_N method where N = 64 in this example.

By this procedure, we force the 1-occupied pixels to be
in some hypothetical blocks, and the padded pixels in those

blocks are kept and useful to reduce the high frequency of
those blocks for better coding efficiency. But for the rest of
the blocks that do not contain any 1-occupied pixels, they are
nulled out (made black) to save the corresponding coding
complexity in the video coder and the coded bits.

Figure 13 shows decoded images when the encoder acti-
vates Null_N. As can be seen, as the N becomes smaller, it
approaches to unpadded image (as Fig. 3(a)). Therefore, the
bit saving performance can start to be worse at a certain point,
as the N becomes smaller. We will discuss the experiment
results for Null_N with different N s.

FIGURE 13. Decoded images (displayed with coded partition information)
with Null_N activated in encoder with N = 64, 32, 16 and 8, displayed in
raster order.

VII. EXPERIMENTAL RESULTS
In this section, we discuss the test conditions, optimal param-
eter selections for different methods, and experimental results
of the proposed works against anchor and the state-of-the-art
work [13] with fast coding method for V-PCC.

A. TEST CONDITIONS
The V-PCC reference anchor we used is V-PCC TMC2 [5]
with HEVC HM-16.20+SCM-8.8 [14]. The coding con-
figuration is Random Access. We follow the test condi-
tion described in [15]. The dynamic point clouds (DPC)
for the experiment are Class A (loot, redandblack, soldier,
queen), Class B (longdress), Class C (basketball_player,
dancer) [16], [17]. We also use Microsoft Voxelized Upper
Bodies dataset with andrew10, david10, phil10, ricardo10,
sarah10 in [18], [19]. The rates are from low (r1) to high (r5),
as defined in [15]. The number of coded DPC frames is 32 for
both datasets. The padding algorithm is smooth pushpull.
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The Bjøntegaard delta bit rates (BDBR) of various aspects
of the reconstructed DPC, by a modified method against the
anchor, are computed by [15]. The BDBR (%) is the average
increase (positive number) or decrease (negative number) bits
in percentage to reconstruct point clouds of the same quality;
this number is the lower the better. GeomRate is computed by
Geometry PSNR and Geometry bitrate. AttrRate is computed
by Attribute PSNR and Attribute bitrate. TotalRate consid-
ers the PSNR of both Attribute and Geometry against total
bitrate. D1 is for point-to-point computation, whereas D2 is
for plane-to-plane computation. For the complexity measure-
ment, we emphasize the encoder child time (%, the percent-
age of running time by the modified method over that by the
anchor) for video codec (HEVC), computed by [15]. Above
measurements are against the V-PCC reference anchor.

In the following subsections B∼E, DPC dataset is used
to analyze and find the optimal parameters for different
proposed methods. And in subsection F where the overall
proposed system is compared with the anchor and the state-
of-the-art work [13], in addition to DPC dataset, we also test
on Microsoft Voxelized Upper Bodies dataset, to validate the
effectiveness of the proposed works and the parameters in
different datasets.

We also note that in the following subsections B∼E
to select optimal parameters for a specific sub-proposed
method, the other sub-proposed methods are not activated,
to isolate the effects.

B. OPTIMAL N FOR FASTCU_N
Table 2 shows the experiment results of average BDBR and
encoder child time of the proposed FastCU_N (proposed in
Section 3) against the V-PCC reference anchor for different
N , N = 64, 32 and 16. Each entry is the average performance
over all tested DPCs. As shown in the table, the encoder
child time decreases as N decreases. This means that as
we allow smaller N to consider more unoccupied blocks to
early terminate, less encoding time can be achieved (can be
from 66.73% to as low as 57.69%). And for the BD perfor-
mance, there are some minor degradations (0.1%) in some
cases, but also some improvements (−0.1%∼−1.1%) in other
cases.FastCU_16 achieves significantly lower encoding time
57.69%, and BD rates do not change significantly. Therefore,
we choose N = 16 for FastCU_N.

TABLE 2. Average BD and encoder child time for FastCU_N in different
Ns. Shaded number is negative, bold number is positive.

C. OPTIMAL VARIANCE THRESHOLD {TH3D, TH2D}

In Section 4, we propose to use 3D and 2D spatial information
of the pixels in a CU to design a fast encoding method for

fully-occupied and partially occupied CU blocks with thresh-
old TH3D and TH2D, respectively. As stated, this 3D/2D
information originated from the geometry map information,
therefore here we focus on the geometry map. In this sub
section, we aim to find a pair of thresholds {TH3D, TH2D}
that makes the CU encoding time reduction large (this method
is about fast coding), and make the resulting BDBR small.
Therefore, we use a measurement TS/BDBR from [20], [21],
where

TS =
Timeanchor − Timeproposed

Timeanchor
(9)

and BDBR = GeomRate.D1 is used. That is, an optimal
pair of thresholds {TH3D, TH2D} is to be found to maxi-
mize TS/BDBR. To obtain it, we use different TH3D and
TH2D from 5 to 25 in the increment of 5, for the method in
Section 4 for different runs of encoding. The results of dif-
ferent runs are used to compute TS/BDBR. The TS/BDBR
against different {TH3D, TH2D} are plotted in Fig. 14. As can
be seen, the maximum values of TS/BDBR occurs at about
{TH3D, TH2D}= {20, 10}; these values are to be used as our
optimal thresholds for our method in Section 4.

FIGURE 14. TS/BDBR against {TH3D, TH2D}.

D. OPTIMAL RE-WEIGHTING PARAMETER {PY ,PUV }

In Section 5, a modified rate-distortion optimization is pro-
posed using reweighting factors PY and PUV, for luma and
chroma components, respectively. It is our purpose to find a
pair of PY and PUV that can minimize the resulting BDBR
considering all the luma Y, chroma Cb (U) and Cr (V)
domains. Therefore, we use a combined metric BDBRYUV
from [22] to properly weight the BDBR from three different
layers:

BDBRYUV =
1
8
(6× AttrRate.Luma

+AttrRate.Cb+ AttrRate.Cr) (10)

Thus, optimal parameters PY and PUV in our experiment
is the pair that minimize BDBRYUV . We range PY from 0.7
to 1.3 with increment 0.1, and PUV from 0.8 to 1.1 with
increment 0.1. The results of the coding runs with different

139116 VOLUME 9, 2021



T.-L. Lin et al.: Efficient Quadtree Search for HEVC Coding Units for V-PCC

FIGURE 15. BDBRYUV against PY and PUV.

TABLE 3. Average BD and encoder child time for NULL_N in different Ns.
Shaded number is negative, bold number is positive.

combinations of PY and PUV are used to compute BDBRYUV ,
and the results are illustrated in Fig. 15. As can be seen,
the minimum value of BDBRYUV can be found approximately
at {PY,PUV} = {1.0, 0.9}, which are to be used in our method
in Section 5.

E. OPTIMAL N FOR NULL_N
Table 3 shows the experiment results of average BDBR and
encoder child time of the proposed Null_N (proposed in
Section 6) on attribute image against the V-PCC reference
anchor in different N , N = 64, 32, 16 and 8. Each entry is
the average performance over all tested DPCs. The bitrate
decreases in all entries in a row only occur forN= 64. For
other smaller Ns, there are several increases. This may due
to the fact that for smaller N , some small occupied blocks
can be coded along with black pixels in a CU, introducing
high frequency and thus bitrate increase. Also, for smaller N ,
some small occupied blocks are coded on its own as a CU; this

increases the number of CUs and thus coding overheads. The
reason Null_64 works is for N = 64, pixels are more likely
to be coded without black pixels, and the coded blocks tend
to be larger. Therefore, we choose N = 64 for the Null_N
method. Note that this nulling method is only for attribute
image since the improvement of nulling on geometry image
is insignificant.

F. PERFORMANCE COMPARISON WITH [13]
In this subsection, we compare the overall proposed work
against the state-of-the-art work [13] of fast encoding in
V-PCC (implemented in the same versions of HEVC and
V-PCC as ours), which includes a fast CU decision method
and a fast mode decisionmethod. For fair comparison, the fast
mode decision method is also used in the proposed work.
The comparisons are made for two different datasets: DPC
and Microsoft Voxelized Upper Bodies dataset. In the fol-
lowing tables, self time (%) [15] is reported, but it is for
TMC2 time, and not for codec (in which our modification
takes places) time. Therefore, its changes are very minor and
not of our emphasis. For the main concern of the complexity
of codec, we emphasize on child time (%). The BDBRYUV in
eq. (10) is also used in the following tables for the discussion
purpose.

For DPC dataset, the numbers in Table 4 are computed
based on the proposed work against the V-PCC reference
anchor, whereas those in Table 5 are based on the state-of-
the art work [13] against the V-PCC reference anchor. Note
again that the BDBR and the child encode time is the lower
the better. For GeomRate, on average we slightly lose [13] by
about 0.26% and 0.38% for D1 and D2. However, for the rest
of the BDBR performances on average, we outperform [13]
largely by 2.31% in BDBRYUV for AttrRate(Luma, Cb, Cr),
by 0.38% and 0.39% for TotalRate D1 and D2, by 1.25%
in BDBRYUV for TotalRate(Luma, Cb, Cr). For time sav-
ing comparison (child), on average, we outperform [13]
by 7.84%.

For the comparison in another dataset Microsoft Voxelized
Upper Bodies, Table 6 shows the results of the proposed
work, and Table 7 shows that of the work in [13]. Simi-
larly, we lose slightly by 0.31% and 0.18% in GeomRate for

TABLE 4. BDBR and running time for proposed method with DPC [16], [17] Dataset.
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TABLE 5. BDBR and running time for [13] with DPC [16], [17] dataset.

TABLE 6. BDBR and running time for proposed method with microsoft voxelized upper bodies [19] dataset.

FIGURE 16. RD curve comparisons of Dancer, among anchor, Our Method, and [13]. For (a) geometry, (b) attribute-Luma, (c) attribute-Cb, and (d)
attribute-Cr.

D1 and D2. We also lose slightly by 0.17% in TotalRate D1.
But for other BDBR results, we outperform [13] largely by
1.59% in BDBRYUV for AttrRate(Luma, Cb, Cr), by 0.69%

in BDBRYUV for TotalRate(Luma, Cb, Cr), by 0.08% for
TotalRate D2. In the aspect of time saving, we perform better
than [13] by 6.85%.Above results show that we have better
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FIGURE 17. RD curve comparisons of phil10, among anchor, Our Method, and [13]. For (a) geometry, (b) attribute-Luma, (c) attribute-Cb, and (d)
attribute-Cr.

FIGURE 18. Visual comparisons of the reconstruction results (Sequence Dancer, R5, frame 32) by
(a) anchor, (b) Proposed method, and (c) [13].

performances than [13] in BDBR and in time saving for
different datasets.

On RD curve comparisons, we plot for (a) Geometry
(D1-PSNR), (b) Luma-PSNR, (c) Cb-PSNR, and
(d) Cr-PSNR using anchor, our method, and [13], for Dancer
and phil10 in Fig. 16 and 17, respectively. As can be seen for
both figures, the RD curves for Geometry differ very little.
And for the performance of Luma, Cb and Cr, we are almost

always better than the anchor and [13], on average, as shown
in Table 4∼7, and observed in Fig. 16 and 17. Again, we
have to note that the proposed method mainly focuses
on complexity reduction, as the state-of-the-art [13] does,
as opposed to greatly improving the RD performances.

On visual comparison, the reconstructed point clouds by
anchor, our method, and [13] are shown in Fig. 18 and Fig. 19
for Dancer and ricardo10, respectively. As demonstrated,
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TABLE 7. BDBR and running time for [13] with microsoft voxelized upper bodies [19] dataset.

FIGURE 19. Visual comparisons of the reconstruction results (Sequence ricardo10, R5, frame 31) by (a) anchor, (b) Proposed
method, (c) and [13].

the proposed methods can generate the reconstructed point
clouds with almost the same quality as the anchor does.

VIII. CONCLUSION
In this paper, we proposed a fast algorithm for HEVC used
for V-PCC coder. First, the blocky occupancy flag of size N
(BOF_N) is generated using the occupancy image produced
by the V-PCC. Based on the BOF_N, a fast CU decision
method FastCU_N that modifies the HEVC is developed for
attribute and geometry images. Second, 3D and 2D informa-
tion are used for fast CU decision using geometry images.
Third, a modified rate-distortion optimization is designed
for different color components. Forth, a pixel modification
method Null_N on attribute images for the HEVC input is
proposed based on BOF_N. Compared with the state-of-the-
art method [13], we can improve the BDBR performances
by up to 2.31% (with slight loss by only up to 0.38%),
and improve the time saving performances by up to 7.84%,
considering two testing datasets. Our work on the combina-
tion of VVC (Versatile Video Coding) and V-PCC can be
investigated as future work.
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