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ABSTRACT Super passive optical network (Super-PON) is a next-generation Ethernet PON (NG-EPON)
candidate that is envisaged to provide high data rate and low latency. For NG-EPON, there are two types of
algorithms that manages bandwidth and wavelength scheduling, namely offline and online. The latter method
is more scalable and efficient than the former method. Several online algorithms exist that propose schemes
to manage wavelength and bandwidth scheduling. However, these algorithms lack in efficient wavelength
utilization and switching. In this work, we propose a novel online bin-packing based dynamic band-
width and wavelength allocation (DBWA) algorithm for Super-PON, namely updated best fit bin-packing
(UBF-BP). This algorithm limits the wavelength switching per cycle, and uses the modified version of best fit
bin-packing (BF-BP) technique for optimal wavelength allocation. Simulation results show that the proposed
DBWA algorithm has a low complexity and overcomes the inefficiencies of wavelength utilization and
switching. This results in lower network delay and higher channel utilization than the state-of-the-art DBWA.
Furthermore, to verify the correctness of the proposed algorithm, we propose an analytical model and validate

these simulation results with the analytical results.

INDEX TERMS Bin-packing, DBWA, delay analysis, NG-EPON, online algorithm, super-PON.

I. INTRODUCTION

With the increase in the subscribers of high defini-
tion multi-media applications, mobile backhauling and
content-rich cloud services, the access network data rate
requirement is increasing exponentially [1]. To cope with this
requirement, passive optical networks (PONs) are becoming
prominent solution owing to their high capacity and eco-
nomical nature [2], [3]. IEEE 802.3ca is developing PON
technologies that can fulfill future PON applications. These
technologies are known as next-generation Ethernet PON
(NG-EPON) [4]. NG-EPON is envisaged to operate at the
high data rates (minimum 10 Gbps), long network reach
(20-100 km), large split ratios (64-1024), and multiple wave-
lengths within the same PON [5]. As Super-PON is able to
provide all these envisaged promises, it is seen as the promi-
nent NG-EPON proposal [6], [7]. Additionally, Super-PON

The associate editor coordinating the review of this manuscript and
approving it for publication was Sukhdev Roy.

VOLUME 9, 2021

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

provides backward compatibility with the legacy PON:s,
i.e., it is capable of coexisting with the already existing opti-
cal distribution networks (ODN) [8]. This capability makes
Super-PON an economical solution.

In Super-PON, to allocate the transmission slot and wave-
length to an optical network unit (ONU), the optical line
terminal (OLT) transmits a control message called GATE.
Immediately after receiving the GATE message, the ONU
starts transmitting its Ethernet data packets that are followed
by a REPORT message. The REPORT message states the
current buffer occupancy. The use of guard band between
the GATE transmission for two consecutive ONUs prevents
data overlapping. Furthermore, in Super-PON there are mul-
tiple wavelengths, and a group of ONUs dynamically share
each wavelength. How these ONUs are grouped impacts net-
work performance. Furthermore, in the downstream direction
(i.e., from the OLT to ONUs), the OLT broadcasts the data
making it a collision-free transmission. However, in the
upstream direction (i.e., from the ONUs to OLT), the
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ONUs share the resources in a statistically multiplexed man-
ner making this transmission control more strenuous than the
downstream direction. Additionally, in a multi-wavelength
network, overutilization of a few wavelengths leads to larger
latency while underutilization results in an unbalanced use of
bandwidth [9]. Hence, it is significant to present a vigorous
scheme that effectively deals with bandwidth and wavelength
management.

The upstream bandwidth scheduling and wavelength
assignment algorithms are broadly of two types: offline
and online. In an offline algorithm, the OLT makes wave-
length assignment (and sometimes bandwidth scheduling)
decision after receiving the REPORT messages from all
ONUs [10], [11]. In an online algorithm, the OLT makes both
decisions (i.e., the decision of wavelength assignment and
bandwidth scheduling) jointly immediately after receiving
and processing the REPORT message from an ONU [12].
Although, considering the global REPORT messages in an
offline algorithm helps in taking fair scheduling decisions
and reduces the algorithm complexity, but the online algo-
rithms are efficient, scalable and have lower frame queuing
delay [12], [13].

Many online dynamic bandwidth and wavelength allo-
cation (DBWA) algorithms are already available in the lit-
erature that present strategies to manage both wavelength
and bandwidth in NG-EPON [12]-[20]. In [12], the authors
propose early finish time (EFT) and latest finish time (LFT)
that use the first available wavelength and latest finish time
wavelength respectively, for scheduling. The authors in [13]
propose a joint wavelength and time allocation algorithm that
uses an optimal switching of wavelengths with EFT. The
authors of [14] and [15] propose the use of a just-in-time
scheme along with Bayesian estimation and prediction based
bandwidth allocation. The authors of [16] employ an algo-
rithm that uses void filling in combination with EFT and
multi-thread polling. In [17], the authors suggest the mini-
mization of the number of voids that form due to scheduling
considering delay constraints. In [18], the authors propose the
first-fit DBWA algorithm where to obtain zero resequencing
delay, the earliest available wavelength channel is given to
an ONU. The authors in [19] propose an algorithm that
employs a genre of the online next-fit DBWA algorithm and
optimizes the wavelength and bandwidth scheduling accord-
ing to the prerequisite delay obligations of the operator.
In [20], the authors present an adaptive satisfaction with
inclination (ASWI) DBWA algorithm that uses an inclina-
tion coefficient which adjusts according to the changing net-
work load and provides differentiated service. However, these
algorithms suffer from complex predictions, longer delays,
inefficient wavelength utilization and switching, and resource
limitations (like a small number of users, small reach, etc.).

In this work, we propose a novel DBWA algorithm that
uses the updated best fit bin-packing (UBF-BP) technique for
allocating wavelengths dynamically. The best fit bin-packing
(BF-BP) technique is widely used to pack the objects of
different sizes into a finite number of containers or bins [21].
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In Super-PON, we use the updated version of this technique
to pack the ONUs demanding different size transmission
slots into a finite number of wavelengths. Furthermore, our
DBWA algorithm is an online algorithm (i.e., joint allocation
of wavelength and bandwidth).

The critical contributions of the proposed UBF-BP algo-
rithm are as follows:

1) To improve the wavelength utilization efficiency,
we propose the use of BF-BP based wavelength allo-
cation. The BF-BP algorithm suggests the optimal
wavelength that suits best to the ONU based on its
REPORT message.

2) To limit the network delay that increases due to free
wavelength switching, we impose the condition of opti-
mal wavelength switching [13]. This condition restricts
the number of times an ONU can switch in a cycle.
This restriction, in turn, reduces the tuning components
guard time resulting in reduced network delay.

3) To further reduce the wavelength switching, we con-
sider the available space on the current wavelength
of an ONU. If this space on current wavelength can
accommodate the ONU again, then there is no wave-
length change.

4) For fair bandwidth allocation, we use the limited sur-
plus (LS) grant sizing scheme. This scheme not only
restricts the maximum grant to an ONU but also pro-
vides a surplus grant in the case of large bandwidth
requirements.

5) To validate the performance of the UBF-BP algorithm,
we also propose an analytical delay model for it.

The structure of the rest of the paper is as follows.
Section II introduces Super-PON architecture that we con-
sider for this algorithm. In Section III, we present the pro-
posed online DBWA algorithm in detail. Next, in Section IV,
we discuss an analytical delay analysis of the proposed algo-
rithm. Section V covers the incisive discussion on the sim-
ulation and theoretical results, followed by the complexity
analysis of the proposed algorithm. Finally, we present the
concluding remarks in Section VI.

Il. SUPER-PON

The baseline stacked architecture of Super-PON system that
we contemplate for the proposed DWBA algorithm that
is IEEE MAC (media access control) compliant is shown
in Fig. 1. The architecture employs four pairs of wavelengths
for the upstream and downstream communication. This archi-
tecture is in a tree topology, with the central office (CO)
forming the root and the customer premises forming the
leaves. The root and the leaves are linked using an optical
distribution network (ODN).

This architecture is formed by stacking four 10G-EPONs
(10 Gigabit EPONs) using wavelength division multiplexing
(WDM). This stacking helps in increasing the split ratio in
a scenario where a single operator is present [22]. Addition-
ally, it can be used for unbundling in a scenario where only
one wavelength is given per operator [23]. In this manner,
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FIGURE 1. Super-PON architecture (Abbreviations in figure: PD - Photodiodes, AWG - Arrayed waveguide
grating, DFB - Distributed feedback laser, OA - Optical amplifiers, TF - Tunable optical filter).

stacking of 10G-EPONs not only induces the flexibility
but also allows statistical distribution of available spectrum.

Moreover, this architecture also reuses the power splitter Notation | Description
R ) Nse Number of switching per cycle

based legacy architectures that results in the backward com- T, Transmmission overheads
patibility and curtails the construction cost [24]. Nuw Number of available wavelengths

At the CO end, we use distributed feedback (DFB) Te Cycle time i

. . Trmaz Maximum cycle time
lasers to generate required wavelengths that are acting as T Toning &
T uning time

the downstream data sources. We use DFB lasers because N, Number of ONUs
they are part of NG-EPON standard [25], and unlike T; Time at which the OLT receives ;" REPORT message
vertical-cavity-surface-emitting lasers (VCSELSs), they do not Int Non-transition period
have reach limitations [26]. These lasers are multiplexed Lr Line rate per wavelength

. ) . P D, Data bits requested by 7% ONU
using WDM. Furthermore, for boosting the power budget and 5, Maximum space on a wavelength (in bits)
pre-amplifying the upstream signals, we use optical amplifier. Na Average number of ONUs per wavelength
The communication between the CO and customer premises fj” Eetl‘:’%r_ll‘,tloac}f PR
. . R . o robability of an 0 be
1s.thr0ugh ODN. The optl'cal fiber and power spllltter forrp R Maximum data rate of an ONU
this ODN. The power splitter broadcasts everything that it Non Number of active ONUs
receives from any of the connecting ends. Thus, the ONU in B Maximum buffer size at the ONU

: . : _ Ty Guard band
this Su.per PON architecture f:mploys a tunable burst mpde = RTT between the OLT and he ONT
transmitter and a tunable receiver. The use of a tunable filter . Switching probability
helps to tune in any of the pre-decided wavelengths. Further- Fr Fairness index

more, in Table 1, we summarize the relevant notations that we
consider in this paper.

Ill. PROPOSED DBWA ALGORITHM FOR SUPER-PON

The statistically uncertain traffic profile obligates the use of
an online transmission scheduling algorithm at the OLT. The
main objectives for designing an online algorithm are: low
network delay, high channel utilization, and low packet loss
rate. These objectives should also support the large number
of users (64-1024) and long network reach (20-100 km).
To fulfill these objectives, we propose an online DBWA
algorithm for Super-PON, named UBF-BP. The idea is to
take the ONU’s REPORT message as an input and apply
the modified (or updated) BF-BP algorithm for wavelength
allocation, and simultaneous and interleaved polling with
adaptive cycle time (SIPACT) for bandwidth scheduling.
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TABLE 1. Notations used in the paper.

A. BEST FIT BIN-PACKING

Bin-packing is an NP-hard optimization problem (the same
as wavelength allocation in Super-PON), which packs certain
finite items of a list into the distinct regions called bins
in such a manner that bins are efficiently utilized. As it is
difficult to find the exact solution for the NP-hard prob-
lem, the research on bin-packing is mainly focusing on the
performance of heuristics. One such solution is the best fit
bin-packing (BF-BP).

In the BF-BP algorithm, an item is placed in a partially
filled bin that is large enough to accommodate it and has
the smallest residual capacity. If there is no such bin that
satisfies this condition then a new bin is formed and the item
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is placed in that new bin [27]. The best fit algorithm keeps
the list of current bins sequenced according to their size, and
an item is placed in the current fullest bin that fits it [28].
In Super-PON, we propose the use of this algorithm to pack
the ONUs (or items) into the finite number of wavelengths
(or bins) efficiently. In this manner, the use of the BF-BP
algorithm in Super-PON improves its wavelength utilization
efficiency. However, our version of the BF-BP algorithm
differs from the original BF-BP algorithm in two ways. First,
in our case, the number of wavelengths is limited, while in
the original version, there are unlimited bins. Second, in our
case, an ONU can switch to another wavelength, while in the
original version, an item stays in the assigned bin forever.

B. THE UBF-BP ALGORITHM

The OLT uses our version of the BF-BP algorithm to assign
a wavelength to the ONU. This wavelength is either the same
as the current wavelength on which the ONU is or a new
wavelength. If it is a new wavelength, then the ONU takes
some time to tune (or switch) to this new wavelength. This
time is known as tuning time (denoted as 77, varies from
100 us to 2 ms depending upon the laser), and this time
adds up as the switching delay in the network. Therefore,
unrestricted wavelength switching results in large network
delay. In the BF-BP algorithm, there is no provision to limit
the wavelength switching. So, we update this algorithm by
limiting this switching and rename it as the UBF-BP algo-
rithm. We provide these limiting constraints below.

1) CONSTRAINTS ON WAVELENGTH SWITCHING

We impose this limitation in two ways. We first check for
optimal switching condition and if this condition is fulfilled,
then we check the available space on the current wavelength.
Both these conditions are discussed as follows:

o Optimal switching: As stated earlier, unlimited wave-
length switching increases the network delay. To restrict
the wavelength switching, we calculate the optimal num-
ber for which an ONU can switch to a new wavelength
per cycle. This switching number (Nj.) is given as [13]

Ny < ToNo x (%) ey
where T, denotes the overheads due to guard band and
control messages (i.e., REPORT and GATE), N,, is the
number of available wavelengths, T}, is the maximum
cycle time, and T, denotes the cycle time, i.e., the time
difference between two consecutive GATE messages to
an ONU. An ONU switches to a new wavelength only if
the following condition is fulfilled [13]

Tyt > NoT¢ /Ny )

where Tyr denotes the time epoch of an ONU on
the same wavelength (i.e., non-transition period), and
N, denotes the number of active ONUs. If this condition
for limiting the wavelength switching is true, then we
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check the second condition, i.e., the available space on
the current wavelength.

o Available space on the current wavelength: The OLT
knows the current wavelength on which the ONU is.
Taking advantage of this knowledge, it checks the cur-
rent available space on this wavelength. In our case,
the space (in bits) on wih wavelength for i REPORT
message (S,,,;) is given as

if NSC

_ ) Swi—1 + (Ti — Ti-1)Lg) — Dj 3)

Sw,i -
Sw,i—1 + ((T; — Ti—1)Lg), else

where Lg is the line rate of a wavelength, 7; is the
time at which the OLT receives i# REPORT message,
D; is the data bits requested by j™ ONU, and NSC
denotes the non-switching case, i.e., the case where the
ONU retains the same wavelength. This available space
changes with each REPORT message. It also changes
because multiple ONUs share a single wavelength and
request different bandwidths. Furthermore, the maxi-
mum space (in bits) on a wavelength when the OLT
receives i# REPORT message is given as

Si=Lgr xT; “)

In order to restrict the size of the array storing S;,
we reset S; to zero with every registration cycle
(a periodical process where the OLT registers and
locate the active ONUSs). Now, if the current available
space on the wavelength can handle the current band-
width request of the ONU, then we do not apply the
BF-BP algorithm and assign the same wavelength again
to the ONU. Assuming that w is the current wavelength
of jlh ONU, we introduce the following condition for this

Sw,i = Dj) and (S,,; —D; <25;) (5)

Using (5), we check two conditions. First, we check
whether the space (in bits) on the current wavelength
w can accommodate the ONU’s request or not. Second,
we check that after accommodating the ONU’s request,
the residual space on w wavelength is less than the
maximum residual space or not (given by 2S;). This
condition ensures that the wavelength has the minimum
residual space after accommodating the ONU.

2) WAVELENGTH SCHEDULING IN THE UBF-BP ALGORITHM
In this manner, we reduce the wavelength switching, which
results in a low network delay. Incorporating all the above
restrictions, Algorithm 1 summarizes the proposed UBF-BP
algorithm. Every time a REPORT message comes from an
ONU, the OLT performs the wavelength allocation using this
Algorithm 1 in the following manner:

o Assuming w as the current wavelength of the ONU,
we first initialize the space (in bits) on w wavelength
(Sw,i), the residual space (in bits) left on a wavelength
(my), and the index of the best suitable wavelength ()
(in line 1).
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o In line 2, we check whether the ONU can (or cannot)
switch to a new wavelength according to the optimal
switching condition (given by (2)).

o Line 3 works if the condition in line 2 is true. In line 3,
we check whether the current space (in bits) on the
current wavelength of the ONU can (or cannot) accom-
modate it again (given by (5)).

o Line 4 and 5 works if the condition in line 3 is true. This
means that the current space on the current wavelength
can accommodate the ONU. Hence, in line 4, we retain
the current wavelength (w) of the ONU and update the
space (in bits) on this wavelength in line 5.

e Line 6 to 15 works if the condition given by line 3
is false. In this part of the algorithm, we apply the
BF-BP algorithm to find the best suitable wavelength.
In line 8, we check whether the current space (in bits) on
k™ wavelength is large enough to support the data bits
requirement of j# ONU. The value of k varies from 1
to the value of N,, (see line 7). If this condition is true
for any k™ wavelength, then k” wavelength is the best
suitable wavelength (and is stored in variable b) for
j™ ONU (see line 9). Further, we update the residual
space (in bits) left (m;y) for every wavelength fulfilling
the condition (in line 10). In this manner, the output
of the BF-BP algorithm gives the wavelength (stored
in variable b) with the lowest residual space (ensured
using ) after accommodating j# ONU.

o Inline 13, we check whether the minimum space (in bits)
left (my) is less than its initial value (given in line 1).
If this condition is true, then it means that condition
given in line 8 is true for at least one of the wavelengths
(that is stored in variable b). So, we assign b™ wave-
length to j# ONU (in line 14) and update its available
space (in bits) in line 15.

o Line 16 to 19 works if the conditions in line 13 is false.
This means that none of the wavelengths can fulfill the
data bits requirement of j’h ONU. Hence, the BF-BP
algorithm is unable to provide any wavelength to this
ONU. In this case, we find the wavelength with the max-
imum available space (we denote this wavelength by m)
and place the ONU on this wavelength (see line 18).
We then update the space (in bits) on this wavelength
in line 19.

o Line 22 to 24 works if the condition in line 2 (optimal
switching condition) is false. This means that the time
for which the ONU is on the current wavelength is less
than the optimal switching time. Hence, we retain the
current wavelength w of the ONU (see line 23) and
update its available space (in bits) in line 24.

For further understanding of the proposed algorithm,
we represent it in the form of a flowchart (see Fig. 2). Assume
that in a Super-PON the OLT receives a REPORT message
from j’h ONU. It first initializes S, ;, b, k, and my. After
that, the OLT executes the UBF-BP algorithm for wavelength
allocation. For easy understanding, we divide the algorithm in
three cases (see Fig. 2).
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Algorithm 1 Online Updated Best Fit Bin-Packing
(UBF-BP)

1. Initialize Sw.i = Sw,i-1 + Lr x (T; — Ti—1)), msy = 28;,
andb =0

2.1f (TNT > NoTc/Nsc)

3. If[(Sw; = D)) And (S — Dj < my)]
4. Then place j ONU on w’}{ wavelength
5. And Sw,,' = SW,,‘ — Dj
6. Else
7. Fork =1toN,,
8. If (Sk’,' > Dj) And (Sk,,' — Dj < my)
9. Then b =k
10. And mg = Sk’,' — Dj
11. EndIf
12. End
13. If ms < S))
14. Then place j* ONU on b wavelength
15. And Sy ; = Sp; — Dj
16. Else
17. m = argmax S,
m
18. Place j ONU on m" wavelength
19. And Sm,i = Sm’,' — Dj
20. EndIf
21.  EndIf
22. Else
23. Retain current wavelength w
24. And SW’,' = dw,i — Dj
25. EndIf

Case I: We begin by checking the first condition for
restricting the wavelength switching, i.e., the optimal switch-
ing criteria given by (2). If this condition is false, then
case 2 and 3 do not execute, and we retain the current wave-
length. However, if this condition is true, then the algorithm
moves to case 2.

Case 2: In this case, we check the second condition for
restricting wavelength switching given by (5). If this con-
dition is true, then case 3 does not execute. It means that
the current wavelength can accommodate the ONU again,
and hence, we retain the current wavelength of the ONU.
However, if this condition is false, then the algorithm moves
to case 3.

Case 3: In this case, we execute the BF-BP algorithm to
find the best suitable wavelength for the ONU according to
its bandwidth requirement. The BF-BP algorithm searches
through all the available active wavelengths and selects the
wavelength with the smallest residual space (in bits) left after
accommodating the ONU (stored in variable b). If such a
wavelength is found, then we assign that wavelength ()
to the ONU. If we do not find such wavelength, then the
OLT selects the wavelength with the maximum available
space (denoted by m, in bits) and assign that wavelength to
the ONU.
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D,

|
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to j* ONU toj ONU

FIGURE 2. Flowchart of the proposed UBF-BP algorithm (w is the current wavelength of the ONU, and m is the wavelength with the

maximum available capacity).

3) BANDWIDTH SCHEDULING IN THE UBF-BP ALGORITHM
In this manner, we propose the use of the UBF-BP algorithm
for wavelength allocation at the OLT. Furthermore, for band-
width scheduling, we use SIPACT [29] at the OLT. In Fig. 3,
we show a typical SIPACT algorithm timing diagram. In this
figure, we assume four wavelengths (represented as Ap, A2,
A3, and A4) and j# ONU. The OLT transmits a GATE message
frame containing the allocated wavelength and transmission
slot (or grant size) to ;™" ONU. As soon as the ONU receives
this message, it starts transmitting its packets on the allocated
wavelength considering the allocated transmission slot size.
At the end of every transmission slot, the ONU transmits a
REPORT message that conveys its current buffer state. In the
next cycle, the OLT grants the transmission slot according to
this REPORT message.

C. GRANT SIZING SCHEMES

At the OLT, we obtain the size of the transmission slot using
one of the two grant sizing schemes, namely LS and gated.
These schemes are as discussed below.

a) LS grant sizing scheme: The motivation behind this
scheme is to induce fairness in bandwidth allocation. In the
limited grant sizing scheme, the OLT decides the ONU’s
transmission slot (or grant, G,) considering the upstream
traffic only. The grant G, (in bits), in this case, is given as

Gy = Min(Dj, Siax) (6)

139384

OLT \

44 g \
A Tx I P |R| L
2R G4, G
ONU; ; Ix = ,

Tx
A4 e

GATE frame [R|REPORT frame [P |ONU’s Packets

Allocated wavelength Grant

FIGURE 3. SIPACT algorithm timing diagram.

where Min() gives the minimum of the quantities within
braces, and S,y is the maximum transmission slot per cycle
(in bits). S, is calculated as

Timax X Ny X Lg

N, )

Smax =

Nevertheless, in the LS grant sizing scheme if the requested
transmission slot by an ONU is less than the maximum
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transmission slot, then the OLT keeps a surplus transmission
slot for that ONU. This surplus transmission slot (S1) is
calculated as

S = Smar — Dj @®)

Now, whenever this ONU requests a larger D; (> Spax)
due to bursty traffic, then the OLT grants this Sy in addition
to Syax- Grant G (in bits), in this case, is given as

G = Spax + S+ ©

b) Gated grant sizing scheme: In this scheme, the OLT does
not restrict the transmission slot of any ONU. The OLT grants
the transmission slot the same as the slot requested by the
ONU. Hence, grant G (in bits), in this case, is given as

G=D; (10)

In both the grant sizing schemes, the decision of trans-
mission slot size is dependent only on the upstream direc-
tion traffic, i.e., we neglect the downstream direction traffic
for this decision. This is because in the upstream direction,
ONUs share the resources while the downstream direction
traffic is collision free.

IV. DELAY ANALYSIS CONSIDERING PARETO
DISTRIBUTED SOURCES

In this section, we present a model that analyses the delay
behavior of the proposed algorithm. Additionally, to recreate
Internet traffic behavior, we use Pareto distributed bursty
sources [30], [31]. In these sources, there is a burst of packets
in the ON period (7,,). This ON period is trailed by an OFF
period (T ) where there is no packet generation. The proba-
bility distribution function for Pareto distribution is given as

apf®

PO = 5

x> p (11)

where « is the shape parameter, and 8 is the location param-
eter and is taken as the minimum value of x. Ty, and Top
periods of Pareto distributed sources are characterized by
distinct values of @ and B denoted as on, Bon and agpr, Bofr »
respectively.

A. DELAY MODEL FOR THE UBF-BP ALGORITHM

For this modeling, we first assume that NV, denotes the average
number of ONUs per wavelength and is given as
No

Ny

Furthermore, we also consider that p,, denotes the network

load! generated by the Pareto distributed traffic and is calcu-
lated as

Ng = (12)

_ PO”[NORDH _ NDHRDH
Pn="NoIz Iz

where P, is the probability of an ONU to be ON, R, is the

maximum data rate (in bits/sec) of an ONU, and N,, is the

(13)

IThe network load that is defined as the sum of offered load by all the
ONUs scaled by the ratio of the upstream and downstream line rate.
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number of active ONUs. Now, using (4), (13) can be updated
in the following manner.
. PonNoRonT; . NonRonT;
PETNS TS
We begin the analysis by first considering the non-switching
case, i.e., the case where the ONU remains on the same
wavelength as the previous cycle. In this case, at a low
network load, the cycle length is mainly governed by the
reach (defined by the round trip time (RTT)) of the PON.
However, at a high network load, the cycle length is depen-
dent on the network load. Hence, the average cycle length
for the non-switching case is calculated as the average of the
maximum of both low and high network load cases. However,
at very high network load, the maximum buffer size (B) at the
ONU limits the average cycle length. Therefore, the average
cycle length (T,,) is given as [30]

. N.T,
T = E|Max| Min| Max , A,
1- Pn

’7 S; —‘%>’NaPonBTi):| (15)
TiRon | Si Si

where E[.] is the expectation operator, Max(.) is the maxi-
mum operator that provides the maximum value among the
two quantities, [.] denotes the ceiling function, 7, is the guard
band time between the GATE generation of two ONUs, and
A is the RTT between an OLT and ONU. Now, this 7., can
be computed as follows

(14)

P(T)N,T,
T., :Max(Min(—li INaTy + (1= PUT))A,
— Pn

Si BT;\ NuP,.BT;
P(T; ), — 16
1 l)eriRon—‘ S; > S; ) (10

where P1(T;) is the probability that the cycle length is not
governed by RTT (at 7; time) and is given as

N.T,
P(T;) = Prob| p, > 1 — N (17)

Using (14), (17) can be modified as
S; N,T,
Pi(T)) = Prob(Non > = Lox (1 - g))

onli A
Ng N
= > ( a) P, (1 = Poy)Ve (18)
J=Nu(T:)

where Ny, (T;) is the number of ONUs after which the cycle
length switches to the non-RTT case (at 7; time) given as

S N,T,
Nm(m:h T-X<1_ Agﬂ (19)

Now, for the wavelength switching case analysis, we begin
with optimal switching condition (given by (2)), according to
which the ONU switches to a new wavelength at (or after)
Tyr time. At Ty, we check whether the current load of
the current wavelength of the ONU can accommodate it or
not. Let us assume that the maximum load (in bits/sec) per
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wavelength is kept below C,,. Therefore, considering the
available space (in bits) on the current wavelength (condition
given by (5)), the OLT assigns a new wavelength to the
ONU subject to the following condition

Dj > S (20)
Normalizing the above equation with respect to S; results
in
CnINT
S;

Now, the probability that this condition of wavelength
switching is fulfilled is given by

Pn > 21

(22)

Cn T,
P, =Pr0b<pn > = NT)

i

Using (14), (22) can be further modified as

C
P, = Pmb(NO,, > R-”’)

on

Na
N . .
~ Z <ja) P, x (1 — Pon)e™ (23)
J=N;
where N; is the number of ONUs that cross the threshold
for Gy, (i.e., the number of ONUs after which the switching
case activates) and it is given as

Cn
Ny = ’VR_O,,—‘ (24)

Furthermore, the need to switch to a new wavelength
is only fulfilled if any such wavelength is available. So,
the probability that the OLT finds another wavelength to
switch the ONU when the condition given by (21) is fulfilled
(considering n ONUs) can be calculated as

Py(n) = 1 — (Py(n))M~! (25)

In the above equation, P,(n) is defined as

Na
Py(n) = Z (AJ’a) Pén x (1= Po)"e ™ (26)
J=2N;—n+1

Considering this, the probability of switching to a new
wavelength with n ONUs is given as

Assuming that the switching of wavelength does not
exceed by one more than one ONU, the average cycle
length (T¢y), in this case, is evaluated using (28), as shown
at the bottom of the page.

This equation can be explained as the combination of two
cases. One case is the cycle length till N; ONUs, i.e., the
non-switching case and second case is the cycle length after
N; ONUs, i.e., the switching case. In (28), the first and second
term denotes the cycle length of the non-switching case, and
the third term denotes the cycle length when the switching
activates.

Furthermore, the average queuing delay for the gated
grant sizing scheme (Dggreq) can be approximately computed
as [30]

T.

Dgated ~ f + Tes

~ 1.5 x Tes (29)

where the first factor 7,/2 denotes the packets requesting
delay, and the second factor 7,y denotes the delay in receiving
a GATE message for the requested packets.

Additionally, the worst-case queueing delay (D) consid-
ering the gated grant sizing scheme is given as

Dwc ~ Dprw + Drew
~ 2T, (30)

where Dprw is the worst-case packet requesting delay, and
Drcw is the worst-case delay in receiving a GATE message
for the requested packets. In the worst-case scenario, Dpry =
Drow = T¢s. Approximately 94% of the user packets faces
the worst-case delay given by (30). However, the worst-case
delay or the maximum delay (D, ) that any user packet faces
at the highest load is given as

N,B
Donax & 2 % 2T, (31)

whR

The equation shows that the maximum queueing delay is
governed by the buffer size.

V. RESULTS AND DISCUSSIONS

In this section, we evaluate the performance of the proposed
online DBWA algorithm in terms of network delay, channel
utilization, and time complexity. We compare the perfor-
mance of the proposed DBWA algorithm with the perfor-
mance of a state-of-the-art algorithm, namely EFT-OS that

Py(n) = 0, ifn <N (27)  is discussed in the next subsection. Additionally, we briefly
‘ Pt x Py(n), otherwise discuss the OMNeT++ implementation of Super-PON.
N1 j i N
N\ Pon(1 — Pyp)Nai N\ »
Tes = (1= Pi(Tur) X A +NTg Y <ja> L A I
J=Nu(Tnr) 1 - T J=Ni
1
No(Tg + Ps(DTY) ,, . . NaTyg
x| — = Ps() + (1 = Py() —— 55— 28
( 1— NiRonTnr Y(]) ( Y(I))l _ JRonTNT 28)
Si Si
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A. EFT-0S (STATE-OF-THE-ART DBWA)

Many researchers have proposed the online algorithms to deal
with the problem of bandwidth utilization and wavelength
allocation in NG-EPON. One such algorithm is EFT-OS
that is proposed in [13]. In this algorithm, the authors pro-
posed the use of optimal switching at the OLT similar to
the technique considered in this work. However, in this
algorithm, the OLT always assigns a new wavelength after
every Tnr interval (where Tyr is given by (2)). The new
wavelength is a wavelength whose current grant cycle is
finishing earliest.

B. OMNeT++ IMPLEMENTATION OF SUPER-PON
OMNeT++ is a network simulator tool that makes any
network simulation much easier because of its extensive
network library support. The main modules for simulating
Super-PON in OMNeT++ are: OLT module, ONU module,
AWG module, power splitter module, and source module.
We multiplicate these modules according to our requirements
by forming an array of these modules that reuse the same
module multiple times. These modules are briefly discussed
below:

e The OLT module is a simple module that handles mul-
tiple complex tasks. We connect it to the AWG module
that transmits (and receives) its messages (or packets) to
the power splitter module, which broadcasts messages
to the ONU module. The main packets that we han-
dle at the OLT module are: GATE message, REPORT
message, and source packets. Using the ONU REPORT
message, we generate GATE messages for all ONUs at
the interval defined in the IPACT algorithm and allocate
wavelength to that ONU using the UBF-BP algorithm.
We distinguish the different wavelengths by the differ-
ent OLT ports assigned to them. Furthermore, we store
the incoming source packets in a queue (a predefined
package present in OMNeT+-+ library) until they are
transmitted to their defined destination.

e The ONU module is connected to the source module
and the power splitter module. It is a compound module
that consists of two submodules: a buffer module and
a basic ONU module. The buffer module stores the
incoming source packets using queue and transmits the
packets according to the grant assigned by the OLT. The
basic ONU module performs two operations. Firstly,
it checks whether the GATE message is meant for it or
not. Secondly, it checks the wavelength assigned to it.
The ONU module then transmits the source packets on
the wavelength assigned to it.

o The AWG and power splitter modules are simple con-
nection modules that perform the task of forwarding
messages from one connection to another.

o The source module is a simple module. We program it
to generate the bursty Pareto traffic at a regular interval
and a defined data rate.

Apart from these modules, OMNeT++ project consists of
a network descriptor file (known as NED file). In this NED
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file, we define other network parameters such as the line
rate of each wavelength, RTT between different ONUs and
the OLT, number of ports at each module, the port connec-
tions, and arrays defining the number of times a module is
reused.

C. PERFORMANCE ANALYSIS

Using OMNeT++ network simulator tool, we simulate a
Super-PON with 64 ONUs, and with the maximum ONU to
OLT distance of 25 km. We consider four wavelengths in
each direction with the upstream and downstream line rate
of 1 Gbps per wavelength (or 2.5 Gbps per wavelength), and
4 Gbps (or 10 Gbps per wavelength), respectively. Further-
more, we assume that the maximum data rate generated by
an ONU is 100 Mbps (or 200 Mbps), the ONU buffer is of
size 1 MB, the tuning time of an ONU is 1 ms (or 100 us),
a guard time of 1 us, and the maximum cycle time of 2 ms.
Traffic generation is the same as in [32]. The self-similar
Pareto traffic has the Hurst parameter of 0.8 and has vary-
ing packet sizes (64 to 1518 bytes) in the form of Ethernet
frames.

Furthermore, to evaluate the performance of the proposed
algorithm in the real-life scenario, we consider asymmetric
load conditions at various ONUs. For this, we reckon that
20% of the active ONUs (i.e., 16 ONUs out of 64 ONUs,
denoted as high load ONUs) generate 80% of the network
traffic and 80% of the active ONUs (i.e., 48 ONUs out
of 64 ONUs, denoted as low load ONUs) generate 20% of the
network traffic. For such a scenario, any fair algorithm should
allocate resources so that low- and high-load ONUs suffer
similar delays. To evaluate this fairness, we consider Jain’s
fairness index [33], according to which the fairness index (Fy)
is given as

M 2
F[ — (Zm=1 dm) (32)

MY dy
where M represents a different number of ONU groups, and
d,, represents the average delay value for the m™ group.
As we are considering two ONU groups (i.e., low load and
high load ONUs), the value of Fj varies from 0.5 to 1, where
1 denotes the fairest resource allocation by any algorithm, and
0.5 denotes the unfair resource allocation.

For a PON with the tuning time of 1 ms and 100 us,
the downstream line rate of 4 Gbps, the maximum ONU to
OLT distance of 25 km, and the maximum ONU data rate
of 100 Mbps, we compare the delay performance of proposed
the UBF-BP algorithm with the EFT-OS algorithm in Fig. 4.
From the figure, we observe a considerable improvement in
the performance in comparison with the state-of-the-art algo-
rithm (EFT-OS). For the LS, a fair grant sizing scheme, with
tuning time of 1 ms and at the network load of 1, the delay
is close to 120 ms while for the gated grant sizing scheme,
it is close to 81 ms. The delay further reduces for the tuning
time of 100 ws. Hence, the delay performance of the net-
work is significantly improved by restricting the wavelength
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FIGURE 4. Delay vs. network load for different tuning times (TT) with a
downstream line rate of 4 Gb/s, reach of 25 km, maximum ONU data rate
of 100 Mb/s and symmetric network load (simulation).

switching and doing appropriate wavelength assignment
using the UBF-BP algorithm.

The worst-case delay is the maximum queuing delay that
any ONU suffers at a particular network load, and it is another
important factor for the quality of service (QoS) analysis.
In Fig. 5, we present the change in the worst-case delay
with the network load for the proposed DBWA algorithm
(i.e., UBF-BP) and the state-of-the-art DBWA algorithm
(i.e., EFT-OS), considering the gated and LS grant siz-
ing schemes and different tuning times. This figure shows
the worst-case delay for the scenario considered in Fig. 4.
On comparing this figure with the results in Fig. 4, we can
see the close similarity between them. The worst-case delay
is close to the average delay for the proposed algorithm,
i.e., approximately 0.2% higher in the gated scheme and
approximately 0.4% higher in the LS scheme. In contrast,
the worst-case delay is approximately 6.3% higher than the
average delay for the state-of-the-art algorithm. The wave-
length switching restrictions and appropriate wavelength
assignment that is a part of the UBF-BP algorithm, results
in the close proximity of the worst-case delay and average
delay in its case. The similar values of d,, for the fairness
index calculation (using (32)) and this close proximity in the
graphs shows that the UBF-BP algorithm is fair as almost all
users suffer a similar delay.

In Fig. 6, we present the packet loss rate comparison
of the proposed UBF-BP algorithm with the state-of-the-art
EFT-0OS algorithm. As channel utilization can be easily cal-
culated from the packet loss rate (channel utilization =~
incoming traffic — packet loss rate), it is an important aspect
for the online algorithms. We can deduce from the fig-
ure that the packet loss rate of the proposed scheme
is notably lower than the state-of-the-art scheme. Hence,
the use of the UBF-BP algorithm improves channel utilization
for Super-PON.

In Fig. 7, we compare the simulation and theoretical
(shown using the dashed line and obtained using (29)) delay
performance of the proposed UBF-BP scheme considering
the gated grant sizing scheme. From the figure, we observe
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FIGURE 5. Worst-case delay vs. network load for different tuning
times (TT) with a downstream line rate of 4 Gb/s, reach of 25 km,
maximum ONU data rate of 100 Mb/s, and symmetric network load
(simulation).
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FIGURE 6. Packet loss rate vs. network load for different tuning times (TT)
with a downstream line rate of 4 Gb/s, reach of 25 km, maximum ONU
data rate of 100 Mb/s and symmetric network load (simulation).
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FIGURE 7. Theoretical and simulation case delay vs. network load for the
UBF-BP algorithm for different tuning times (TT) with a downstream line
rate of 4 Gb/s, reach of 25 km, maximum ONU data rate of 100 Mb/s and
symmetric network load.

that for both the tuning times (100 us and 1 ms), the simula-
tion and theoretical cases are similar. This shows the correct-
ness of the proposed UBF-BP algorithm.

To observe the delay performance of the proposed algo-
rithm at a higher channel downstream line rate (10 Gbps) and
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FIGURE 8. Delay vs. network load for the UBF-BP algorithm for different
tuning times (TT) with a downstream line rate of 10 Gb/s, reach of 25 km,
maximum ONU data rate of 200 Mb/s, and symmetric network load
(simulation).
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FIGURE 9. Packet loss rate vs. network load for the UBF-BP algorithm for
different tuning times (TT) with a downstream line rate of 10 Gb/s, reach
of 25 km, maximum ONU data rate of 200 Mb/s and symmetric network
load (simulation).

a higher ONU data rate (200 Mbps maximum), we present
Fig. 8. In the case of the LS grant sizing scheme, as the
network load approaches 1 (with the tuning time of 1 ms),
the average delay approaches 30 ms while in the case of the
gated grant sizing scheme the average delay is close to 18 ms.
Hence, with such an excellent delay performance, we can
say that the proposed algorithm can cope with the higher
data rates. Additionally, the nearness of the worst-case delay
(shown using dashed lines) with the average delay shows that
the proposed algorithm treats all users with equal fairness.
Furthermore, Fig. 9 presents the packet loss rate for this
Super-PON channel. From the figure, we observe that the
channel utilization is considerably high (greater than 93% for
the LS scheme and greater than 95% for the gated scheme)
even at the network load of 1.

In Fig. 10, we compare the delay values obtained from the
theoretical analysis (shown using the dashed line) and the
simulation considering a downstream line rate of 10 Gbps,
tuning time of 1 ms and 100 us, and the gated grant sizing
scheme. From the figure, we observe that the theoretical
values are similar to the simulation values. This similarity
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FIGURE 10. Theoretical and simulation case delay vs. network load for
the UBF-BP algorithm for different tuning times (TT) with a downstream
line rate of 10 Gb/s, reach 25 km, maximum ONU data rate of 200 Mb/s
considering the gated grant sizing scheme, and symmetric network
load.
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FIGURE 11. Theoretical and simulation case delay vs. network load for
the UBF-BP algorithm using the gated scheme and different reach (L) with

a downstream line rate of 10 Gb/s, tuning time of 1 ms, maximum ONU
data rate of 200 Mb/s, and symmetric network load.

validates the credibility of the proposed analytical model.
Furthermore, the worst-case delay is approximately 2.9%
higher than the average delay (in simulation). This infers that
the queuing delay is almost the same for all users. Note that
as the worst-case theoretical results (obtained using (30)) are
similar to the worst-case simulation results, we only show
the worst-case simulation delay in Fig. 10 and in Fig. 11,
avoiding figures becoming cluttered.

In Fig. 11, we show the impact of increasing the maximum
distance between the ONU and OLT (or reach) on the delay
performance of the Super-PON considering the gated grant
sizing approach. At the reach of 40 km and the network load
of 0.1, the average delay is close to 600 ws while for the reach
of 50 km, the average delay approaches 750 us. Similarly,
at the network load of 1 and reach of 40 km, the average delay
is close to 23 ms while for the reach of 50 km, the average
delay approaches 24 ms. Therefore, from this figure, we can
say that the proposed algorithm UBF-BP performs well, even
with the increased network reach. Furthermore, the sim-
ilarity between the theoretical (shown using the dashed
line) and simulated values shows the correctness of the
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FIGURE 12. Delay shown using vertical right axis and fairness index
shown using left vertical axis and dashed line for the UBF-BP algorithm
with a downstream line rate of 10 Gb/s, reach of 25 km, tuning time

of 100 us, maximum ONU data rate of 200 Mb/s, and asymmetric
network load (simulation).

proposed algorithm. Additionally, the closeness of the
worst-case with the average delay in this scenario infers
the fairness of the proposed algorithm in resource
distribution.

To show the impact of the average delay on the fairness
index, we consider asymmetric network load and present
Fig. 12 and Fig. 13. In Fig. 12, we consider the tuning time
of 100 us, and in Fig. 13, we consider the tuning time of 1 ms.
From these figures, we can verify the fact stated earlier that
the LS grant sizing scheme is fairer than the gated grant
sizing scheme. However, the fairness index for both cases
is above 0.87, which shows that the UBF-BP algorithm is
fair. Additionally, from these figures, we can also deduce that
whenever the low load and high load delay are closer to each
other, the fairness improves (at 0.5 network load in Fig. 12
and at 0.8 network load in Fig. 13). In contrast, as they move
away from each other, the fairness decreases (at 1 network
load in Fig. 12 and Fig. 13). Furthermore, restricting the
maximum grant in the LS grant sizing scheme results in
higher delay than the gated grant sizing scheme.

To illustrate the trade-off between the packet loss rate and
fairness index, we present Fig. 14, where the packet loss
rate is shown using vertical right axis and fairness index
is shown using vertical left axis and dashed line. For the
gated grant sizing scheme, the maximum packet loss rate is
approximately 4.5%, while the maximum packet loss rate is
close to 8% for the LS grant sizing scheme. The fairness index
is close to 0.875 (the lowest value) at the network load of 1
for all considered scenarios.

D. COMPLEXITY ANALYSIS

We compute the time complexity of the proposed DBWA
using the pseudo code given in Algorithm 1. From this
pseudo-code, we note that the operations that are adding to
the time complexity are For and If-Else loops. The time
complexity order of For loop is O(n) where n is the number
of times the loop is executed. For calculating the wavelength
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FIGURE 13. Delay shown using vertical right axis and fairness index
shown using left vertical axis and dashed line for the UBF-BP algorithm
with a downstream line rate of 10 Gb/s, reach of 25 km, tuning time

of 1 ms, maximum ONU data rate of 200 Mb/s, and asymmetric network
load (simulation).
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FIGURE 14. Packet loss rate shown using vertical right axis and fairness
index shown using left vertical axis and dashed line for the UBF-BP
algorithm considering different tuning times (TT) with a downstream line
rate of 10 Gb/s, reach of 25 km, maximum ONU data rate of 200 Mb/s,
and asymmetric network load (simulation).

with the maximum available capacity in line 17, we use
For loop and its time complexity is O(N,,) (i.e., n = N,).
Furthermore, in the case of If-Else loop, the time complex-
ity order is the highest among both the cases. Additionally,
in line 7 to 12, we perform a binary search operation to
procure the best fit wavelength. The time complexity for this
search is O(log(N,,)). Now, considering these facts, the time
complexity of the UBF-BP algorithm for the worst-case is
O(N,, + log(Ny)). As N,, = 4, the worst-case time complex-
ity (T,) is given as

T, = 04 + log(4))
~ 0(4.602)

This value of 7, indicates that the UBF-BP algorithm have
a light computational load.

VI. CONCLUSION
In this work, we proposed a novel online DBWA algorithm
for Super-PON, namely UBF-BP. The proposed algorithm
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employs the updated best fit bin-packing algorithm for wave-
length allocation that, in turn, overcomes the inefficiencies of
wavelength utilization and switching. Furthermore, to estab-
lish a fair bandwidth allocation, we use the LS grant sizing
scheme with the UBF-BP algorithm. This scheme dispenses
a surplus grant in the case of large bandwidth requirements.
The simulation results show that the proposed algorithm has
a lower delay (approximately 50% less) and a higher channel
utilization (approximately 5% more) than the state-of-the-art
algorithm (EFT-OS). Additionally, the results indicate that
the proposed algorithm imparts excellent network perfor-
mance even at a high channel line rate and high network
reach. We also analyze the worst-case delay, another impor-
tant QoS factor. The nearness of the worst-case delay with
the average delay shows that nearly all users suffer a similar
delay.

To prove the fairness of the proposed algorithm and to
show the trade-off between delay and fairness, we considered
asymmetric network load and evaluated the fairness using
Jain’s fairness index. The lowest value of this fairness index
is 0.875 for all considered scenarios, which substantiates that
the proposed algorithm treats all low load and high load users
with equal fairness. Additionally, the increased delay in the
case of the LS grant sizing scheme is justified by the improved
fairness that it brings to the network. Furthermore, the low
complexity of this algorithm makes it a scalable and efficient
DBWA algorithm. Moreover, to authenticate the correctness
of the proposed algorithm, we also proposed an analytical
delay model. The indistinguishable difference between the
simulation and analytical results verified the credibility of
the proposed algorithm. Though the DBWA algorithm is
proposed in the context of Super-PON, other polling based
networks like time and wavelength division multiplexed PON
and light-fidelity (LiFi) can also use its principles to accrue
delay efficiency.
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