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ABSTRACT In this paper, the iterative learning control (ILC) problem is investigated for the motion system
of an open container with sloshing constraints in industrial fluid packaging. Initially, a broader class of
second-order in space and first-order in time linear time-invariant singular distributed parameter system is
decomposed by analyzing the motion system of an open container with sloshing constraints. Meanwhile,
to eliminate the influence of singular terms on the system, a closed-loop D-type ILC algorithm is designed,
and the corresponding convergence conditions are manifested. Then the convergence of the control algorithm
is proved strictly. The resulting tracking error of systems can converge to any small tracking accuracy. Finally,
a numerical example is given to verify the convergence and effectiveness of the closed-loop D-type ILC
algorithm.

INDEX TERMS Sloshing constraints, iterative learning control, singular distributed parameter systems,
convergence analysis.

I. INTRODUCTION
The fluid-filled container is stimulated by external excita-
tions. It will facilitate the movement of the liquid inside the
container. This movement of the free surface of the liquid
is called liquid sloshing [1]. Liquid sloshing occurs widely
in the fields of aerospace [2]–[4], industrial fluid packag-
ing [5], [6], transportation [7]–[9], and so on. For example,
the liquid in the fuel tank of the spacecraft will shake violently
with the movement and attitude change of the spacecraft,
which may lead to the attitude failure of the spacecraft and
the failure of the fluid-filled container structure [10]. The
liquid shaking in the fluid filling production line may cause
the liquid in the tank to splash, contaminate the packaging
seal, make the packaging seal lax, and affect the shelf life. The
liquid filling production line is shown in Fig. 1. Therefore,
the problem of liquid sloshing is getting more and more
attention.
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Liquid sloshing in a fluid-filled container is a relatively
complex nonlinear dynamic system. At present, scholars
have tried a lot of control methods for liquid sloshing.
Among them, closed-loop control methods have made great
development in the field of liquid sloshing suppression in
liquid-filled containers, such as PID control [11], sliding
mode control [12]–[15], and H-infinite control [16], [17].
The closed-loop controller takes the velocity or displace-
ment change of the liquid-filled container as the input of
the closed-loop system. In other control technologies, input
signals are processed by filtering technology to generate
predetermined input commands to achieveminimum sloshing
targets, such as infinite impulse response filter [18], [19],
acceleration compensation [20], and input shaping [21], [22],
etc. In terms of the open-loop control of sloshing suppres-
sion, in [23], [24], the optimal path planning method is
adopted to set the optimal motion trajectory with slight
vibration. However, for more complex mechanical systems,
it requires a large amount of computation to solve the inverse
motion problem, which is not easy to achieve in engineer-
ing. In [25] adopts the digital filtering method. When the
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natural frequency of the mechanical system is in the low-pass
filter band or the notch filter band, the digital filtering can
effectively suppress the vibration of the mechanical system,
but the robustness will become worse accordingly. In [26],
the input shaping can effectively suppress the vibration of a
single-mode system, but for a multi-mode mechanical sys-
tem, because the high-order model is more complex and in
the absence of relevant information, the inhibition effect of
the Input Shaping is generalized.

Fluid motion within the liquid of the open container
with sloshing constraints is described by the Navier-Stokes
equations [27]. The model can be extended to the singular
distributed parameter system (SDPS). Compared with the
generalized system and the distributed parameter system [28],
the singular distributed parameter system is more generally.
When subjected to external disturbance, the system will not
only lose its stability, but also change its structure signif-
icantly [29]. At the same time, the system has static and
dynamic characteristics, so the control problem of the sys-
tem has complexity [30]. At present, there are few theoreti-
cal achievements on singular distributed parameter systems,
which mainly involve studying the properties of the system
itself [31], [32] and the study on the control of the system as
a controlled object [33]–[35].

Iterative learning control (ILC) is applied to a controlled
system with repeated motion characteristics [28], and its goal
is to complete the entire tracking task within a limited time
interval [36]. It corrects the control signal according to the
deviation between the output signal and the desired target,
so as to improve the tracking performance of the system [28].
Iterative learning control is significant for nonlinear, strong
coupling, difficult to model and repetitive motion of the
controlled system [37], and it has been widely used in robot
control, traffic flow control, industrial process, biomedical
engineering and many other practical problems [38]–[43].
These practical problems have similar characteristics with
the open container motion model with sloshing constraints,
but the relevant research work is seldom reported at present.
In this paper, the main innovations of iterative learning con-
trol for liquid sloshing model are as follows: (1) Different
from the conventional method of controlling liquid slosh-
ing, which includes PID control, sliding mode control, and
H-infinite control, ILC is firstly applied to a class of SDPS
generalized from the liquid sloshing model. For this class of
nonlinear system, the ILC control effect is reasonable and
effective, and the expected tracking error accuracy can be
achieved; (2) This class of SDPS contains singular matrix
coefficient terms, and the closed-loop D-type ILC algorithm
is proposed to eliminate the influence of singular matrix
for SDPS; (3) Through the rigor systematic research and
analysis, sufficient conditions are presented to ensure that the
tracking error of the liquid sloshing system is convergent by
employing the definition of theL2 norm as well as some basic
differential inequalities, and the strict mathematical proof of
the convergence conditions are given. Finally, the numerical

FIGURE 1. Schematic picture of the packaging machine.

simulation results are utilized to prove the effectiveness of the
algorithm.

This paper includes the following structure. A broader
class of SDPS generalized from the liquid sloshing model are
controlled by the closed-loop D-type learning algorithm in
Section II. Then the D-type learning algorithm is proposed,
and the convergence condition is proved strictly in Section III.
In Section IV, the D-type learning algorithm of SDPS is
simulated. At last, in the conclusion section, the effectiveness
of the D-type learning algorithm is illustrated.
Notations: The superscript ‘T ’ represents the transpose of

the matrix. Rm×n represents the m × n real matrix, where
R represents the set of real numbers. A > 0 represents
a symmetric positive definite matrix and A < 0 means a
negative definite matrix. If W is a matrix, the matrix norm
of W is ‖W‖ =

√
λmax(W TW ). In another case, if we

defineW = (w1,w2, · · · ,wm) as a vector, then the Euclidean

norm of W is ‖W‖ =
√∑m

i=1W
2
i . λmax(·) represents the

maximum eigenvalue of W . If xi ∈ L2(�)(i = 1, 2, · · · ,m)
and let x(z) = (x1(z), x2(z), · · · , xm(z)) ∈ Rm

∩ L2(�), then

‖x‖L2 =
{∫

�x(z)T x(z)dz
} 1
2 . Let f (z, t) : �× [0,T ]→ Rm,

f (·, t) ∈ Rm
∩ L2(�), ∀t ∈ [0,T ], then (L2, λ) norm of f is

expressed as ‖f ‖2(L2,λ) = sup
06t6T

{
‖f (·, t)‖2L2 e−λt

}
.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION
Fluid motion within the liquid is described by the so called
Navier-Stokes equations [44] as follows:

∂u
∂t
+ (u · ∇)u+∇p− r∇2u = 0, (1)

∇ · u = 0, (2)

where u = u(ξ, t) denotes a vector function, it is the velocity
of the fluid, ξ is the position of the fluid particle. p = p(ξ, t)
is the pressure of the fluid particle, and ∇ denotes a spatial
gradient operator, r = µ/ρ is called kinematic viscosity
coefficient, µ is the first viscosity coefficient which is a con-
stant, ρ = ρ(ξ, t) is the density of the liquid. To illustrate the
problem, only the expression form of the coefficient matrix
in one dimension is given below. x(u, p) is a marker, then
the matrix form of the above system (1)-(2) can be described
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as follow:(
1 0
0 0

)
∂x
∂t
−r

(
1 0
0 0

)
∂2x
∂z2
+

(
u 1
1 0

)
∂x
∂z
= 0. (3)

Assuming the density of the liquid is constant, r = µ/ρ is
a constant. The linearization system can be described as [45]:(

1 0
0 0

)
∂x
∂t
−r

(
1 0
0 0

)
∂2x
∂z2
+

(
α 1
1 0

)
∂x
∂z
= 0, (4)

where α is the average velocity of a particle moving hori-
zontally on the upper surface of the liquid. z is the position
of the fluid particles moving in the horizontal direction. The
linearized system belongs to a class of SDPS with parabolic.
Based on the above application background [45], consider the
following more general SDPS:

E
∂xk (z, t)
∂t

= D
∂2xk (z, t)
∂z2

+ G
∂xk (z, t)
∂z

+Axk (z, t)+ Buk (z, t),
yk (z, t) = Cxk (z, t).

(5)

where k denotes the number of iterations of the system (5).
t ∈ [0,T ] represents the time index, T is a bounded positive
number. xk (z, t) ∈ Rm, yk (z, t) ∈ Rj, uk (z, t) ∈ Rn repre-
sent the system state, output and control input, respectively.
In addition, E ∈ Rm×m is the singular constant matrix, where
0 < rank(E) = r < m. D ∈ Rm×m is a diagonal positive
definite constant matrix. A ∈ Rm×m, B ∈ Rm×n, C ∈ Rj×m

and G ∈ Rm×m are constant matrices.
Remark 1:The liquid shaking in the fluid filling production

line may cause the liquid in the container to splash, make
the packaging seal lax, and affect the shelf life. Therefore,
we must prevent the liquid from overflows the container. Let
h is the limit height of the liquid in the container. We need to
ensure that the liquid shaking level is below h, which means
that the system output y(z, t) < h.

Before the ILC algorithm is given, the following assump-
tions would be useful in SDPS (5).
Assumption 1: For the desired output yd (z, t), there exists

a desired input ud (z, t) such that
E
∂xd (z, t)
∂t

= D
∂2xd (z, t)
∂z2

+ G
∂xd (z, t)
∂z

+Axd (z, t)+ Bud (z, t),
yd (z, t) = Cxd (z, t).

(6)

Assumption 2: In the iteration learning process, the system
(5) always satisfies the identical initial boundary conditions
as follows,

∂xk (z, t)
∂z

|z=∂� = 0, (z, t) ∈ ∂�× [0,T ],

xk (0, t) = xk (l, t) = 0, t ∈ [0,T ], (7)

xk (z, 0) = ϕ(z) = xd (z, 0), z ∈ �, k = 1, 2, 3, . . .

(8)

where � = [0, l], ϕ(z) is a continuous function related to the
spatial variable z. By finding a suitable learning algorithm,

so that the system output sequence yk (z, t) has good tracking
performance,

lim
k→∞

yk (z, t) = yd (z, t), z ∈ �, t ∈ [0,T ] .

III. CONVERGENCE ANALYSIS
In this section, we consider the following closed-loop D-type
ILC algorithm [46]:

uk (z, t) = uk−1(z, t)+ 0
∂ek (z, t)
∂t

(9)

where ek (z, t) = yd (z, t) − yk (z, t) is the tracking error at
the k − th iteration. Then one gets the following lemma and
theorem.
Lemma 1: Consider the parabolic SDPS (5). If there a gain

matrix 0 such that the matrix (E + B0C) is nonsingular,
meanwhile the matrix G̃ is a positive definite matrix. That
means G̃T G̃ > 0. By the definition of (L2, λ) norm [33] and
let Assumptions 1 to 2 be satisfied, it becomes

‖x̄k‖2(L2,λ) ≤
g

λ− a
‖ūk−1‖2(L2,λ) , (10)

where a = ‖Ã‖2 + 2, g = ‖B̃‖2, λ > a,

Ã = (E + B0C)−1A,

B̃ = (E + B0C)−1B,

G̃ = (E + B0C)−1G.

Proof: Denote x̄k (z, t) = xd (z, t) − xk (z, t) and
ūk (z, t) = ud (z, t)− uk (z, t), combining with (9), one has

ūk (z, t) = ūk−1(z, t)− (uk (z, t)− uk−1(z, t))

= ūk−1(z, t)− 0
∂ek (z, t)
∂t

= ūk−1(z, t)− 0C
∂ x̄k (z, t)
∂t

. (11)

It follows from (5) and (6) that

E
∂ x̄k (z, t)
∂t

= D
∂2x̄k (z, t)
∂z2

+ G
∂ x̄k (z, t)
∂z

+Ax̄k (z, t)+ Būk (z, t). (12)

Substituting (11) into the above expression yields

E
∂ x̄k (z, t)
∂t

= D
∂2x̄k (z, t)
∂z2

+ G
∂ x̄k (z, t)
∂z

+ Ax̄k (z, t)

+B[ūk−1(z, t)− 0C
∂ x̄k (z, t)
∂t

]. (13)

Further, one has

(E + B0C)
∂ x̄k (z, t)
∂t

= D
∂2x̄k (z, t)
∂z2

+ G
∂ x̄k (z, t)
∂z

+Ax̄k (z, t)+ Būk−1(z, t). (14)

The matrix (E + B0C) is nonsingular. So, one has

∂ x̄k (z, t)
∂t

= D̃
∂2x̄k (z, t)
∂z2

+ G̃
∂ x̄k (z, t)
∂z

+ Ãx̄k (z, t)+ B̃ūk−1(z, t), (15)
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where

D̃ = (E + B0C)−1D

G̃ = (E + B0C)−1G

Ã = (E + B0C)−1A

B̃ = (E + B0C)−1B.

Left multiplying both sides of (15) by x̄Tk (z, t), one gets

1
2

∂[x̄Tk (z, t)x̄k (z, t)]

∂t
= x̄Tk (z, t)D̃

∂2x̄k (z, t)
∂z2

+ x̄Tk (z, t)G̃
∂ x̄k (z, t)
∂z

+ x̄Tk (z, t)Ãx̄k (z, t)

+ x̄Tk (z, t)B̃ūk−1(z, t). (16)

For Eq. (16) integrating about z on �, one gets

d
dt
(‖x̄k (·, t)‖2L2 ) = 2

∫
�

x̄Tk (z, t)D̃
∂2x̄k (z, t)
∂z2

dz

+ 2
∫
�

x̄Tk (z, t)G̃
∂ x̄k (z, t)
∂z

dz

+ 2
∫
�

x̄Tk (z, t)Ãx̄k (z, t)dz

+ 2
∫
�

x̄Tk (z, t)B̃ūk−1(z, t)dz

, I1 + I2 + I3 + I4. (17)

Now, we will estimate Ii, i = 1, 2, 3, 4. For I1, it uses
Green formula giving that,

I1 = 2
∫
�

x̄Tk (z, t)D̃
∂2x̄k (z, t)
∂z2

dz

= 2
∫
�

x̄Tk (z, t)D̃d
∂ x̄k (z, t)
∂z

= 2
∂ x̄Tk (z, t)

∂z
D̃x̄k (z, t)

∣∣∣l
0

− 2
∫
�

∂ x̄Tk (z, t)

∂z
D̃
∂ x̄k (z, t)
∂z

dz. (18)

By employing the boundary conditions and D̃T D̃ > 0, one
gets

I1 ≤ −2λmin(D̃T D̃)
∥∥ x̄k (·, t)

∂z

∥∥2
L2 ≤ 0. (19)

For I2, we use Green formula giving that,

I2 = 2
∫
�

x̄Tk (z, t)G̃
∂ x̄k (z, t)
∂z

dz

= 2
∫
�

x̄Tk (z, t)G̃dx̄k (z, t)

= 2x̄Tk (z, t)G̃x̄k (z, t)
∣∣∣l
0

− 2
∫
�

x̄k (z, t)G̃x̄k (z, t)dz. (20)

By employing the boundary conditions and G̃T G̃ > 0, one
gets

I2 ≤ −2λmin(G̃T G̃)
∥∥x̄k (·, t)∥∥2L2 ≤ 0. (21)

For I3 and I4, using Young’s inequality, it leads to

I3 = 2
∫
�

x̄Tk (z, t)Ãx̄k (z, t)dz

≤ ‖Ã‖2‖x̄k (·, t)‖2L2 + ‖x̄k (·, t)‖
2
L2 , (22)

and

I4 = 2
∫
�

x̄Tk (z, t)B̃ūk−1(z, t)dz

≤ ‖x̄k (·, t)‖2L2 + ‖B̃‖
2
‖ūk−1(·, t)‖2L2 . (23)

Thus, from (19)-(23), one can obtain

d
dt
(‖x̄k (·, t)‖2L2 ) ≤ ‖Ã‖

2
‖x̄k (·, t)‖2L2 + ‖x̄k (·, t)‖

2
L2

+‖x̄k (·, t)‖2L2 + ‖B̃‖
2
‖ūk−1(·, t)‖2L2

≤ a‖x̄k (·, t)‖2L2 + g‖ūk−1(·, t)‖
2
L2 , (24)

with a = ‖Ã‖2 + 2, g = ‖B̃‖2.
Inequality both sides of (24) about t , and applying the

Bellman-Gronwall inequality, one has

‖x̄k (·, t)‖2L2 ≤ g
∫ t

0
‖ea(t−s)ūk−1(·, s)‖2L2ds

+ eat‖x̄k (·, 0)‖2L2 , (25)

Multiply both sides of the inequality (25) by e−λt , where
λ > a, it gets

e−λt‖x̄k (·, t)‖2L2 ≤ g
∫ t

0
e−(λ−a)(t−s)‖ūk−1(·, s)‖2L2e

−λsds

+ e−(λ−a)t‖x̄k (·, 0)‖2L2 , (26)

Applying the definition of (L2, λ) norm and known initial
condition, we have

‖x̄k‖2(L2,λ) ≤
g

λ− a
‖ūk−1‖2(L2,λ). (27)

The proof of Lemma 1 is end.
Theorem 1:Let Assumptions 1 to 2 be satisfy. If there exists

a gain matrix 0 such that E+B0C is positive definite matrix
and there exist an appropriate positive constant γ > 0 such
that

2γ ‖I − 0C(E + B0C)−1B‖2 < 1. (28)

Combine with the D-type learning algorithm (9), the sys-
tem output yk (z, t) can track the desired trajectory, that is

lim
k→∞
‖ek (·, t)‖L2 = 0.

Proof: Substituting (15) into (11), one gets

ūk (z, t) = (I − 0CB̃)ūk−1(z, t)− 0CÃx̄k (z, t)

−0CG̃
∂ x̄k (z, t)
∂z

− 0CD̃
∂2x̄k (z, t)
∂z2

. (29)
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Take integration about z from 0 to l, one gets∫ l

0
ūk (z, t)dz = (I − 0CB̃)

∫ l

0
ūk−1(z, t)dz

−0CÃ
∫ l

0
x̄k (z, t)dz

−0CG̃
∫ l

0

∂ x̄k (z, t)
∂z

dz

−0CD̃
∫ l

0

∂2x̄k (z, t)
∂z2

dz. (30)

Dealing with ∂2x̄k (z,t)
∂z2

and ∂ x̄k (z,t)
∂z by part integral, one has∫ l

0

∂2x̄k (z, t)
∂z2

dz =
∂ x̄k (z, t)
∂z

∣∣∣l
0
= 0. (31)

Then we have∫ l

0
ūk (z, t)dz = (I − 0CB̃)

∫ l

0
ūk−1(z, t)dz

−0CÃ
∫ l

0
x̄k (z, t)dz. (32)

Based on Eq. (32) and using Young’s inequality, one gets( ∫ l

0
ūk (z, t)dz

)T( ∫ l

0
ūk (z, t)dz

)
≤ 2

( ∫ l

0
(I − 0CB̃)ūk−1(z, t)dz

)T
( ∫ l

0
(I − 0CB̃)ūk−1(z, t)dz

)
+ 2

( ∫ l

0
0CÃx̄k (z, t)dz

)T( ∫ l

0
0CÃx̄k (z, t)dz

)
≤ 2l‖I − 0CB̃‖2‖ūk−1(·, t)‖2L2 + 2l‖0CÃ‖2‖x̄k (·, t)‖2L2 .

(33)

On the other hands, applying Jensen’s inequality to the left
side (33), one gets( ∫ l

0
ūk (z, t)dz

)T( ∫ l

0
ūk (z, t)dz

)
≤ l‖ūk (·, t)‖2L2 . (34)

Then, there exist an appropriate positive constant γ > 0
such that,

‖ūk (·, t)‖2L2 ≤ 2γ ‖I − 0CB̃‖2‖ūk−1(·, t)‖2L2

+ 2γ ‖0CÃ‖2‖x̄k (·, t)‖2L2 , (35)

Multiply both sides of Eq. (35) by e−λt and applying the
definition of (L2, λ) norm gives

‖ūk‖2(L2,λ) ≤ 2γ ‖I − 0CB̃‖2‖ūk−1‖2(L2,λ)

+ c1‖x̄k‖2(L2,λ), (36)

where c1 = 2γ ‖0CÃ‖2. Through Lemma 1, substituting (27)
into (36), one gives

‖ūk‖2(L2,λ) ≤
[
2γ ‖I − 0CB̃‖2 +

c1g
λ− a

]
‖ūk−1‖2(L2,λ). (37)

FIGURE 2. D-type ILC algorithm control flow chart.

According to the convergence conditions of Theorem 1,
we have 2γ ‖I − 0CB̃‖2 < 1, we can find a and λ which
sufficiently large to satisfy the following condition

2γ ‖I − 0CB̃‖2 +
c1g
λ− a

< 1. (38)

By the formulas (37) and (38), one gives

lim
k→∞
‖ūk‖2(L2,λ) = 0, (39)

which together with (27) yields

lim
k→∞
‖x̄k‖2(L2,λ) = 0. (40)

Further, by employing (5) gives

lim
k→∞
‖ek‖2(L2,λ) = lim

k→∞
‖C‖2‖x̄k‖2(L2,λ) = 0. (41)

Finally, by the following inequality

‖ek (·, t)‖2L2 =
(
‖ek (·, t)‖2L2 e

−λt)eλt
≤ ‖ek‖2(L2,λ)e

λT , (42)

which implies

lim
k→∞
‖ek (·, t)‖2L2 = 0. (43)

This completes the proof of Theorem 1.

IV. NUMERICAL SIMULATIONS
To illustrate the effectiveness of the closed-loop D-type ILC
algorithm for SDPS constructed by slosh-constrained open
container motion system in this paper, a specific numerical
example is given as follows:

E
∂x(z, t)
∂t

= D
∂2x(z, t)
∂z2

+ G
∂x(z, t)
∂z

+Ax(z, t)+ Bu(z, t),
y(z, t) = Cx(z, t).

(44)

where (z, t) ∈ [0, 1] × [0, 0.8], x(z, t) ∈ R2 represents the
system status.

The coefficient matrix parameters are given as follows:

E =
[
1 0
0 0

]
, A =

[
0.5 0
0 0.2

]
, B =

[
1 0
0 2

]
,

C =
[
1 0
0 1

]
, D =

[
0.3 0
0 0.2

]
, G =

[
0.6 0
0 0.25

]
.

The initial and boundary conditions are:

xk (0, t) = xk (1, t) = 0, t ∈ [0, 0.8],

x(z, 0) = 0, z ∈ [0, 1].
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FIGURE 3. Desired surface y1d (z, t).

FIGURE 4. Desired surface y2d (z, t).

FIGURE 5. Actual output surface y1k (z, t) (k = 80).

According to the D-type learning algorithm (9), the gain

matrix is selected as 0 =
[
0.5 0
0 0.2

]
. Then we have E +

B0C =
[
1.5 0
0 0.4

]
, G̃ =

[
0.4 0
0 0.625

]
, the matrix G̃

satisfies G̃T G̃ > 0. Furthermore, let γ = 1, we can compute

that ‖I−0C(E + B0C)−1B‖2 < 0.5. Then under the control

FIGURE 6. Actual output surface y2k (z, t) (k = 80).

FIGURE 7. The output error surface of y1d − y1k (z, t).

FIGURE 8. The output error surface of y2d − y2k (z, t).

of the learning algorithm (9), the output yk (z, t) of the system
can uniformly converge to the desired trajectory.

The desired trajectory in space and time is given as:[
y1d (z, t)
y2d (z, t)

]
=

[
2sin(2t)sin(2z)
1.5sin(3t)sin(3z)

]
,

with (z, t) ∈ [0, 1]× [0, 0.8].
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FIGURE 9. Maximum error
∥∥e1k (·, t)

∥∥
L2 -iteration number curve.

FIGURE 10. Maximum error
∥∥e2k (·, t)

∥∥
L2 -iteration number curve.

According to the simulation process, we can get the simu-
lation results as shown in Fig. 3 to Fig. 8. Figs. 3-4 represent
desired output surfaces y1d (z, t) and y2d (z, t), respectively.
Figs. 5-6 represent the actual output surfaces y1k (z, t) (k =
80) and y2k (z, t) (k = 80). By comparing and analyzing
Figs. 2-3 and Figs. 5-6, it can be seen that in the 80th iter-
ation, the actual output is consistent with the corresponding
expected output profile. In addition, it can be seen from the
tracking error surface in space and time shown in Fig. 7 and
Fig. 8 that, in the 80th iteration, the maximum tracking error
of the surface is 2.049×10−3 and 3.889×10−3, respectively.

As the iteration progresses, the iterative learning algorithm
becomes more and more effective, as shown in Fig. 9 and
Fig. 10. In the 35th iteration, the control performance of the
system reaches a better level.

More specifically, themaximum error value of ‖e1k (·, t)‖L2

and ‖e2k (·, t)‖L2 converge to the specified precision (<4 ×
10−3) after the 35th iteration, which confirms the effective-
ness of the proposed control algorithm.

V. CONCLUSION
In this paper, an open container motion system with sloshing
constraints was transformed into a broader class of SDPS.
The ILC is first applied to a linear time-invariant of SDPS.

To eliminate the influence of singular terms on the system,
the closed-loopD-type ILC algorithm is designed, the conver-
gence theorem of output tracking error is established, and the
convergence condition is obtained. Then the correctness of
the convergence condition is proved theoretically by rigorous
mathematical analysis and proof. In the simulation process,
the tracking process of predetermined error accuracy is real-
ized by setting appropriate control parameters, and the actual
output completely tracks the expected output with the spec-
ified accuracy. Numerical simulation results further verify
the effectiveness of the algorithm for the system. Research
on SDPS also provides a reference for our further study on
the ILC of motion system of open container with sloshing
constraints in industrial fluid packaging.
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