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ABSTRACT Internet of Things (IoT) deployments face significant security challenges due to the limited
energy and computational power of IoT devices. These challenges are more serious in the quantum
communications era, where certain attackers might have quantum computing capabilities, which renders
IoT devices more vulnerable. This paper addresses the problem of IoT security by investigating quantum
key distribution (QKD) in beyond 5G networks. An algorithm for detecting an attacker between a transmitter
and receiver is proposed, with the side effect of interrupting the QKD process while detecting the attacker.
Afterwards, Artificial neural network (ANN) and deep learning (DL) techniques are proposed in order to
detect the presence of an attacker during QKD without the need to disrupt the key distribution process.
An architecture for implementing QKD in beyond 5G IoT networks is proposed, offloading the heavy com-
putational tasks to IoT controllers. In addition, an implementation scenario for securing IoT communications
for sensors deployed in railroad networks is described. The results show that the proposed ML techniques
can reach 99% accuracy in detecting attackers.

INDEX TERMS 5G and beyond, IoT security, quantum key distribution, machine learning, railway

communications.

I. INTRODUCTION
The deployment of billions of internet of things (IoT) devices
under the fifth generation (5G) networks [1]-[3] is expected
to increase under sixth generation (6G) networks [4]. The
massive machine type communication (mMTC) 5G use case
takes into account this deployment [1]-[3]. In addition,
mission critical services relying on the deployment of IoT
devices are also increasing, thus causing the transition from
the ultra-reliable low-latency communications (URLLC) use
case in 5G into massive URLLC (mURLLC) in 6G [4].

This increases the security challenges faced by IoT devices,
due to the limited battery energy and computational power of
many of these devices [1]-[3]. These challenges are expected
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to be exacerbated in beyond 5G networks, notably due to
the advances in quantum communications, as IoT devices
might have to face attackers that are equipped with quantum
computing capabilities [S]-[7].

This paper addresses this problem, and proposes the use
of quantum cryptography techniques in order to protect IoT
devices in the beyond 5G and 6G era. However, it is impracti-
cal for low-power IoT devices to support advanced quantum
communications. However, this can be taken care of by the
IoT controllers. Indeed, these controllers are more powerful
devices that are deployed in several IoT networks, where each
controller is in charge of handling data collection, aggrega-
tion, and processing from a group of several IoT sensors.
Afterwards, the controllers transfer this data over the network
to remote servers in the cloud where it is stored, processed and
analyzed [8].
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Given their superior power and computational capabilities,
the controllers can use quantum communications to exchange
long encryption keys with the server. Therefore, the approach
proposed in this paper consists of performing quantum key
distribution (QKD) between the server and the controllers.
Afterwards, each controller can distribute the generated keys
to the IoT devices connected to it. Then, these devices can
encrypt their data while transmitting it to the controller over
the traditional radio frequency (RF) communication links
between them. Thus, QKD is performed by the controllers to
protect the weak IoT device - Controller’ link from malicious
attackers.

The work in [9] is the closest we could find in the litera-
ture that it related to the contributions of this paper. In [9],
software defined networking was used to demonstrate QKD
experimentally, with the controller connected using fiber
optics. Energy savings were obtained using the proposed
approach. In our previous work [10], we considered a general
approach that can be used with either fiber or free space optics
(FSO). Moreover, we described in detail the QKD process
and investigated the various obtained key lengths in different
conditions. However, our work in [10] did not involve any
security investigation for protecting the QKD process itself
in the presence of an attacker.

In this paper, we investigate the security of QKD in the
presence of an attacker. Artificial neural network (NN) and
deep learning (DL) techniques are used to identify if an
attacker is present or not, and results show high accuracy
of the proposed method. The results are applicable to any
IoT network where controllers can have both an optical link
and a traditional radiofrequency (RF) link, with particular
emphasis on securing control and management information
in railroad networks. Most of the exiting work that used
machine learning with QKD to enhance the communication
is summarized in the survey paper [11].

Hence, the main contributions of this paper can be summa-
rized as follows:

- Proposing an architecture for performing QKD in IoT
networks, without affecting the computation and power
consumption limitations of the IoT sensors,

- Describing the implementation of the proposed architec-
ture in a railroad IoT scenario as a practical example,

- Designing a simple algorithm for detecting an attacker
between a transmitter and receiver, without resorting to
machine learning techniques, with the side effect of inter-
rupting the QKD process while detecting the attacker,

- Overcoming the limitations of the algorithm by imple-
menting artificial neural network (ANN) and deep learn-
ing techniques to detect the presence of an attacker with
high accuracy, and

- Comparing the performance of the machine learning tech-
niques in terms of accuracy and speed.

The rest of this paper is organized as follows. Section II
presents the related work. Section III describes quantum key
distribution. The system model is described in Section IV.
Section V describes a proposed method to detect an attacker
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without ML, whereas the proposed ML method is discussed
in Section VI. The results of the ML techniques for attacker
detection are presented and discussed in Section VII. Finally,
Section VIII concludes the paper.

Il. RELATED WORK

To the best of the authors’ knowledge, no previous works
in the literature detect an attacker using machine learning
in a QKD scenario based on the final key length. All pre-
vious works have used machine learning in QKD for other
implementations. For example, in [12], machine learning is
used to detect wavelength attacks. The framework of [12]
suggests an intelligent control technology based on opti-
cal spectrum analysis. An irregular optical spectrum signal
can be automatically observed by using the linear discrimi-
nant analysis support vector machine algorithm through the
machine learning-based optical spectrum analysis method-
ology, so as to understand attack identification and device
intelligent monitoring. The results of [12] demonstrate that
the linear discriminant analysis support vector machine algo-
rithm can correctly distinguish the original spectral data and
the irregular spectral data after the attack.

In [13], machine learning is used to detect different
attack techniques that undermine the functional security of
a continuous-variable quantum key distribution (CVQKD)
framework. The authors of [13] suggest a security tech-
nique for CVQKD systems to the most recognized forms
of attacks. They analyzed multiple pulse characteristics that
would be influenced by various types of attacks, extracted
a feature vector based on these characteristics as an arti-
ficial neural network (ANN) model input, and illustrated
the ANN model’s preparation and testing method for attack
identification and classification. Simulation findings demon-
strate that most of the known attacks can be detected suc-
cessfully by the proposed scheme at the expense of reduc-
ing a limited portion of the hidden keys and transmission
distance.

In [14], [15], the authors have used random forest ML
algorithm to choose the optimal QKD protocol for commu-
nication no matter whether the distances are long or short
between the sender and the receiver.

Ill. QUANTUM KEY DISTRIBUTION

The QKD process requires the existence of a transmitter
(Alice), a receiver (Bob), and two communicating networks.
The first network is a quantum channel connected to the trans-
mission of quantum random-bit signals between transmitter
and receiver, whereas the second network is a conventional
channel [16].

Alice has to send a stream of random photons to Bob.
In order to do that, she uses polarized filters such that each
photon in the stream would have one out of four distinct
polarizations: rectilinear polarizations of 0°, 90° and diagonal
polarizations of 45° and 135°. Alice and Bob agree arbitrarily
on which of these states correspond to a “0”” bit and which
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TABLE 1. The polarization states and corresponding bit represented.

Polarization/ bit 0 1

Rectilinear + <«—> ¢

N

Diagonal x

ones correspond to a ““1”’. For example, as shown in Table 1,
0° and 45° represent “0”’, whereas 90° and 135° correspond
to “17.

In the first step, Alice produces a stream of randomly polar-
ized photons. Then, she transmits them over the quantum
channel.

At the receiving end, Bob uses two detectors:

- A rectilinear filter (+): Photons with a rectilinear state
pass through this filter without undergoing any change to
their polarization. However, the rectilinear filter switches the
state of a diagonally polarized photon (45° or 135°) passing
through the filter into one of the rectilinear states (0° or 90°).

- A diagonal filter (x): Photons with a diagonal state pass
through this filter without undergoing any change to their
polarization. However, the diagonal filter switches the state
of arectilinearly polarized photon (0° or 90°) passing through
the filter into one of the diagonal states (45° or 135°).

Consequently, Bob cannot guess the polarization of the
photons. The best he can do is to arbitrarily guide each
photon, as it arrives, to one of his two detectors. Then, Alice
and Bob interact over the traditional RF communication chan-
nel to address Bob’s detector preference, and eliminate the
bits corresponding to incorrect filter selection by Bob. The
remaining correct bits are then used to extract a shared secret
key.

Any attacker (Eve), who tries to intercept the commu-
nications between Alice and Bob in order to capture the
key, will not be able neither to access nor to guess the
polarization filters used at the sender or the receiver [17].
The best thing Eve can do is to follow the same approach
used by Bob, by randomly selecting polarization filters to
intercept the photons. When Eve’s choice of detector is cor-
rect, the photon will continue on its path to the destina-
tion with its prior polarization. However, when Eve makes
the wrong decision, this will lead to changing the polar-
ization of the photon before it continues its way to the
receiver (Bob).

Thus, the photon stream reaching Bob will be modified
due to Eve’s intervention. After interacting with Alice over
the traditional RF communication channel, Alice and Bob
perform a final check before deciding to use the exchanged
mutual key for encrypting the data: They randomly select and
compare a number of bits from their key streams. If the error
exceeds a certain threshold (pre-agreed upon between them),
they discard the whole key stream and repeat the process to
generate a new key.
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IV. SYSTEM MODEL

In this section, we describe the system model adopted in this
paper. It is based on a proposed architecture that allows QKD
to take place in an IoT scenario, without affecting the power-
limited and computation-limited IoT sensors. The proposed
architecture limits the QKD process to an exchange between
the server and IoT controllers. Moreover, the machine learn-
ing techniques described in Section VI are implemented at
the server. Thus, no additional power consumption is incurred
at the IoT sensors. A key for each Controller-Sensor link
is exchanged between the server and controller using QKD.
Afterwards, the controller exchanges the key with each sensor
using traditional key distribution techniques over the wire-
less Controller-Sensor channel. Consequently, the power con-
sumption for the computation and exchange of a long secure
key is offloaded to the server and controller.

Server

/" Controller2 /™.

/
/ \ / 3 ~

Controfler 1

p; \ ’ \ / \ ~

- S e . O
loT Sensors and Devices

FIGURE 1. The structure of controller, 10T devices, and server/base
station sharing the quantum key.

Fig. 1 shows the main configuration between the server
and the IoT devices, where we consider an example with
three IoT controllers, each connected to several IoT sensors
that exchange information with the server. In this figure,
solid lines indicate optical connections, whereas dashed lines
indicate wireless connections.

A. USE CASE SCENARIO 1: MOBILE HEALTH (mHEALTH)

The scenario of Fig. 1 could be implemented in a mHealth
scenario for example. In this case, IoT sensors would be
placed over a patient’s body to form a body area network
(BAN), and will send their measurements of the patient’s
vital signs to a local controller (which could be the patient’s
smartphone for example). The controller would then send this
data to a local WiFi access point (AP) for example, from
which it will be forwarded to a cloud server for storage and
further processing and analysis. QKD could be performed
over an FSO link between the AP and controller (in case they
are equipped with an optical channel in addition to their RF
channels). When the exchanged secret key is used to encrypt
the data transmitted over the RF communication links, this
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would protect the privacy of the patient’s data from potential
eavesdroppers.

B. USE CASE SCENARIO 2: RAILROAD NETWORKS
Another example is the implementation of the model of
Fig. 1 in railroad networks. In this case, the rail track parame-
ters (temperature, tilt, dip, shock, and vibration measurement
for example) can be monitored in real-time using a variety
of 10T sensors [18], [19]. The sensors’ measurements would
be sent to an IoT controller, and from there they will be
forwarded to a control center where the railroad parameters
are monitored in real-time for the purpose of maintaining
the safety of the track. In this scenario, QKD would be
performed over fiber optic cables. In fact, it is common for
fiber optic cables to be deployed along the rail tracks (this can
help in providing backbone internet connectivity for remote
areas). Hence, the remote server and the local controller could
perform QKD multiple times over the fiber optic cable. After-
wards, the keys obtained can be used for encrypting the data
transmitted over the RF wireless communications on the “IoT
Sensors — Controller” links. Various technologies could be
used on these links, e.g., millimeter wave (mmWave) commu-
nications, Zigbee, or 5G mMTC communications over more
“traditional” frequencies.
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FIGURE 2. Physical implementation of the logical scenario of Fig. 1 in a
railroad network.

war 10T Sensor

Fig. 2 shows the implementation of the logical scenario
of Fig. 1 in a railroad network. Fiber can be deployed at
lower costs by using micro-trenching on the border of road-
ways [20]. Several fiber optic cables, each containing a mul-
titude of fibers, can run parallel to the rail track. A pair of
fibers could be extracted from the cable and allocated to
each 10T controller (as shown in Fig. 2), to perform QKD
over the optical link. The RF link where the data, encrypted
using the symmetric keys exchanged through QKD, will
be transmitted, corresponds to the connection between the
controllers and possibly WiFi access points, Zigbee con-
trollers, or cellular base stations (BSs) and/or remote radio
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heads (RRHs) deployed along the rail track (Fig. 2 shows a
wireless connection to the BS, which is also connected to the
5G core network through a fiber connection).

V. DETECTING ATTACKERS WITHOUT ML

This section presents an approach that can be followed
between Alice and Bob (IoT controllers and server) to detect
the presence of an attacker without resorting to ANNDL
techniques. However, it requires that the two parties occa-
sionally interrupt their communications to transmit a pre-
agreed sequence of data, with the sole purpose of detecting
whether an attacker is present or not. The approach presented
in Section VI allows integrating the attacker detection process
with the regular QKD process, by using ANN and DL, thus
providing a smooth operation and avoiding communication
disruption.

A. QUANTUM KEY DISTRIBUTION IN THE PRESENCE OF
AN ATTACKER

In this section, we analyze the impact of an attacker on the
exchanged key length between the sender and receiver. In the
scenario of Figs. 1 and 2, we simulate the transmission
of 1000 photons for each of the three controllers shown
in these figures. Fig. 3 displays the key lengths securely
obtained by each IoT controller.

350
300 4

250

204

200 M Min Key Length

W Generated Key Length

150 m Max Key Length

Key Length after the Attack
100

Controller 1 Controller 2 Controller 3

FIGURE 3. The key length for each controller before and after the attack.

The figure also indicates the maximum (321 bits) and
minimum (188 bits) numbers of potential key lengths that
have been measured in the simulation environment.

From Fig. 3, it can be noted that before the attack, the key
lengths obtained for Controllers 1, 2, and 3 are 259, 238,
and 235 bits, respectively. After the attack, the correctly
exchanged key lengths (bits not altered due to the intervention
of the attacker) become 195, 203, and 204 bits for Controllers
1, 2, and 3, respectively. Interestingly, although no measures
were taken to mitigate the attack, it can be noted that these
lengths are still longer than keys used in typical encryption
algorithms, like AES where the length is 192 bits.

B. METHOD FOR DETECTING AN ATTACKER

WITHOUT USING ML

This section describes an approach that can be applied regu-
larly between sender and receiver in order to check if there
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is a man-in-the-middle attack. Thus, this is a “discovery”
process to detect if there is an attacker, not an actual key
generation process (but the attacker does not know this and
would attempt to detect a “‘key”’).

In this approach, Alice and Bob will mimic the actual QKD
process by transmitting a pre-agreed upon sequence of N
photons where Bob knows the polarization filters to use. Con-
sequently, in the absence of attack, the agreement between
Alice and Bob should be for 100% of the photons. On the
other hand, if an attacker (Eve) is present, it is extremely
unlikely for her to guess 100% of the correct polarization
filters, especially when N is large (in the results of this section
we consider N = 1000 for illustration purposes). Therefore,
whenever she makes an incorrect guess and alters the photon
polarization, this will be detected by Bob.

Algorithm 1 Algorithm for Simulating the Detection of an
Attacker (Man in the Middle)
1: attacker[] = 0; // declaration array for attacker detect-
ing keys.
2: attacked_ph = 0; // initialization of n of attacked photons
3: A[] = N;// the agreed of polarization photons ( e.g., N
= 1000) sent to Bob(B)
4: B[] = N;// the agreed of polarization photons (e.g., N =
1000) received.
5: for i: = N;//the agreed photons number.

6: If attacker[i] == A[i]&& attacker[i] == BI[i].
7. det_key[i] = A[i];// correctly detected by
attacker

8:  for k: = N;// number of agreed photons (e.g., N =
1000)

9: if B[k] ! = A[k]//changed by the attacker due to
wrong filter choice
10: attacked_ph = attacked_ph + 1//number of

photons attacked.

Algorithm 1 demonstrates this approach. The number of
predicted photons at the receiver should be N, so a number
significantly less than N means that an attacker is attempting
to capture the key,

Since each of the loops at Lines 5 and 8 of Algorithm 1 cor-
responds to N iterations, the algorithm has a complexity of
order N, O(N).

C. SIMULATION RESULTS

This section shows the implementation of Algorithm 1
between sender and receiver for checking if there is a man-in-
the-middle attack. Alice and Bob will transmit a pre-agreed
upon sequence of photons where Bob knows the polarization
filters to use. As discussed previously, this is a “discovery”
process to detect if there is an attacker, not an actual key
generation process (but the attacker does not know). The
amount of photons transmitted from the controller to the base
station is seen in Fig. 4. The number of photons is N = 1000.
In comparison, the number of photons correctly detected by
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the intruder is 251, and the number of photons arriving at the
destination without changed polarization is 749. The sender
and receiver will know that they have an attacker in the middle
attempting to determine the transmitted key. Consequently,
they will take this into account while trying to regenerate their
actual key.

The number of photons that agreed on

m The number of photons detected by an attacker

® The number of photons that detect by the destination

FIGURE 4. The number of agreed photons, the number of detected
polarizations, and the number of photons with correct polarizations at
the destination.

VI. ARTIFICIAL NEURAL NETWORK AND DEEP LEARNING
TECHNIQUES FOR DETECTING ATTACKERS

Due to the computational power and the performance of the
server, the machine learning algorithms are implemented at
the server-side, where all the training and testing data will
be processed. This data is represented by the generated key’s
length (quantum key) that will be sent to the server for testing.
The IoT devices and the controller will not be affected by the
power consumption due to using machine learning and deep
learning for detecting the attacker.

Non-linear mathematical data structures that replicate the
function of biological neural networks (NNs) are referred to
as artificial neural networks (ANNSs) which are considered
the most widely studied and used approach for predictive
patterns [21], [22]. In many challenges, ANNSs can effectively
model complex or multi-complex tasks, as compared to tra-
ditional sequence approaches [23]. The generalization and
learning capabilities of these networks are considered as a
mathematical translation of biological neural networks. There
are several applications of Neural networks in various areas,
like finance, space education, sports and so on. This technique
has been utilized to solve diagnosis, prediction and pattern
recognition problems. When the relationship between the
input and output is unknown or complex then this technique
is suitable to be applied [24].

The architecture of the neural network is simply consisting
of three layers, the input layer where the data is received from
the user, the hidden layer(s) which convert the input data
into a suitable form using specific parameters (weights and
bias) to be used easily later by the output. The output layer
is supposed to generate the final outcomes. All the layers are
composed of basic nodes called neurons. The artificial neural
networks have been classified into single layer feedforward
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neural network, multilayer feedforward network, recurrent
network, or mesh network [25].

The main advantage of using the neural network techniques
is that they are data-driven methods that can process the
data without any previous restrictions or back-knowledge
assumptions about the model’s form. Also, these techniques
can learn by training on real data which make the model able
to generalize on previously unseen data. The last advantage is
due to processing the data using nonlinear activation function,
which allows the network to detect the complex nonlinear
type of relationships between the input and the output vari-
ables. Mainly this type of machine learning techniques works
on trial and error, so there is no specific structure or design
that can work for all the problems. Basically, the network
structure can be trained on the training part of the dataset then
tested on the testing data and this process is repeated for a
number of epochs and different parameters can be adjusted
(like the number of hidden neurons and number of hidden
layers) until reaching the least error obtained. In this case this
model design will be selected [24].

Deep learning is a subfield of machine learning that can
be defined by the ability to learn deep representations from
data, which entails learning several levels of forms and
concepts [11]. A deep learning structure is a multilayer per-
ceptron with numerous hidden layers. In [26], the authors
developed the notion of deep learning in 2006. They sug-
gested a deep belief network (DBN)-based unsupervised
greedy layer-by-layer training technique, which offered hope
for solving the deep strut optimization problem. To identify
distributed feature representations of data, deep learning inte-
grates low-level characteristics to build more abstract high-
level representation attribute categories or features. Both
supervised and unsupervised learning tasks have shown
great success with deep learning just like machine learning
techniques [27], [28].

Deep learning is an effective tool for modeling and analy-
sis. Many tasks, such as video categorization, speech recog-
nition, and natural language processing, can be accomplished
because of applying DL techniques. In difficult prediction
tasks, deep learning approaches also produce high-accuracy
results specifically in non-linear dynamical systems where
a diverse amount of data set can be generated with some
nonlinear changings [28].

The first thing that springs to mind when we have any
kind of sequential information or dataset and wish to apply
Deep Learning algorithms to it is Recurrent Neural Net-
works (RNNs). Traditional neural networks have inputs that
are independent of each other, while Recurrent Neural Net-
works, as the name implies, conduct a repeating task for each
sequence, with outputs that are reliant on past communica-
tions [29]. However, in circumstances where the input infor-
mation is non-sequential, such as image captioning, where
the image is a single non-sequential data point, RNN has
shown excellent performance. It must be understood that the
powerful framework of the Recurrent Neural Network can be
employed in that case as well, even if the input and output
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vectors are static vectors to be processed sequentially [29].
Even if our data does not come in the form of sequences,
we can still create effective models and teach them to process
data in a sequential fashion [30].

In this paper, we used two types of deep learning meth-
ods to detect an attacker based on the final key length:
Section VI.B describes the shallow neural network and
Section VI.C presents the deep learning method, respectively.

A. THE DATA SET

The data set that has been used for the training depends on
the quantum key’s length. It is around 20,000 generated keys,
with 10K key length generated in a safe environment (without
attacker, using Algorithm 1 without the attacker lines), and
the other 10K generated with the effect of the attacker in
the middle (by using Algorithm 1). The input of the machine
learning algorithm is 70% of this data and the remaining 30%
are used for testing.

B. NEURAL NETWORK PATTERN RECOGNITION

One of the main neural networks types is the Multilayer
Perceptron (MLP) that uses the multilayer feedforward archi-
tecture which is considered widely used for prediction and
pattern recognition and it includes feedforward backpropa-
gation, cascade feedforward backpropagation, and perception
networks [25]. In this study, the feedforward backpropagation
network was chosen based on the properties of the problem
and the promising results obtained from our test. The main
reason for choosing the MLP for our test instead of using
pre-trained deep learning models is that deep learning needs a
large number of training samples like hundreds of thousands
or maybe million to get successful training, it takes more
computation time, it could lead to overfitting, and in our
case we do not need this type of models as the number of
training samples generated for this test is several thousand as
mentioned earlier [14], [15].

In this paper, we implemented two different scenarios,
the first one is to generate quantum keys without any attacker
on their way (ideal situation), and for the second scenario,
we added an attacker in the middle. To confirm the out-
comes of both scenarios, the first technique that was used
to distinguish between attack keys and non-attack ones is
ANN. The Neural Network Toolbox from MATALB was
used for our test. This toolbox provides algorithms and pre-
trained models, as well as applications for creating, training,
visualizing, and simulating neural networks either with one
hidden layer (called shallow neural network) or with multiple
hidden layers called (deep learning neural network). For our
test, we used the shallow neural network to deal with the
large dataset (around 20,000 samples). The structure of our
network is as shown in Fig. 5.

In our test, the learning algorithm was trained on 70%
of the generated keys (training part) before being tested to
predict whether there is an attacker or not for each sample in
the rest of the data set (testing part). For each test set sample,
a set of outcome probabilities should be assigned regarding
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Hidden Layer Output Layer
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FIGURE 5. The structure of the neural network.

each of the attacker/non attacker groups—and the chosen
group will be the one with highest probability. Here the test
set is unseen and all the parameter adjustments were done
during training to be used later, so in this case the overfitting
issue was avoided to provide a robust performance.

C. LONG-SHORT TERM MEMORY (LSTM)

LSTM is a type of RNN with feedback connections, unlike
standard feedforward neural networks. The presence of feed-
back links transforms the LSTM into a type of “general pur-
pose computer,” allowing it to perform all the computations
that a Turing machine can perform [31].

Memory cells are used in an LSTM neural network
as independent activation functions and identity functions
with fixed weights that are coupled to each other. Errors
back-propagated through a neuron cannot vanish or explode
because of their constant weight. In traditional RNNs, the
weight matrices are also trained via backpropagation over
time data, just as the standard neural network training pro-
cedure [32]. As a result, the gradients disappearing problem
occurs in RNNs as the network’s complexity grows, imply-
ing that typical RNNs lack the ability to find information
or preserve dependencies buried in long-term time series.
To deal with difficulties with long-term dependencies, LSTM
was developed to prevent back-propagated mistakes from
gradients vanishing or inflating in RNN [32].

The LSTM-based method delivers higher prediction accu-
racy for distinct zones of the time series than standard pre-
diction methods and has been widely applied in the anomaly
detection research field [33]. The LSTM design is based
on a memory cell that can preserve its state over time and
nonlinear gating devices that control the flow of informa-
tion into and out of the cell. In contrast to standard RNNs,
the LSTM neural network establishes connections among
inputs and outputs using memory cells with forget gates rather
than traditional neurons [32]. These implemented forget gates
can effectively govern the use of data in cell states, allowing
LSTM to grasp dynamic behavior in time series visual data
and build effective machine representations [32].

At each time step, we can define a unit of LSTM as a
collection of vectors comprising of forget gate, input gate,
tanh gate and output gate, as shown in Fig 6, rather than a
single layer as in a traditional RNN [31].

In the notation used in the subsequent equations, o rep-
resents the sigmoid function, x; corresponds to the input
x at time ¢, and A, is the output with respect to the input
at time t. Wy, Wg, W,,, and W, are the weights, and by,
bg, by, and b, are the biases of the layers «, 8, ¥, and o,
respectively [31], [34].
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FIGURE 6. The architecture of LSTM [34].

TABLE 2. Binary classification confusion matrix.

Predicted
Positive Negative
Positive TP FN
Actual Negative FP TN

The first layer « is a sigmoid layer, also known as a forget
gate layer, which in the previous cell state returns a value
between 0 and 1, with 0 indicating no information pass and
1 indicating all information pass. The first layer’s equation
can be written as:

op =0 (We[hi—1, X1 + ba) ey

The input gate layer is the second layer, and it is updated
as follows:

Br =oWp - [h—1, %]+ bp) (2)
The third layer is the tanh layer y:
yy = tanh(Wy - [h;—1, x¢] + by) 3)
Then, we can update the previous state by using:
Ci=0a;-C1+ B 4)

The output layer is a sigmoid function layer, whose output
is expressed as:

or =0(Wy - [li—1, X1+ by) (5)

Now, the cell states pass through tanh function to form the
final output.

hl = Ottanh(Ct) (6)

D. PERFORMANCE EVALUATION METRICS
Four traditional assessment metrics, namely: accuracy, F1
score, precision and recall, were chosen. Any of these metrics
is determined using the True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN) values cal-
culated and represented by the uncertainty matrix throughout
the test process. For a binary classification query, Table 2
shows the general confusion matrix.

Any of the chosen metrics will offer some insights into
the model’s results, which will strengthen the assessment
process. A brief overview of each is shown below [35]:
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TABLE 3. The evaluation metrics.

Dataset- split ~ Accuracy  Precision Recall F1-
score
70%-30%  99.1% 98.8% 99.3%  99.04%

o Accuracy: The ratio of accurate predictions to the total
number of predictions is calculated. This can be mea-
sured in a binary hierarchy as:

TP + TN

Accuracy = @)
TP + TN + FN + FP

o Precision: The ratio between the correctly expected data
and the overall optimistic predicted details. This ensures
that a high-precision model is capable of accurately
defining much of the expected:

. TP
Precision = —— (8)
TP + FP

o Recall: This metric gives an analysis of the model’s
sensitivity. That is, the percentage of the positive data
that was accurately defined as positive and the positive
total data:

TP
Recall = ——— 9)
TP + FN

« F1 score: Using precision and recall, the fourth evalua-
tion metric is calculated as follows:

Recall + Precision
F1_Score =2 x

10
Recall x Precision (10)

The F1 score is used to demonstrate the model’s overall
success in relation to both accuracy and recall. The benefit of
using the F1 score for assessing a model’s overall success is
that the F1 score takes into account the distribution of data
and the unequal class situation where false positive and false
negative are at stake, which is typically the case with all the
algorithms.

VIl. RESULTS AND DISCUSSION FOR DETECTING
ATTACKERS WITH ANN AND DL

The results corresponding to the methods of Sections VI.B
and VI.C are shown in Sections VILLA and VILB,
respectively.

A. NEURAL NETWORK

The network was trained for 1000 epochs with data splitting
of 70% training part, 15% validation part and 15% testing
part, to test for the algorithm’s robustness against any bias
towards data split. Table 3 shows the results of the evaluation
metrics mentioned above.

Fig. 7 shows the performance plot for the data set.
The performance plot represents the relationship between the
cross-entropy loss which measures the performance of the
classification model and the number of epochs. It is clear
from the graph that a significant decrease in error between
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FIGURE 7. The performance plot of the classification test.

the target and the measured output for training, validation and
testing partitions of the dataset is noted to almost reach zero.
This result is also confirmed by the histogram error graph
(Fig. 8), where it shows the testing set bar and the training
set bar around the zero-error rate.
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FIGURE 8. The histogram error graph.

B. LONG-SHORT TERM MEMORY
The procedure explores a binary classifier that can differenti-
ate the attackers from non-attackers’ samples within thresh-
old scale. After loading the dataset, we prepared it for training
by splitting the samples into 70% training and 30% testing,
a training set to train the classifier and a testing set to test
the accuracy of the classifier on new data. Before training,
the neural network shuffles the data at random to ensure that
consecutive signals do not have the same labeling. We utilize
the bidirectional LSTM layer in our experiment since it looks
at the sequence in both forward and backward orientations.
Because the input dataset only has one dimension, we set
the input size to one-dimensional sequences. Then, we spec-
ify the training options for the classifier such as the number of
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Training Progress (08-Aug-2021 08:30:58)

Results
Validation accuracy.
Training finished

NA
Reached final iteration

Accuracy (%)

Training Time
Start time: 08-Aug-2021 08:30:58

Elapsed time: 1780 min 54 sec

Training Cycle
1000 of 1000
93000

Epoch:
Iteration:

Validation

Frequency NA

Other Information
Hardware resource: Single GPU

Learning rate schedule: Constant

Iteration

Loss

L

Learning rate: 0.01

Learn more
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- - @ - - Validation
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Training (smoothed)
Training
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FIGURE 9. The loss and the accuracy.

epochs to be 1000 to allow the network to make 1000 passes
through the training data and the ’Initial Learning Rate’ of
0.01 helps speed up the training process. The results of our
test are shown in Fig. 9, and the confusion matrix is shown
in Fig. 10. Table 4 shows the results of the various evaluation
metrics.

Confusion Chart for LSTM

attack 6.4%

nonAttack 0.1%

True Class

6.0%

nonAttack
Predicted Class

FIGURE 10. The confusion chart for the LSTM.

TABLE 4. The accuracy results for testing model in LSTM.

Precision Recall Fl-score Accuracy

99.2% 99% 99.09% 99.1%

The results of the Deep learning model achieved 99.1%
accuracy. However, LSTM took an excessively long time
of 1780 min 54 sec, compared to less than 2 seconds with
the shallow neural network, that achieved almost the same
accuracy (98.8%). Additional comparison details are shown
in Table 5. The reason behind this time difference is related
to the type of our dataset which consists of a single feature
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TABLE 5. lllustrats the differences between ANN and LSTM.

Method  Dataset-  Accuracy  Precision Recall F1-
split score

Shallow  70%-30% 99.1% 98.8% 99.3%  99.04%

NN

Deep NN 70%-30% 99.1% 99.2% 99% 99%

for the 20k samples and deep learning mainly performs better
with high dimensional datasets. Thus the use of the shallow
NN is more suited for the purpose of this paper, which is
detecting potential attacks during the transmission of the keys
between the transmitter and the receiver.

VIIl. CONCLUSION

In this paper, quantum key distribution (QKD) for Internet
of things (IoT) was investigated in the presence of attackers
attempting to steal the encryption key. Indeed, IoT deploy-
ments face significant security challenges due to the limited
energy and computational power of IoT devices, especially
when attackers might have quantum computing capabilities.
Therefore, we proposed an algorithm for detecting an attacker
between a transmitter and receiver, at the cost of interrupt-
ing the communications to detect the attacker. Afterwards,
Artificial Neural Network and Long Short Term Memory
techniques were proposed in order to detect the presence of
an attacker during QKD without the need to disrupt the key
distribution process. The results showed that the proposed
techniques can reach 99% accuracy in detecting attackers.
A typical use case for implementing the proposed approach
was described, namely for securing IoT communications of
sensors deployed in railroad networks. This is a suitable
scenario because fiber optic cables can be laid out parallel
to rail tracks, while coexisting with RF communications used
by sensors monitoring the status of the track to report their
measurements.
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