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ABSTRACT Recommendation system has drawn growing attention in the academia and industry because it
can solve the problem of information overload. Among a variety of methods, the click-through rate prediction
model plays an important role in predicting user’s attention to a specific item. To predict click-through rate,
high-dimensional and sparse features are usually adopted, and the accuracy of the prediction result depends
on the combination of high-order features to a great extent. Therefore, many methods have been proposed to
find the low-dimensional representation from sparse high-dimensional original features, and the meaningful
way of feature combination has also been mined to improve the accuracy of the model. However, the click-
through rate prediction models generally have two problems. One is that they can’t extract the feature
interaction of non-Euclidean features verywell. Another one is that it is hard to explain the inwardmeaning of
feature interaction. In this paper, a GCN-int model based on the interaction of Graph Convolutional Network
is proposed to solve the above problems. The proposed model simplifies the complex interaction among
multiple features, gets a better representation of the interaction between high-order features, and improves
the interpretability of feature interaction. The experimental results on the public movie recommendation
dataset and our own IPTVmovie recommendation dataset show that the proposed GCN-int model gets higher
accuracy and efficiency compared with the state-of-the-art models.

INDEX TERMS Recommendation system, GCN-int, IPTV platform data, click-through rate prediction,
feature interaction.

I. INTRODUCTION
Recommendation systems can be traced back to Tapestry [1],
a collaborative filtering email system designed by Xerox Cor-
poration in 1992 to solve the problem of information overload
at the Palo Alto Research Center. In the same year, Gold-
berg introduced the concept of ‘‘Recommendation System’’.
By predicting users’ preferences, recommendation system
can alleviate the pressure of information overload. To help
people get the effective information they need, recommen-
dation systems are widely applied in e-commerce platforms,
e-government platforms, and entertainment websites, such as
book recommendations, music recommendations, and movie
recommendations. Moreover, recommendation system has
been also adopted in the Internet Protocol Television (IPTV)
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platform since embedded data collection software makes it
possible to analyze the viewing patterns of TV viewers.

‘‘Recall and Ranking’’ is the mainstream architecture of
the recommendation system. Recall strategies can be broadly
classified into the following two categories: rule-based recall
and vector-based recall. Based on the recall strategy, the recall
layer quickly obtains the candidate sets of recommended
items from huge amounts of data. Then, in the ranking layer,
these candidate sets are further sorted to get the final recom-
mended items. In general, the candidate sets are obtained in
the recall layer according to the users’ personalized prefer-
ence, and then sorted in the ranking layer by predicting the
click rate of items, so the model used in the ranking layer
may not predict for specific users. Click-through rate (CTR)
prediction model is the widely used ranking model, which
can predict the probability of one user clicking on a movie.
In the early stage, CTR was applied to search advertising [2].
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Due to the excellent prediction ability of CTR, it has been
widely used in the recommendation system. In the field
of CTR prediction, people have been trying to find low-
dimensional representations of sparse high-dimensional orig-
inal features and their meaningful combinations to improve
the accuracy of the model. However, there are two problems
in CTR prediction: most of the existing CTR prediction
models can’t well extract the interaction between high-order
features and feature interaction is not explainable. In addition,
the data processed by Pattern Recognition, Speech Recogni-
tion, Natural Language Processing, and other technologies
emerging in recent years are mostly in Euclidean space,
which have spatial continuity and can be represented by a
matrix. Euclidean structure data can be easily extracted using
Convolutional Neural Network (CNN) or Recurrent Neural
Network (RNN) networks. However, in click-through rate
prediction, features are mostly multi-field categorical fea-
tures, which don’t have spatial or temporal continuity, and it
is difficult to carry out feature interaction and feature extrac-
tion for such unstructured features. The emergence of Graph
Convolutional Network (GCN) makes it possible to extract
features from non-Euclidean data. By introducing GCN into
the click-through rate prediction model, the above problems
can be solved.

The contributions of this work are summarized as follows:
1) We proposed a click-through rate prediction model

based on Graph Convolutional Network interaction
(GCN-int), which can well extract the high-order fea-
tures in non-Euclidian space.

2) We build an IPTV dataset on the IPTV platform data,
and perform experiments on the IPTV dataset and two
public datasets for movie recommendation. Experi-
mental results demonstrate the effectiveness and inter-
pretability of GCN-int.

The rest of this paper is organized as follows. Section II
discusses related work about recommendation system, click-
through rate prediction model, and Graph Convolutional
Network. Section III presents the three modules of GCN-int.
Section IV briefly introduces the datasets and evaluation
metrics used in the experiments. Section V evaluates the
performance of GCN-int on the above datasets and discusses
the reasons for the excellent performance of the model and
the existing shortcomings. Finally, Section VI concludes this
paper.

II. RELATED WORK
A. RECOMMENDATION SYSTEM
Traditionally, recommendation systems can be divided into
three broad categories: content-based recommendation sys-
tems, collaborative filtering recommendation systems, and
hybrid recommendation systems [3].

Content-based recommendation algorithm [4] is one of
the earliest recommendation algorithms, which is widely
used. This algorithm recommends products that are sim-
ilar to users’ favorite items. Content-based recommenda-
tion algorithm has good interpretability and is not restricted

by the cold start problem, but it has the shortcoming of
relying on artificial features and lack of novelty of rec-
ommendation results [5]. Collaborative filtering algorithm
groups users based on different preferences and recommends
products of similar types. This algorithm can be further
divided into three categories: user-based collaborative fil-
tering algorithm [6], item-based collaborative filtering algo-
rithm [7] and model-based collaborative filtering algorithm.
Compared with content-based recommendation algorithm,
collaborative filtering can recommend a variety of non-text
resources and mine the potential interests of users. However,
collaborative filtering algorithm has the disadvantages of
cold start and data sparsity [8]. In practice, hybrid recom-
mendation system is widely used. Hybrid recommendation
system aims at improving the accuracy of recommendation
by combining various recommendation algorithms. The com-
mon hybrid methods are weighted, cascaded, and so on [9].
Although the hybrid recommendation algorithm improves
the accuracy of recommendation system, it also increases
the computational complexity [10]. In addition, how to deal
with the cooperation between different modules is also one
of the most difficult problems of hybrid recommendation
algorithm.

B. CLICK-THROUGH RATE PREDICTION MODEL
Click-through rate prediction has gradually become the focus
of the industry community and academia community in
recent years. Early click-through rate prediction tasks mostly
adopted Logistic Regression (LR) [11], which has become
the most widely used click-through prediction model in
the industry for its simplicity and high performance. How-
ever, LR lacks the ability to learn feature interaction [12].
To overcome this limitation, Oentaryo et al. [13] proposed
a click-through rate prediction model based on Factorization
Machine (FM). This model considers not only the informa-
tion of single feature, but also the information of second-
order feature interaction, which are represented by the dot
product of two latent vectors. The emergence of FM solves
the shortcoming of insufficient parameter learning caused by
sparse data in LR. However, the defect of FM is that each
feature only learns one unique latent vector [14]. In fact,
when combined with features of different fields, the distri-
butions of latent vectors may be different. On the basis of
FM, Duan et al. [15] proposed Field-Aware Factorization
Machine (FFM), which introduced the concept of ‘‘Field’’
into feature combination. The basic idea is to divide features
into several fields, and each feature will learn different latent
vectors for different fields. FM and FFM add the learning
of second-order feature combination based on LR linear
model, and the above three models are called click-through
rate prediction schemes based on the shallow model. They
have the advantages of simple structure and good prediction
performance. What’s more, it’s convenient to deploy them on
a large scale in industry. The disadvantage is that it is difficult
to automatically extract the information carried by high-order
feature combinations [16].
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As Deep Learning has achieved great success in Computer
Vision [17], Speech Recognition [18], Natural Language
Processing [19] and other fields, its ability to explore high-
order implicit information between features has also been
applied to the click-through rate prediction field. Factoriza-
tion Machine Supported Neural network (FNN) is the early
influential click-through rate prediction model based on deep
learning, which was proposed by Zhang et al. [16]. The dense
vectors of each feature are obtained through FM model pre-
training, and then input into DNN directly after splicing. This
is how FNN achieves high-order feature interaction. In recent
years, The combination of FM and DNN has become the
mainstream method in CTR prediction. There are two main
ways to combine FM and DNN: parallel architecture and
serial architecture. Wide&Deep [20] proposed by Google
in 2016 belongs to the parallel structure, which combines
the advantages of the Wide model and the Deep model.
Since the Wide part is realized by LR, which still relies on
feature engineering, Wide&Deep is not a complete end-to-
end model. In order to solve this problem, Google proposed
Deep&Cross Network (DCN) [21] in 2017, which can com-
bine features explicitly at will. Qu et al. [22] believed that,
in FNN, the method of directly inputting FM learned features
into DNN could not adequately learn the feature interaction.
They proposed Product-based Neural Network (PNN), which
is a serial fusion scheme based on multiplication to reflect the
interaction of features. On the basis of FNN, Attention Neural
Factorization Machines (AFM) [23] takes advantage of the
Attention mechanism [24], which has achieved great success
in Natural Language Processing and other fields in recent
years, to solve the click-through rate prediction problem.

C. GRAPH CONVOLUTIONAL NETWORK
Graph Convolutional Network was proposed by Kipf and
Welling [25], which provides a new idea for the process-
ing of graph-structured data, and applies the convolution
method of images to the graph-structured data with topologi-
cal relations. CNN and RNN are suitable for one-dimensional
sequence data and two-dimensional matrix data, but they
cannot extract the features of non-Euclidean structure data.
Data drawn from practical tasks such as social networks and
recommendation systems are graph-structured data, which
belong to Euclidean structure data. Graph Convolutional Net-
work is devoted to extracting features from graph structure
data. By learning the interaction of each node in the graph
structure in the way of propagation, the information transmis-
sion of multi-level neighbors can be carried out. This process
is realized by the superposition of several layers of neural
networks.

In order to explore the graph structure more comprehen-
sively and completely, Yang et al. [26] proposed the Short-
est Path Graph Attention Network (SPAGAN). This model
conducts path-based attention that explicitly accounts for
the influence of a sequence of nodes yielding the mini-
mum cost, or the shortest path, between the center node
and its higher-order neighbors, so it can further aggregate

the information from distant neighbors more effectively.
Although SPAGAN model can effectively mine the high-
order relationships of graphs, in most cases, multiple hetero-
geneous relationships of graphs are mixed into a single edge,
resulting in inaccurate features learned by themodel. To solve
this problem, Yang et al. [27] proposed Factorizable Graph
Convolutional Network (FactorGCN), which achieves graph
convolution through graph-level disentangling. FactorGCN
explicitly disentangles the coding of intertwined relations in
a graph, leading to better predictions.

The key issue in click-through prediction is how to make
an effective combination of features to improve the accuracy
of the model prediction. As mentioned above, many scholars
have proposed a variety of methods for feature interaction,
but there are still two problems in the current click-through
rate prediction model. One is that it is difficult to well extract
the feature interaction of non-Euclidean features. The other
is that it is hard to explain the inward meaning of feature
interaction. The introduction of GCN into the click-through
prediction model helps to solve the above problems.

In this paper, we propose a click-through rate predic-
tion model based on Graph Convolutional Network interac-
tion (GCN-int) by combining the previous experience with
the characteristics of Graph Neural Network. GCN-int can
achieve more effective high-order interaction of features by
using Graph Convolutional Network. Based on the graph
structure, more flexible and explicit feature interaction can
be realized, which improves the interpretability of feature
interaction.

III. CTR PREDICTION MODEL BASED ON
GCN INTERACTION
In this section, we present a CTR prediction model based
on GCN interaction (GCN-int). Fig. 1 shows the architecture
of GCN-int. The proposed model consists of three modules:
input and embeddingmodule, feature interactionmodule, and
prediction module.

A. INPUT AND EMBEDDING MODULE
In click-through rate prediction, item features can be divided
into numerical features and categorical features. Numerical
features can be input into the model directly, but categorical
features need to be processed before inputting into the model.
For categorical features, the input data will become high-
dimensional, multi-field, sparse vectors after one-hot encod-
ing. If these vectors are fed directly into the model, they will
not only result in the waste of computational resources, but
will also lead to insufficient parameter learning and reduce
the accuracy of the model. The common solution is to trans-
form the features of different fields into embedding vec-
tors, thus reducing the dimension of high-dimensional sparse
vectors to low-dimensional dense features. The embedding
vector is

E = [e1, e2, e3, . . . , em], (1)
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FIGURE 1. The architecture of GCN-int.

where ei denotes the embedding vector of the ith field. m
represents the number of fields. Through the field embedding
module, the previously high-dimensional sparse vectors are
converted to the low-dimensional dense vectors, which can
be input into the model for calculation.

B. FEATURE INTERACTION MODULE
The effective way of feature interaction can save the cost of
manual feature engineering and improve the accuracy of the
model prediction. The Logistic Regression model assumes
that each feature is independent and does not consider the
correlation between features. However, the two features are
correlated with each other. Take the movie as an example.
Generally speaking, females prefer romantic movies, love
movies, and warm movies, whereas males prefer action
movies, martial arts movies, and horror movies. It means
that there is a strong correlation between woman feature
and romantic feature, and a strong correlation between man
feature and action feature. So how to discover the correlation
between features and capture the interaction between fea-
tures has become a key issue. Compared with the previous
models, which simply concatenate the embedding vectors
together and input them into the designed model for feature

interaction, we propose a special feature interaction method.
We represent the features of each field as the graph struc-
ture and then use Graph Convolutional Network for feature
interaction.

GCN is the first-order approximation of spectral convo-
lution [28], which is composed of multi-layer convolutional
networks. Each convolutional layer only deals with first-
order neighborhood information, and information transmis-
sion of high-order neighborhoods can be realized by stacking
multiple convolutional layers. The propagation way of each
convolutional layer in GCN is shown as follows:

H (T+1)
= σ

(
D̃−

1
2 ÃD̃−

1
2H (T )W (T )

)
. (2)

In (2), D̃ is a diagonal degree matrix D̃ii =
∑

j Ãij. H
(T )

is the activation unit matrix in the layer T , and H (0) = E .
W (T ) ∈ Rnfield×nhidden is a layer-specific trainable weight
matrix, in which nfield is the number of fields and nhidden is
the embedding size of GCN hidden layer. σ (·) denotes a non-
linear activation function. Ã = A+ IN is the adjacency matrix
of the undirected graph with added self-connections, in which
A is the adjacency matrix of the undirected graph, and IN is
the unit matrix. The formula of the adjacency matrix A is

A
[
ni, nj

]
=

{
w
(
ni, nj

)
if i 6= j

0 else
, (3)

where w is the weight of the connection edge. As shown
in Fig. 1, the features of each field are regarded as the nodes
in the Graph Neural Network. Therefore, the interaction
between each feature can be understood as the interaction of
each node in the graph. In this way, the features of one item
and their interactions form one feature graph. Multiple items
correspond to multiple feature interaction graphs. From this
point of view, using GCN for feature interaction enhances the
interpretability of feature interaction. For example, we have
four fields: Country, Company, Tag, and Color. And the fea-
tures of movie v are as follows: China, Bona Film, Comedy,
and Color. Then we give an adjacency matrix A and draw the
feature interaction graph according to A. If an element of A
is 1, it indicates that an edge needs to be drawn between the
two features corresponding to the element. If an element in
A is 0, there is no edge between the two features. In order
to obtain as much information as possible, we set A to be a
matrix with diagonal 0 and other elements 1. This means that
all features interact with other features besides themselves.
Thus, the feature interaction of movie v is shown in Fig. 2.

We can use A to control which features will be used for
interaction. In this way, we can intuitively show the way of
feature combination. By observing the constructed feature
interaction schematic diagram, we can see how features inter-
act within GCN. Each edge in the graph represents the com-
bination of connected features, which explains the internal
meaning of feature interaction.

Compared with Deep Neural Network, which is a black-
box structure, Graph Neural Network can be used to observe
which features interact. Here, according to (2), the adjacency

VOLUME 9, 2021 140025



Y. Liu et al.: GCN-Int: CTR Prediction Model Based on GCN-int

FIGURE 2. Schematic diagram of GCN feature interaction.

matrix A is defined as a matrix with all elements 1 except the
main diagonal. That is, in (3), the value of w is 1. The reason
why w is set as 1 is that it is more accurate to interact with all
features when it is uncertain which features interaction will
improve the accuracy of prediction. The depth of interaction
is determined by the number of layers in the Graph Neural
Network.

Through the feature interaction module, the embedding
vectors of each field aggregate the state information of their
neighbor nodes, which realizes the purpose of feature inter-
action. The output of feature interaction module is

H (T )
=

[
hT1 , h

T
2 , . . . , h

T
m

]
, (4)

wherem represents the number of fields, and T is the number
of convolution layers.

C. PREDICTION MODULE
The prediction module concatenates the embedding vectors
of each field through the GCN feature interaction module
together and obtains an m × D dimensional vector, where m
is the number of fields and D is the size of embedding vector.
With the sigmoid function, GCN-int model outputs the score
between [0,1], indicating the likelihood that user clicks:

ỹ = sigmoid
(
W TH (T )

+ b
)
. (5)

In (5),HT is thematrix of hidden representations of entities
in layer T . W is the weight matrix, and b is the bias vector.

In addition, the loss function of GCN-int is Logloss, which
is defined as

Logloss = −
1
N

N∑
i=1

(yilog (̃yi)+ (1− yi) log (1− ỹi)) , (6)

where N is the total number of samples, yi is the true label of
i, ỹi is the predicted label of i. Adam optimizer is used to opti-
mize the model and the initial learning rate l is set to 0.001.
In order to prevent overfitting during training, GCN-int model
also uses batch-normalization [29] and Dropout layer [30]
after each layer. The dropout ratio r is set to 0.5 for training.

The activation function is RELU. What’s more, Residual
Network [31] is also introduced into the model, which can
prevent network degradation caused by the increase in the
number of layers of deep Network and ensure that the deep
network has at least the same fitting ability as the shallow
network.

IV. EXPERIMENTAL SETUP
We evaluate the proposed GCN-int and present its perfor-
mance on movie recommendation by three datasets: Criteo,
Avazu, and our IPTV dataset. In this section, we introduce
the datasets and evaluation metrics used in the experiments.

A. DATASETS
In order to present the objectivity of GCN-int, we utilize
two kinds of datasets in our experiments. One is the public
dataset. The other is the IPTV dataset, which is built by
ourselves. Criteo and Avazu are public datasets commonly
used by academics to study click-through prediction models.

Criteo1 is an online advertising dataset published byCriteo
Labs. This dataset contains 40 million lines of data and the
features of 39 fields, among which there are 13 numerical
features and 26 categorical features. Due to the confidential-
ity of data, the name of each feature is not disclosed but is
represented in the form of code.

Avazu2 is published by Kaggle for a click-through rate
prediction contest. This dataset contains the users’ behav-
ior information of clicking advertisements on mobile termi-
nals in the past 10 days. This dataset contains the features
of 23 fields, all of which are categorical features. Table 1
shows the detailed statistical information of the above two
datasets.

TABLE 1. Statistics of two public datasets: Criteo and Avazu.

In addition, referring to the above two public datasets,
we built the IPTV dataset from the historical data of IPTV
program viewing in two months. Viewing data used in the
IPTV dataset are the single episode of on-demand programs
on the IPTV platform of one province. In a certain period,
if one movie has been clicked by one user, the ‘‘isviewed’’
field is set to ‘‘1’’, and if it does not appear in the user’s history
viewing record, the ‘‘isviewed’’ field is set to ‘‘0’’. Like
Criteo, according to the ID of programs, all kinds of attribute
information of programs are added as auxiliary informa-
tion. Based on the principle of information confidentiality,
the fields containing special information are encrypted. This
dataset contains 134297 lines of user interaction data and
201411 features of 13 fields, including 8 numerical features
and 5 categorical features, with the positive and negative

1https://www.kaggle.com/c/criteo-display-ad-challenge
2https://www.kaggle.com/c/avazu-ctr-prediction

140026 VOLUME 9, 2021



Y. Liu et al.: GCN-Int: CTR Prediction Model Based on GCN-int

TABLE 2. Field information and number of features for the IPTV dataset.

sample ratio of 4:9. The Field information and number of
features of IPTV datasets is shown in Table 2.

B. EVALUATION METRICS
To estimate the performance of the proposedmodel, two eval-
uation metrics commonly used in CTR prediction problems
are adopted in our experiments: AUC [32] and Logloss [33].
The above two metrics are recognized in CTR prediction,
which can evaluate the performance of the model from two
different perspectives.

AUC (Area Under Curve) is defined as the area bounded
by the coordinate axis under the ROC (Receiver Operating
Characteristic Curve), and its value ranges between 0 and 1.
The closer AUC is to 1, the better model performs. The model
performs worst when the AUC is equal to 0.5, which cor-
responds to random guessing. Compared with other indices,
the advantage of ROC is that when the distribution of positive
and negative samples changes, the ROC curve can basically
remain the same shape in the figure. It indicates that ROC
is not sensitive to the proportion of positive and negative
samples. Therefore, ROC can reduce the interference brought
by different test sets and reflect the effect of the model more
objectively.

Logloss is a common evaluationmethod formachine learn-
ing problems. The smaller the value of Logloss is, the better
the model performs.

V. EXPERIMENTS AND DISCUSSIONS
A. EXPERIMENTAL RESULTS
In this section, we conduct four groups of experiments
respectively: the performance of GCN-int on public datasets,
the performance of GCN-int on IPTV dataset, the sensitive
experiments of GCN-int, and the efficiency comparison of
different models.

1) THE PERFORMANCE OF GCN-INT ON PUBLIC DATASETS
In order to objectively verify the performance of GCN-int
on the public datasets, this experiment compares GCN-int
with the three kinds of models mentioned above: the linear
model considering only first-order feature interaction [11],
the model of second-order feature interaction [23], [34] and

the model of high-order feature interaction [21], [35]–[38].
This experiment is mainly compared with AutoInt [38],
which was proposed in 2019 and achieved good performance
by using the multi-head attention mechanism. We set the
embedding size to 8 and the number of GCN layers to 3. For
Criteo and Avazu, we set the hidden embedding sizes in GCN
to 64 and batch size to 1024. For the IPTV dataset, we set the
hidden embedding sizes in GCN to 16 and batch size to 64.

Table 3 presents the experimental results compared
GCN-int with baseline models on the public datasets. In order
to show the improvement of GCN-int more intuitively,
we respectively calculated the percentage improvement of
GCN-int on AUC and Logloss relative to the baseline model
and express them as Improve-AUC and Improve-Logloss
in Table 3. The formulas of Improve-AUC and Improve-
Logloss can be written as

Improve− AUC =
AUCGCN−int − AUCbaseline

AUCbaseline
, (7)

Improve− Logloss =
LoglossGCN−int − Loglossbaseline

Loglossbaseline
.

(8)

The following observations can be obtained from Table 3.
Compared with the traditional linear model, which only con-
siders first-order interaction of features, AUC and Logloss of
FM and AFM which consider the feature interaction are bet-
ter. It shows that feature interaction is meaningful for improv-
ing the performance of click-through prediction model, and
effective feature interaction can get higher accuracy. In addi-
tion, the experimental results also show the positive effect
of introducing GCN into the CTR prediction model. If the
GCN interaction part is removed from the GCN-int model,
the model is close to LR. By comparing the experimental
results of LR andGCN-int, it can be seen that the introduction
of the GCNmodule greatly improves the prediction accuracy.
On Criteo and Avazu datasets, GCN-int shows a significant
improvement over the click-through rate prediction model
based on deep learning high-order feature interaction pro-
posed in recent years.

2) THE PERFORMANCE OF GCN-INT ON IPTV DATASET
This experiment focuses on comparing the performance of
AutoInt and GCN-int on IPTV dataset, and the experiment
results are shown in Table 4.

We observe that both AutoInt and GCN-int have a good
performance on IPTV dataset, with AUC above 0.94. It also
shows that the IPTV dataset constructed by ourselves has
good classification characteristics. It means that in the IPTV
platform, the programs watched by users have obvious classi-
fication characteristics. What’s more, the model proposed in
this paper is better than AutoInt.

Combinedwith the above two experiments, it can be shown
that the proposed feature interaction method based on Graph
Convolutional Network can effectively improve the accuracy
of the click-through rate prediction model.

VOLUME 9, 2021 140027
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TABLE 3. The experimental results compared GCN-int with baseline models on the public datasets.

TABLE 4. The model comparison experiments on IPTV dataset.

3) THE SENSITIVE EXPERIMENTS OF GCN-INT
In GCN-int, the dimension of embedding vector in the
embedding module is an important parameter, which has
a significant influence on the effectiveness and complexity
of GCN-int. We conducted experiments on Avazu by fixing
other hyper-parameters and modifying only the value of the
embedding size to observe the effect of this parameter on
GCN-int.

TABLE 5. The sensitive experiments of embedding size hyper-parameter.

Table 5 and Fig. 3 show the results of the sensitivity exper-
iments of the hyper-parameter embedding size. We observe
that embedding size is positively correlated with AUC and
negatively correlated with Logloss. It shows that increasing
the dimension of embedding vector has a positive impact
on the efficiency of model, but also leads to the increase in
training time, as it increases the complexity of the model.

Therefore, in practical application scenarios, the accuracy
and complexity should be considered comprehensively, so as
to provide more accurate recommendation results for users
on the premise of ensuring a quick response.

4) THE EFFICIENCY COMPARISON OF DIFFERENT MODELS
The efficiency of model is also an important standard to
evaluate the model. It’s usually measured in two aspects, one
is the number of parameters to be calculated of the model,
and the other is the runtime of the model. This experiment
compared the efficiency of different CTR models on Criteo.
Note that the parameters calculated in this experiment don’t

FIGURE 3. The effect of embedding size on GCN-int.

include the embedding layer. Table 6 shows the experimental
results.

It can be seen that GCN-int requires fewer parameters than
AutoInt, the best of all baselinemodels, for approximately the
same running time. It proves that GCN-int is highly efficient
on the premise of ensuring the accuracy of model.

In conclusion, GCN-int proposed in this paper achieves
the best performance among all CTR prediction baseline
models. Compared with AutoInt, which is the best effective
baseline model, GCN-int requires fewer parameters and is
more efficient.

140028 VOLUME 9, 2021



Y. Liu et al.: GCN-Int: CTR Prediction Model Based on GCN-int

TABLE 6. The efficiency comparison of different models.

B. DISCUSSIONS
In this paper, we propose GCN-int, which is a CTR prediction
model based on GCN interaction. We carry out experiments
on the movie recommendation scenario, and the experimental
results present that GCN-int has good performance and high
accuracy, outperforming the state-of-the-art baseline models.
Several reasons can explain the excellent performance of
GCN-int.

First, GCN-int realizes more effective high-order fea-
ture interaction based on GCN. Compared with first-
order or second-order feature interaction, high-order feature
interaction contains more possible situations of multiple fea-
ture combinations, so it can improve the accuracy of the click-
through rate prediction model. What’s more, GCN aims at
extracting features from graph-structured data, so it can make
the interaction between high-order features more sufficient.

Second, feature interaction based on graph structure is
more flexible. The CTR models mentioned above have sim-
ilar processes in constructing high-order feature interaction.
Firstly, sparse and high-dimensional features are transformed
into low-dimensional and dense features, and then features
are spliced together and finally input into the deep network.
This simple feature splicing method limits the ability of
complex interaction among features, making feature inter-
action in different fields can only be carried out in a fixed
way. However, GCN-int can control the interaction field
through the adjacency matrix, and control the interaction
depth through the number of convolution layers, which can
make the feature interaction mode more flexible.

Finally, presenting feature interaction in the form of graph
improves the interpretability of feature interaction, which
can’t be simulated by other structures. Generally, DNN uses
multiple hidden layers of the neural network for embedding
learning, resulting in feature interactions within the neu-
ral network being learned automatically. It is invisible and
uncontrollable. In contrast, GCN has obvious advantages in
feature interaction. It takes features as nodes in the graph,
takes interactions as edges between nodes, and displays fea-
ture interaction in the form of feature map. This form can
show the interaction of multiple features of one item more
intuitively.

Despite the good performance of GCN-int, it still has one
drawback. The CTR prediction model based on Graph Neural
Network proposed in this paper does not consider the weights
of interactions between features, but carries out feature inter-
actions with the same weight values. In practical applica-
tion scenarios, the contribution of the interaction between
different features to the accuracy of the model should be
different. If theweights of different feature interactions can be
adaptively adjusted according to the contributions during the
interaction, the accuracy of GCN-int can be further improved.

VI. CONCLUSION
In this paper, we have presented a click-through rate pre-
diction model based on Graph Convolutional Network.
In GCN-int, the features of each field and the interaction
between different features are represented as the feature rela-
tion graph. And high-order feature interaction is realized by
Graph Convolutional Network, which improves the inter-
pretability of feature interaction. Experiments are carried out
on two public datasets and the IPTV dataset on the movie
recommendation scenario. It is proved that compared with the
state-of-the-art models, the proposed model has both higher
accuracy and higher efficiency, and can better capture the
interaction among high-order features. In addition, the model
may have better performance if the weights of different fea-
ture interactions are taken into account.
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