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ABSTRACT Recidivism is generally considered as a deficiency disease in which offenders recommend a
crime or repeat an offence. Empirically committing the first crime at a very young age leads to a much
higher rebound rate and the continuation of similar offensive behavior. Accordingly, prioritization must
be given for the early assessment of recidivism behavior in first-time offender by law enforcing agencies.
Different prison studies suggest that recidivism can be curtailed by early behavioral risk assessment in first-
time offenders. Ideally, a psychologist conducts a manual risk assessment using standard psychological
assessment tools, which has long been regarded as a standard method for recidivism risk assessment.
However, such behavioral examination procedures are usually sluggish and constrained by subjective
perceptions. Consequently, this study aims to develop a machine learning-based quantitative risk assessment
tool for the recidivism behavioral gradation of first-time offenders. Quantitative gradation and prediction of
future recidivism behavior in such offenders are achieved using an ensemble learning model and an advanced
machine-learning approach. For the available behavioral data collected from multiple prison locations,
simulations were performed, and the experimental results were obtained. It is ascertained that, the proposed
three-member and five-member ensemble classifier models lead to 85.47% and 87.72% accuracy respec-
tively in comparison to other standard individual classifiers.

INDEX TERMS Recidivism, first time offenders, predicting criminal recidivism, quantitative psychology,
ensemble learning model.

I. INTRODUCTION
Crime is defined as a deliberate testimony or eviction to
disobey criminal law that is carried out without any bar-
rier or defence and is sanctioned by the government as a
lawful offence or offence. Whereas, criminal behavior can
be defined as any visible or hidden violation of law that is
punishable upon conviction. The following are some broad
categories of crimes under the Indian Penal Code:

• Crimes Against Body: Murder, Kidnapping & Abduc-
tion

• Crimes Against Property: Theft, Dacoity, Robbery, and
Burglary

• Crimes Against Public Law: Torching and Anarchy
• Crimes Against Women: Rape, Dowry death, Domestic
violence

• Crimes Against Children and Adolescents: Sexual
assault, Kidnapping of child
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• Economic Crimes: Tax evasion, Bribery, Money
Laundering

In this respect, criminology or crime science is the sci-
entific study of crime and criminals and their motivations
for engaging in criminal behavior [1]. Crime science is an
interdisciplinary area of research that focuses on the logical
investigation of felony and criminal conduct, including their
signs, causes, legal angles, and control. Criminals’ wills,
thoughts, intentions, reactions, and everything else involved
in the conduct of criminal behavior. It is founded on various
disciplines such as sociology, anthropology, psychology, psy-
chiatry, philosophy, and generic medication. The most impor-
tant motivation for criminology is to identify psychological
factors that underpin criminal behavior [2].

There are two types of criminological research studies:
qualitative and quantitative. Qualitative research includes
studies that collects and analyze crime data in order to bet-
ter understand crime instances and criminals independent
of their relationship to individual cases [3]. Quantitative
criminology deals with study of criminal behavior, crime
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prediction, and computer aided interpretation of crime data
for crime prevention of crime [4]. Various statistical and pre-
dictive models interpreting large-scale data sources in crime
and quantitative analysis of criminal behavior have been
implemented as crime data and crime rates have grown [5].
Such quantitative methods provide many ways to interpret
crime data, which is beneficial to many aspects of society.
The use of quantitative methods assists criminologists and
law enforcement agencies in the field of crime prevention and
criminal rehabilitation.

As per empirical studies, the quantitative study of crim-
inal behavior is exceptionally essential in criminal reha-
bilitation and crime prevention among different types of
crime data analysis. In recent years, development of quan-
titative methods for the analyzing criminal behavior has
become extremely important for the routine monitoring of
personality imbalances, impassivity and anti-social syndrome
among first-time offenders (FTOs). Some of the identi-
fied risk factors that augment towards the recurrence of
crime after the first conviction among FTOs are presented
below.

• Demographic
• Socio-Economic
• Employment
• Literacy
• Vocational Skills
• Interpersonal skills

In addition, life-long study of offenders to identify the
recurrence of crime in offenders is referred to as crimi-
nal recidivism. Studies related to criminal activity by age
show that committing a crime at a younger age indicates a
broader criminal career in offenders. Furthermore, research
also shows that an individual with a lengthy criminal back-
ground committed his/her first crime at a young age [6].
First-time offenders on average have a higher probability
of reconviction compared to those with extensive criminal
records.

A first-time offender is someone who has been convicted
for the first time in the criminal justice system. [7]. Moreover,
recidivism, or committing a crime again, is a widespread
phenomenon among first-time offenders. To minimize crime
and preserve law and order, it is critical to detect recidivism
activity among FTOs early and provide rehabilitation ser-
vices. According to A. W. Macleod, recommending a crime
or repeating an offence is a deficiency disorder that causes
offenders to break the law or disobey the government regu-
larly [8]. Recidivism in FTO has been linked to several indi-
viduals and environmental risk factors, as mentioned above.
According to studies, poverty, illiteracy, drug abuse, anti-
social personality disorder, intermittent explosive disorder,
and a lack of family support are among the most common
reasons for first-time offenders to recommend a crime or
return to prison.

One of India’s growing problems is the rise in criminal
recidivism. According to the National Crime Records Bureau

FIGURE 1. Workflow of the proposed system.

of India, the current crime rate in Jharkhand, a state in
India is 1.4 percent of the total population, ranking it eigh-
teenth in overall crime incidents. Researchers in criminology
are particularly interested in the rising rate of recidivism
among young offenders. Recidivism must be predicted early
to provide individualized rehabilitation and ensure effective
social integration. Furthermore, whether first-time offend-
ers will recidivate or not, regular behavioral assessments
are needed to reintegrate them into society. The use of
machine learning based methods for routine criminal behav-
ioral evaluation is a major step toward reducing crime in the
society.

Consequently, the primary contribution of this study is the
development of an ensemble of classifier models for assess-
ing risk and predicting recidivism among first-time offenders.
The proposed computational framework for risk evaluation
and recidivism prediction is shown in Figure 1. The outline
of this article is summarized as follows. Section II provides a
detailed description of the other available literature on com-
putational approaches to criminology. Section III describes
the source of prison data, the survey questionnaire-based
behavioral data collection process, and other approaches
used in the proposed study. Details regarding application
of ensemble of classifiers for recidivism risk assessment
are outlined in Section III-F. Details regarding the perfor-
mance evaluation and analysis is presented in Section IV.
The experimental findings and discussion is presented in
Section V. Finally, the conclusions are summarized in
Section VI.
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II. LITERATURE REVIEW
Computational criminology refers to the application of
computer–assisted methods in various areas of criminol-
ogy. It’s a blend of disciplines where forensic psycholo-
gists, criminologists, and computer scientists collaborate to
develop intelligent problem-solving methods in various crim-
inology areas [9], [10]. Several researchers have focused on
developing computational models for forensics, crime pat-
tern identification, environmental criminology, and criminal
justice systems in recent years. Specifically, a significant
proportion of work has been conducted to identify crime
pattern prediction and detection [11]–[14]. A significant
number of studies have also been devoted to understand-
ing the significance of environmental factors in criminal-
ity and developing cognitive models to simulate criminal
behavior [15]–[18]. Moreover, few authors have addressed
recidivism prediction and risk assessment [19]–[25] Addi-
tionally, few research articles are available on the application
of machine learning to the criminal justice system (algo-
rithmic justice), viz. automated determination of jail terms
and parole sanctioning [26]–[29]. Hence, from the available
literature on computational criminology, it is observed that
most of the research done to date can be categorized into four
groups:,

a. Crime Pattern Prediction and Detection
b. Cognitive Modeling approach for Criminal Behavior
c. Recidivism Prediction and Risk Assessment
d. Algorithmic Justice

It was observed that topics related to Crime Pattern Pre-
diction, study of Cognitive Models for criminal Behavior
and Algorithmic justice are directly/indirectly related to
re-commitment of crime/ offence by offenders. The relation-
ship between each categories has been tabulated below–

TABLE 1. Relationships between different categories of literature
available in computational criminology.

Hence it was concluded that study of recidivism risk
assessment is highly correlated to the above three categories.
As a result, we include a thorough discussion of articles
related to machine learning in predicting recidivism and risk
evaluation among offenders in the current work.

A. RECIDIVISM PREDICTION AND RISK ASSESSMENT
Caulkins et al. [19] implemented both neural networks and
traditional statistical models for the prediction of criminal

recidivism. They showed that, despite their properties that
may be useful for predicting recidivism, network models do
not outperform other widely used datasets. Their findings
indicated that, irrespective of the models or procedures used,
the prediction attributes used have minimal knowledge repre-
sentation content for characterizing recidivists.
Hilton et al. [20] discussed various actuarial and clinical

methods for violence risk assessment. They found that actu-
arial tests are the most accurate way to measure the risk of
aggression over time and allocate intervention resources in
addition to therapeutic approaches.
Piquiro et al. [21] conducted a theoretical meta-analysis

of the literature on violent re-offence, emphasizing vari-
ous demographic risk attributes. According to their research
findings, age, gender, and race were all linked to violent
recidivism.
Fawn et al. [22] conducted a comparison study to assess

the relative utility of three classification strategies in
predicting inmate misconduct: classification and regres-
sion tree (CART), chi-squared automatic interaction detec-
tion (CHAID), and multi-layer perceptron neural network.
To evaluate the four different models and risk factors
derived from the importation framework on inmate adapta-
tion, a group of inmates from state and federal prisons were
considered. The predictive accuracy of the four models was
evaluated and recorded using a multi-validation protocol and
multiple assessment indicators, with overall accuracy ranging
between 0.60 and 0.66.
Wijenayake et al. [23] introduced a decision-tree classifier

based approach for predicting recidivism concerning domes-
tic violence. They attempted to introduce and test various
approaches for dealing with class imbalance and feature
selection particularly for the prediction of recidivism among
convicted domestic violence offenders.
Fang et al. [24] used a combination of combination of

principal component analysis (PCA) and support vector
machine (SVM) for the forecasting of criminal obsession
among high-risk personnel based on reported behavioral data.
They used PCA to reduce the dimensionality of behavioral
data before predicting criminal tendencies using different
SVM kernel functions.
Wang et al. [25] investigated different interpretable

machine-learning models for accuracy, interpretability, and
fairness in criminal recidivism prediction. For criminal
recidivism prediction, various interpretable machine learning
methods with various degrees of interpretability, ranging
from scoring systems to decision trees to additive models,
were simulated.

Based on our literature review, we identified the following
issues that must be addressed:

i. A limited number of studies on recidivism risk assess-
ment in FTOs.

ii. Independent risk factors, such as demographic and
socio-economic factors, have only been considered to
automatically characterize criminal behavior.
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iii. None of the researchers considered using hybrid fea-
tures to develop a machine learning-based model for
recidivism risk assessment in FTOs.

iv. Non-utilization of ensemble machine learning model

In conclusion, while the above schemes are helpful for a
number of computational criminology issues, they may not
be suitable for predicting the risk of recidivism in first-time
offenders. Furthermore, due to the significant variation in
criminal behavior worldwide, additional regional variables
must be identified. Thus, the key offerings of this research
include the establishment of a machine learning-based model
for recidivism risk assessment in first-time offenders.

III. DATA AND METHODS
The details of the behavioral data acquisition technique and
the structure of the proposed method, as outlined in the
following subsection, are described in this section.

A. STUDY SUBJECT SELECTION
Assessment of offenders behavioral traits may reveal the
degree of delinquency in a person’s personality, which is
strongly linked to habitual recidivism. Therefore, in the cur-
rent study, behavioral data were gathered from various pris-
ons and special homes in the state of Jharkhand for the early
prediction of recidivism in first-time offenders. Criminal
behavioral assessment were conducted by prison counselors
periodically over four months to maintain data integrity.

A total of 204 male prisoners were included in this exper-
imental study based on strict guidelines for inclusion and
exclusion. The participants’ ages ranged from 18 to 30 years,
with the majority falling below the poverty line. Each partici-
pant was interviewed using a behavioral questionnaire devel-
oped by a panel of clinical psychologists based on Structured
professional judgement (SPJ) and Present status examina-
tion (PSE) standard globally followed [30]. The HCR-20 [31]
risk assessment indicator for early recidivism prediction was
included in the questionnaire, together with other clinical
and non–clinical risk factors. Each behavioral trait consid-
ered here serves as a specific marker of delinquency in a
participant’s personality. To ensure data accuracy, all pris-
oners were interviewed over the course of four months by
qualified prison counsellors who were psychology graduates,
who asked the same questions to all of them. Additionally,
to remove bias from the experiment each inmate’s prison
behavioral experience is also reviewed through feedback
from the jail Superintendent and the concerned vocational
teacher. A detailed summary of the distribution of offenders
based on different risk factors is presented in Table 2.

B. BEHAVIORAL FEATURE MEASUREMENT
The proportion of delinquent behavioral traits present in the
FTOs was used to determine the criteria for recidivism risk
assessment. Since its inception, the HCR-20 [31] violent
risk assessment scale has been a required structured method
for assessing the risk of violence in criminals. However,

TABLE 2. Summarized categorization of offenders based on different
criterion.

TABLE 3. Non-clinical risk factors for recidivism risk assessment in first
time offenders.

TABLE 4. Clinical risk factors for recidivism risk assessment in first time
offenders.

observational studies have shown that using only HCR-20 to
predict recidivism among first-time offenders without using
regional factors is insufficient. As a result in this study,
HCR-20 along with individual, socio-demographic, family,
and cumulative prison behavior factors, has been used to
develop of ensemble machine learning model for assessing
risk and predicting recidivism among first-time offenders.
Table 3 and 4 summarizes both clinical and non-clinical risk
factors used in this study for quantitative evaluation of recidi-
vism among FTOs, and are also practised by the majority of
psychologists across the globe.

C. FEATURE REPRESENTATION
The created dataset consists of 220 rows and 57 columns,
where each row represents an individual inmate, and the
corresponding column reflects the evaluated behavioral traits
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TABLE 5. Summarized feature table.

obtained via a personalized interview. Moreover, based on
feedback from an experienced group of qualified psychol-
ogists from the Central Institute of Psychiatry, Ranchi, the
collected subjective prisoner behavioral responses were tran-
scribed into numerical scores. The entire set of 57 behavioral
attributes are made up of 20 HCR-20 delinquent behav-
ioral characteristics, and fifty seven other attributes that
span both clinical and non clinical risk factors for recidi-
vism behavioral assessments. Furthermore, the behavioral
response score for each of the 20 items in HCR-20 was
marked as either 0(absent), 1(minor or moderately present) or
2 (definitely present), and the total scores for HCR-20 ranged
from 20 to 40 respectively. The predictive validity and effi-
cacy of HCR-20 is between (0.71-0.74) [30], [32]. Addition-
ally, the responses for the remaining 37 attributes were also
marked similarly based on inputs from domain experts on a
scale of three.

D. FEATURE SELECTION
Standard statistical feature selection technique viz. ANOVA
has been used to identify relevant attributes for the current
data set. ANOVA examines group variances and means to
determine whether the means are overlapping. In this regard,
if the observed differences are found to be substantial, the fea-
tures are believed to be statistically significant, resulting in
a lower p value. In this study, the p-value has been defined
as 0.05, indicating that the attributes are statistically sig-
nificant. A total of 57 features have been found to be sta-
tistically significant out of 65 with p value less than 0.05.
Table 5 and 6 depicts a summarized overview of different
types of significant and insignificant features. Identified sig-
nificant features for each individual are fed to an ensemble of
classifiers [33]–[35]. Such a model will facilitate in the auto-
matic assessment of first-time offenders into three recidivism
risk groups: low, moderate, and high.

E. CLASSIFICATION
Different classifiers are used in pattern recognition to par-
tition the feature vector (space) into class labeled decision

TABLE 6. Summarized feature table.

regions according to feature similarities. Moreover, in all
pattern classification problems, each individual feature vec-
tor is allocated a label (viz. class/group), a predetermined
integer value based on the classification model output, and
the total number of available classes. The weights of each
classifier must be modified to obtain the desired set of target
outputs for any given set of inputs. The overall volume of
data collected was split into two categories: training and
testing. The neural network weights are updated using the
difference between the desired output (training data) and
the predicted output, and this process is known as train-
ing. These specialised techniques that are used to update
the network weights are referred to as learning algorithms.
Moreover, the rest of the dataset is referred to as testing data,
and it is used to verify the classifier’s performance. In the
present study, we suggest the use of an ensemble classifier
model along with behavioral risk factors for the prediction
of recidivism risk (i.e. low, moderate and high) among first-
time offenders. Five other standard classifiers, viz. naive
Bayes blassifier (NBC) [36], k-Nearest neighbor (KNN) [37],
multilayer perceptron network (MLP) [38], probalistic neural
network (PNN) [39] and support vector machine(SVM) [40]
were used to assess classification performance for both clin-
ical and non-clinical recidivism risk factors. Each classifier’s
parameters were fine-tuned to achieve maximum accuracy,
and the same dataset (both training and testing) was used to
evaluate each classifier’s output.

1) ENSEMBLE OF CLASSIFIERS
A combination of multiple classifiers that generates various
hypotheses using the same base learner is referred to as an
ensemble of classifiers [41], [42]. Ensemble methods are
powerful machine learning techniques that combine multi-
ple base models to create a single best-fit predictive model.
Such models combine the decisions of multiple classifiers
to achieve the best precision, variance, and bias and can
solve complex nonlinear problems [43]. The most popular
ensemble techniques include averaging, bagging, boosting,
and stacking. Ensemble models are favoured over individ-
ual classifier models for a number of reasons, as discussed
below [35].

i. Reduces the likelihood of poor feature selection
ii. Offers an extra degree of freedom for complicated

problems that a single classifier cannot solve.
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iii. This lessens the issue of overfitting.
iv. Useful with heterogeneous features

Achieving classifier diversity is an essential character-
istic that is desirable for all ensemble learning models.
This is achieved through a number of techniques, including
the use of multiple datasets, individual training parame-
ters, and a combination of a complex range of classi-
fiers. To construct a specific diverse ensemble model, it is
often important to have a set of classifiers with sufficiently
different decision surfaces. Thus, a suitable classifier com-
bination policy and ensemble construction must be perma-
nently configured so that the potential for correct decisions
is strengthened, while the possibility off misclassification is
eliminated.

Another essential consideration when aggregating classi-
fiers is the formulation of appropriate combination rules.
Classifier combination methods, which apply only to gen-
erated class labels and are based on model decision perfor-
mance, are one such technique. To estimate the final ensemble
class label, the outputs (class labels) from the individual
base classifier members are merged. To compute the final
ensemble class label from the individual class labels, explicit
predetermined rules have already been formulated and are
in practice. The most basic classifier combination methods
add some fixed functions to all of the generated ensemble
classifier outputs, such as majority voting, bagging and Borda
count [44]. Boosting and stack generalization are more com-
plex based classifier selection approaches that aim to select
only specific classifiers that will contribute to the ensemble.
The majority voting-based combination rule tends to be the
most basic and effective and has been incorporated in the
present work.

F. ENSEMBLE CLASSIFIER MODEL FOR RECIDIVISM RISK
ASSESSMENT
Obtaining a low error rate with a single classifier model is
extremely difficult for the current automated recidivism risk
assessment problem. As a result, a multiple classifier (ensem-
ble) model was implemented for recidivism risk assessment
to achieve higher classifier accuracy and robust performance.
To predict the best feature performance, an ensemble-based
approach combines different diverse base classifiers (weak
learners) to predict the best feature performance. Classifier
diversity can be accomplished by applying an exclusively
distinctive set of classifiers, and using a distinct collection
of training data for each weak learner (base classifier) [45].
Moreover, because each base classifier can produce a unique
decision boundary and error, the objective here is to combine
relevant classifiers to reduce the overall error. The bagging
ensemble approach is used to achieve classifier diversity in
the present work by training each base classifier (ensem-
ble member) using a stochastically selected subgroup of
the training results. The individual base classifier outputs
are consolidated using principle of majority voting. The
final ensemble decision is determined based on the class

TABLE 7. Confusion matrix for automated recidivism risk assessment.

labels specified by the maximum number of base classifiers.
Figure 2 shows a generalised ensemble classifier framework
for feature classification.

In general, there are two different methods for constructing
classifier ensembles. As a result, when building an ensemble
model, we either use a single weak learner (base classifier)
with flexible configurations and parameterizations as base
members or use various independent base classifiers. In this
study, we investigated the second alternative: constructing an
ensemble of classifiers by combiningmultiple classifiers with
multiple constraints. As a result, we suggest a three-member
and a five-member ensemble model for automated recidivism
risk assessment, EOC3 is made up of three separate clas-
sifiers: MLP, SVM, and NBC, while EOC5 is made up of
five different classifiers: KNN, MLP, SVM, NBC, and PNN.
The experimental results of both the ensemble models are
presented in Section V.

IV. PERFORMANCE ANALYSIS AND VALIDATION
Because the amount of data gathered for the proposed
investigation was restricted, the k-fold cross-validation [46]
re-sampling procedure was followed to train and test the
reoffending features for recidivism risk assessment. Presum-
ing the value of k to 5, the original dataset was divided
into five sections at random, with every class, represented
approximately in the same proportions as in the primary
dataset. In the first instance, the first fold is used to evaluate
the model, while the other folds are used to train the model.
Similarly, in the second iteration, the second fold was used
as the testing set, while the remaining folds were used as the
training examples. This procedure was repeated 5 times until
each of the five folds was verified as testing set. Moreover,
the overall classifier performance was assessed based on the
average accuracy, precision, true positive rate (TPR), and
false positive rate (FPR), as determined by solving the confu-
sionmatrix. The disparity in assessment between the psychol-
ogist and classifier model is represented using a confusion
matrix (Table 7) and is deployed for performance evaluation
in automated recidivism risk assessment.

Table 7 depicts a confusion matrix for a multiclass classifi-
cation problem with three levels of recidivism risk observed
among first-time offenders: A (low), B (moderate), and C
(high). Here, TPAA signifies the proportion of true positive
observations in class A (Low), i.e., if the sample is actually
A(low) and it is also predicted as A(low). Whereas, EAB
represents the specimens from class A (low) that are falsely
predicted as class B(moderate). In a multiclass classification
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FIGURE 2. A generalised ensemble classifier framework with majority voting.

problem the false negative in the A-class (FNA) is represented
as the sum of EAB and EAC . Where, FNA (EAB + EAC )
indicates the sum of all class A samples that were incorrectly
classified as class B or C. Whereas, false positive in class
A (FPA) is depicted as all class B and C samples that were
incorrectly classified as class A. FPA is computed as the sum
of EBA and ECA

In this research, evaluation methods, i.e., accuracy,
precision, specificity (FPR or specificity) and sensi-
tivity (TPR or recall) are estimated to evaluate the
results of the above classifiers and can be formulated as
follows:-

Accuracy =
Correctly Classified Samples

Total no. of Samples
× 100

Precision

=
Correctly Classified Samples

Total Correctly Classified Samples of all Class
× 100

Sensitivity

=
Positive Correctly Classified Samples

Total no. of Positive Samples
× 100

Specificity =
Correctly Classified Negative Samples

Total no. of Negative Samples
× 100

Another efficiency metric for determining the classifica-
tion potential is the receiver operating characteristic (ROC)
curve. The learning procedure is run five times on different
folds of the training sets, with classification accuracy, preci-
sion, specificity, and sensitivity being documented each time.
Finally, each measure’s overall estimate was calculated by
averaging all five readings.

V. EXPERIMENTAL RESULTS AND DISCUSSION
In this study, an ensemble machine learning framework was
developed to determine the likelihood of recidivism among
first-time offenders in the Indian state of Jharkhand. The

FIGURE 3. Gscatter plot for p value and feature index to obtain
significant features.

proposed systemwas implemented usingMATLABR2012B,
and experimental simulations were conducted on an Intel
Core i5 processor and 8GB of RAM runningWindows 10 Pro
operating system.

First-time offenders are judged based on the existence or
absence of a variety of risk factors, including their deviant
conduct. Based on these evaluations, offenders could be char-
acterized as low, moderate and serious (high) risk based on
the presence or absence of a specific clinical and non-clinical
attributes. In this study, the offenders were interviewed and
a data set based on standard principles was created, as pre-
sented in Section III-A. After feature selection (dataset cre-
ation), the discriminant features are identified using statistical
feature selection technique viz. ANOVA. Using ANOVA,
57 discriminating attributes were identified for feature
classification.

A plot between individual features (feature index) and
and its corresponding p-values is depicted in Figure 3,which
indicates significance of the features to discriminate between
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TABLE 8. Average prediction (classification) accuracy of standard
classifiers along with ensemble models over 5-fold.

TABLE 9. Average precision and recall of standard classifiers along with
ensemble models over five fold.

two groups. The basis for recidivism risk assessment data for
FTOs is the selected set of 57 attributes representing a com-
bination of individual, family, socio-demographic and other
risk factors. Experiments were conducted using the attributes,
and the sample offenders in the dataset were characterized
into three risk groups using the proposed three and five classi-
fier ensemble models. In addition, the k-fold cross-validation
for the training/testing data partitioning was followed for a
fair assessment of the proposed automated recidivism assess-
ment model. A comparative recidivism risk assessment with
ensemble model standard base classifiers that is, NBC, KNN,
MLP, PNN and SVM was analyzed with the same set of 57
attributes. The average prediction performance with respect
to recognition (classification) accuracy, precision and recall
of traditional base classifiers along with ensemble model are
presented in Table 8 and Table 9 respectively. Furthermore,
to provide a comparative study, the average predictive per-
formance (classification accuracy) of ensemble methods and
conventional classifiers using socio-demographic factors is
tabulated in Table 10.
In addition, for all the above classifiers, the execution

time (in seconds) of the entire classification process (train-
ing and testing phases) was recorded and is presented in
Figure 4.

TABLE 10. Average prediction (classification) accuracy of standard
classifiers along with the proposed ensemble models over five fold for
socio–demographic factors.

FIGURE 4. Variation of computation times.

Our experimental observations show that the average
precision is between the range (0.62–0.72) for individual
base classifiers (MLP, PNN, NBC, KNN, SVM), whereas
the recall for these classifiers is reported to be between
(0.64–0.73). However, the best overall precision of 0.86
and an average recall of 0.84 is achieved with five-member
ensemble model for the available datasets with 5-fold cross-
validation. The corresponding average accuracy was also cal-
culated as 87.72 with EOC5 for both clinical and non-clinical
risk factors. An average accuracy of 79.52 was recorded with
EOC5 for socio-demographic factors. To summarize EOC5,
we observed both precision and recall more than 80% in all
5-folds consistently, and the average accuracy of all folds
was found to be higher than that of 85%. A marginally
higher average computation time for the proposed ensem-
ble model was recorded with respect to the other base
classifiers. As a result, the proposed model can support a
real-time recidivism risk assessment system for first-time
offenders.

VI. CONCLUSION AND FUTURE WORK
Recidivism refers to a person’s recurrence in criminal behav-
ior, often following the imposition of sanctions or inter-
vention for a prior crime. It facilitates law enforcement
bodies in making decisions on criminal convictions, parole
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eligibility, and framing of correctional policy for first-time
offenders. In addition, it is also necessary to ensure proper
measures for offenders and their reintegration into the society
through vocational training. Early screening of recidivism
behavior is vital and it can have a significant impact on
the rehabilitation plan for convicted FTOs. Behavioral sam-
pling of FTOs by a criminologist using standard HCR-20
is often sluggish, qualitative, and inconsistent. In contrast,
the machine learning-based approach to identify recidivists
is quantitative and offers a precise screening mode. There-
fore, the proposed study uses machine learning to assess the
risk of recidivism among first-time offenders. Demographic
and socio-economic behavioral traits and a questionnaire
based on a customized HCR-20 scale were used to mea-
sure different aspects of psychological characteristics with
respect to recidivism. Individualized FTO data were gathered
from various prisons in the Indian state of Jharkhand and
then standardized by a panel of psychologists. The dataset
includes 10 personality, 16 demographic, 8 parental and fam-
ily, 11 socio-economic and environmental variables, as well
as 20 HCR-20 traits. The use of an ensemble of classifiers
to develop an automated screening system for early recidi-
vism assessment among FTOs is the key issue of this study.
In comparison to individual classifiers, both the proposed
three and five-member ensemble classifier models showed
encouraging classification accuracy. A predictive accuracy
of 87.72%was observed using five-member ensemble model.
For the available data, the average sensitivity and specificity
were both higher than 85%. The findings of this work inspire
future research, such as the classification of FTOs recidivism
behavior concerning heinous crime.
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