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ABSTRACT Machine learning techniques are increasingly gaining attention due to their widespread use in
various disciplines across academia and industry. Despite their tremendous success, many such techniques
suffer from the ““black-box” problem, which refers to situations where the data analyst is unable to explain
why such techniques arrive at certain decisions. This problem has fuelled interest in Explainable Artificial
Intelligence (XAI), which refers to techniques that can easily be interpreted by humans. Unfortunately, many
of these techniques are not suitable for rabular data, which is surprising given the importance and widespread
use of tabular data in critical applications such as finance, healthcare, and criminal justice. Also surprising
is the fact that, despite the vast literature on XAlI, there are still no survey articles to date that focus on
tabular data. Consequently, despite the existing survey articles that cover a wide range of XAl techniques,
it remains challenging for researchers working on tabular data to go through all of these surveys and extract
the techniques that are suitable for their analysis. Our article fills this gap by providing a comprehensive
and up-to-date survey of the XAl techniques that are relevant to tabular data. Furthermore, we categorize
the references covered in our survey, indicating the type of the model being explained, the approach being
used to provide the explanation, and the XAl problem being addressed. Our article is the first to provide
researchers with a map that helps them navigate the XAl literature in the context of tabular data.

INDEX TERMS Black-box models, explainable artificial intelligence, machine learning, model inter-

pretability.

I. INTRODUCTION

The recent surge of interest in Machine Learning (ML) and
Artificial Intelligence (AI) has spurred a wide array of models
designed to make decisions in a variety of domains, including
healthcare [1]-[3], financial systems [4]-[7], and criminal
justice [8]-[10], just to name a few. When evaluating alter-
native models, it may seem natural to prefer those that are
more accurate. However, the obsession with accuracy has
led to unintended consequences, as developers often strove
to achieve greater accuracy at the expense of interpretability
by making their models increasingly complicated and harder
to understand [11]. This lack of interpretability becomes a
serious concern when the model is entrusted with the power to
make critical decisions that affect people’s well-being. These
concerns have been manifested by the European Union’s
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recent General Data Protection Regulation, which guarantees
a right to explanation, i.e., a right to understand the ratio-
nale behind an algorithmic decision that affects individuals
negatively [12]. To address these issues, a number of tech-
niques have been proposed to make the decision-making
process of Al more understandable to humans. These
“Explainable AI” techniques (commonly abbreviated as
XAI) are the primary focus of this survey.

Before delving into the literature of XAlI, let us describe
key terms that will be used throughout this article. First,
it is important to distinguish between the terms interpre-
tation and explanation, since they are often used inter-
changeably when in fact, they have different meanings.
In particular, the former involves expressing abstract con-
cepts using human-understandable terms, while the latter
involves pointing out the features that have contributed to
the outcome of a particular instance [13]. Admittedly, these
definitions are informal, as there are no formal definitions in
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FIGURE 1. A map of the references covered in this survey. Columns indicate the type of the model being explained, which can be SVM (Support
Vector Machines), ANN (Artificial Neural Networks), DNN (Deep Neural Network), TE (Tree Ensembles), or Agnostic (i.e., they are not restricted to
a particular model). Rows indicate the approach being used to provide the explanation, while colours indicate the black-box explanation
problem being addressed. Furthermore, the rows are grouped into four categories, indicating the form of the explanation being provided, which
is either Feature importance (which quantifies the relative importance of different features), Feature interaction (which provides insights into
the way in which certain features interact with one another), If-then rules (which mimic the behaviour of the model being explained, using
simple rules that are easily understandable), simplified models (which mimic the behaviour of the model being explained while being easier to
understand), and counterfactuals (which identifies the features that need to be changed in order to obtain certain outcome). “*” indicates that
the technique is limited to explain classification models only.
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the XAl literature to date [14]. Another term that is frequently
mentioned in the literature is transparency. According to
Lipton’s taxonomy [15], there are three notions of model
transparency:

« Simulatability, reflecting the degree to which the user
can contemplate the model in its entirety;

o Decomposability, reflecting the degree to which each
input, parameter, and calculation can be explained intu-
itively;

o Algorithmic transparency, reflecting the degree to
which the inner workings of the learning algorithm can
be understood.

For example, rule-based models [16] are considered trans-
parent since they use a series of if-then rules that can easily
be understood without the need for any further explana-
tion. Unlike transparent models, black-box models are those
that do not explain their predictions in a way that humans
can understand [17]. Examples of black-box models include
artificial neural networks [18] and gradient boosting [19].
Although black-box models are hard to interpret by humans,
they tend to have higher prediction accuracy compared to
their transparent counterparts. This trade-off between accu-
racy and transparency gives raise to the black-box explanation
problem, which involves explaining the rationale behind the
decisions made by black-box models. By providing such
explanations, one can continue to use highly-accurate black-
box models without sacrificing transparency. According to
Guidotti et al. [20], black-box explanation problems can be
categorized into the following:

o Model explanation problems, which requires explain-
ing the underlying logic behind a black-box model.
This is typically done by approximating the black-box
behaviour using an alternative model that is more trans-
parent and interpretable.

o Model inspection problems, which requires providing
visual or textual explanations of certain properties of the
underlying model or its outcome, with the goal being to
understand how internally the black box behaves when
the input is changed.

o Outcome explanation problems, which requires
explaining the model’s outcome given an instance of
interest, by either explaining how the outcome was gen-
erated or explaining how the outcome can be changed
using counterfactual analysis.

Each of the above problems can be addressed using differ-

ent types of techniques, which can be classified as follows:

o Model-specific techniques, which exploit the param-
eters and features of the model they are designed
to explain [21]. The power of such techniques stems
from their ability to access the model internals such
as weights or structure, but this power comes at a
price, since they cannot readily be generalised to other
models.

« Model-agnostic techniques, which in principle can be
used on any machine learning model to provide post-hoc
explanations, i.e., explanations that are generated after
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FIGURE 2. An overview of the studies covered in this survey. Explainable
Al addresses three problems: (i) Model Explanation, which requires
explaining the underlying logic behind a black-box model; (ii) Model
inspection, which requires providing visual or textual explanations of
certain properties of the underlying model or its outcome, and

(iii) Outcome explanation, which requires explaining the model’s
outcome given an instance of interest, to justify the model’s decision.
Each of these problems can be addressed with different types of
techniques, which can be classified into: (i) model-specific techniques,
which are tailored for a particular type of models and cannot readily be
generalised to other models, and (ii) model-agnostic techniques, which in
principle can be used on any machine learning model. The illustration
indicates the sections that cover each problem and each type of
technique, as well as the references covered in each section.

the model has been trained [22]. The disadvantage of
these techniques is that they cannot take advantage of
model internals, since they are only capable of analysing
input-out pairs.

Many XAI techniques [43]-[46], regardless of whether
they are model-specific or model-agnostic, are not suitable
for tabular data, i.e., data in which all records share the same
features and every such feature is either numerical, categori-
cal, or Boolean. Importantly, techniques that are tailored for
images or text cannot readily be applied to tabular data [47].
This is because tabular data has unique characteristics such as
potential dependencies and correlations between the features,
the presence of both continuous and categorical features, and
the temporal aspect of the data set. These characteristics are
missing from image and text data sets, since they consist pri-
marily of words and pixels in a two-dimensional space. Thus,
it is important to clearly distinguish the techniques that are
compatible with tabular data. Motivated by this observation,
our article provides a comprehensive and up-to-date survey
of the XAI techniques that are relevant to tabular data, and
discusses a variety of directions from which the XAI problem
has been approached in this context. Careful attention has
been given to ensure that the intuitions behind the different
techniques are presented in an accessible and clear manner,
along with illustrated examples.

As such, the reader is not assumed to be an expert in
machine learning and artificial intelligence. To help the
reader navigate this literature, we provide a map that catego-
rizes the references covered in our survey, see Figure 1. Here,
columns indicate the type of the model being explained, rows

VOLUME 9, 2021



M. Sahakyan et al.: XAl for Tabular Data: Survey

IEEE Access

TABLE 1. A summary of the XAl techniques covered in Section II-A, all of which are designed for outcome explanation.

Name Ref. | Year | Type Underlying mechanism

ExplainD [23] | 2006 | Agnostic | Graphical explanations based on additive models.

LIME [24] | 2016 | Agnostic | Local linear models applied on random perturbations of the data and the predictions.

Anchors [25] | 2018 | Agnostic | Reinforcement learning and graph search applied on random perturbations of the data and
the predictions.

DLIME [26] | 2019 | Agnostic | LIME combined with hierarchical clustering.

ILIME [27] | 2019 | Agnostic | LIME, but with each perturbed instance weighed based on its influence on, and distance
from, the instance to be explained.

ALIME [28] | 2019 | Agnostic | LIME combined with an autoencoder.

Doctor XAI [29] | 2020 | Agnostic | The idea behind LIME combined with a decision tree.

MAPLE [30] | 2018 | Agnostic | Local linear modelling techniques combined with random forests.

LORE [31] | 2018 | Agnostic | Genetic Algorithm.

LOCO [32] | 2018 | Agnostic | Scoring of input features.

MES [33] | 2016 | Agnostic | Monte Carlo algorithm.

MFI [34] | 2016 | Agnostic | Feature ranking measure.

IME [35] | 2010 | Agnostic | Coalitional game theory and the Shapley value.

- [36] | 2014 | Agnostic | Coalitional game theory and sensitivity analysis.

Kernel SHAP [37] | 2017 | Agnostic | LIME combined with the Shapley value.

DeepLIFT [38] | 2017 | Specific Assigning importance scores to inputs in a neural network.

Deep SHAP [37] | 2017 | Specific DeepLIFT combined with the Shapley value.

Tree SHAP [39] | 2020 | Specific SHAP, adopted for tree-based ML models.

Saabas [40] | 2014 | Specific Extracting explanations from a decision path in a decision tree.

- [41] | 2014 | Specific Transformation of backward models to forward models.

LionForest [42] | 2019 | Specific Explaining the decisions of random forests via unsupervised learning techniques and
similarity metrics.

indicate the approach being used to provide the explanation,
and colours indicate the black-box explanation problem being
addressed. Furthermore, rows are grouped based on the form
of the explanation being provided. This way, the reader can
easily identify the reference(s) of interest.

Figure 2 provides an overview of this survey. In partic-
ular, for every black-box explanation problem (be it model
explanation, model inspection, or outcome explanation) and
every type of technique introduced in the literature (be it is
model-specific or model-agnostic), the figure specifies the
corresponding section(s) as well as the references covered
therein.

Il. XAl FOR OUTCOME EXPLANATION

In this section, we will review the XAl techniques that are
proposed to address the outcome explanation problem. Recall
that this problem involves explaining the rationale behind the
model’s decision for any given instance, without necessarily
explaining the logic of the underlying model. The majority of
techniques in this literature are model-agnostic. In contrast,
only a few techniques are model-specific, and some of those
are used as a foundation for their model-agnostic counter-
parts. In light of this observation, we decided to present both
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categories (i.e., model-agnostic and model-specific) in the
same section (Section II-A), rather than dividing them into
two distinct subsections. Section II-B presents counterfac-
tual explanations, which are example-based explanations that
specify how the instance can be modified such that its clas-
sification changes into another, desirable class. This section
is divided into two subsections: Section 2 presents model-
specific techniques, while Section 3 presents model-agnostic
techniques.

A. EXPLAINING HOW THE OUTCOME WAS GENERATED
Table 1 provides a summary of the techniques that will be
discussed in this section.

One of the first attempts to build a model-agnostic tech-
nique for explaining black-box model outcomes is the
ExplainD framework, proposed by Poulin et al. [23]. It uses
the concepts of additive models to weigh the importance of
the input features in the decision of the classifier. Additive
models are a generalisation of the multivariate regression
where, instead of a single coefficient for each variable, a non-
parametric function is used. In additive models, the out-
come can be expressed as a weighted sum of independent
variables so that the portion of the outcome contributed by
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FIGURE 3. An illustration of the ExplainD framework. This illustration describes the intuition behind the ExplainD framework using an example of the
diagnosis of obstructive Coronary Artery Disease (CAD). In this example, a physician uses an additive classifier to predict whether a 35-year-old man has
CAD. A. The decision of the classifier is that the man has no CAD because the probability of CAD is smaller than the probability of no CAD. B. An
illustration showing how the evidence for not having CAD is stronger than the evidence for having CAD (see how the rectangle marked by “—" is longer
than the one marked by “+"). Each evidence consists of multiple additive components corresponding to different features. C. Decision speculation
showing how the classification would change if the feature values were different. D. Ranking of the features based on their impact on the classifier's
decision. E. To verify whether the classifier's decision match expectations, the user can audit the relationship between the decision label and any given
feature. For example, if the feature is “Diabetes”, then the user can slice the training data by label (CAD and No CAD) and feature value (Diabetes and No
Diabetes) and examine the data summary in each quadrant to understand how the classifier determined the relationship between Diabetes and CAD.

one independent variable does not depend on the value of
any other independent variables. ExplainD is a graphical
explanation framework providing visualisations of the pre-
dicted classification (Fig. 3A), the relative strength of poten-
tial decisions and the contribution of each feature to those
decisions (Fig. 3B), “what-if?"’ analysis by changing feature
values (Fig. 3C), feature evidence in the context of the overall
classifier (Fig. 3D) as well as the possibility to access the data
supporting the evidence of feature contributions (Fig. 3E).

Compared to previously proposed techniques for explain-
ing particular model decisions, e.g., belief networks [48]
or naive Bayesian classifiers [49], [50], ExplainD produces
explanations for a broader range of additive models, covering
also logistic regression and Support Vector Machines (SVM).
An extension of ExplainD was proposed by Robnik and
Kononenko [51], which covers not only additive classifiers
but also probabilistic models.

A decade after the development of ExplainD, a ground-
breaking model-agnostic technique was proposed by
Ribeiro et al. [24] called LIME, which stands for Local
Interpretable Model-agnostic Explanations. This technique
is capable of explaining the predictions of any classifier and
works as follows. Local surrogate models—models that are
interpretable and used to explain individual predictions of
ML models—are trained to approximate the predictions of
the underlying model. The goal is to understand why the
ML model made a certain prediction. This is achieved by
creating a new data set from perturbed data points around the
instance of interest by sampling from the original data and
its corresponding predictions of the ML model. On this new
data set, LIME trains a local surrogate model whereby each
sampled instance is weighted by its proximity to the instance
of interest. An example is illustrated in Figure 4.
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One of the advantages of LIME is that its computational
complexity allows for running it on thousands of instances
in a reasonable time. As a result, if it is used to explain a
representative sample of instances, then these explanations
would constitute a global explanation of the model under
consideration. On the other hand, LIME has a number of
limitations. First, since the generated explanations are based
on random perturbations, the outcome may lack stability [52].
Second, LIME is sensitive to the data set dimensionality, and
when used on a relatively large number of features (e.g.,
100 or more), the local explanation is unable to discriminate
between relevant and irrelevant features, which may result in
a poor performance [53], [54]. A number of techniques have
been recently proposed based on ideas that are similar to the
ones used in LIME, some of which are designed to address
the aforementioned limitations. In particular:

o Shankaranarayana and Runje [28] use an autoencoder
in the LIME framework as the weighing function and
empirically demonstrate that this improves the stability
of LIME.

o Zafar and Khan. [26] propose another technique to
improve the stability of LIME, which uses hierarchical
clustering instead of random perturbations to group the
training data and then selects the cluster that is most
relevant to the instance being explained.

o Visani et al. [53], [54] propose two stability indices,
both of which are calculated by repeated calls of LIME.
While these indices do not address LIME’s stability
issues, they help the user to understand any potential
instability in their obtained results.

o Elshawi et al. [27] weigh each instance in the permuted
data set based on (i) its influence in a linear model
on the instance to be explained, and (ii) its distance
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FIGURE 4. An illustration of LIME and Anchors. This illustration describes the intuition behind two alternative techniques, namely LIME and Anchors, on a
sample data set with two features. A. The training data set where every example has two features, x; and x,. B. The data is fed to an ML model such as a
neural network. C. The ML model produces a decision boundary, dividing the data space into regions where the data is classified as “—" (highlighted in
pink) and other regions where the data is classified as “+" (highlighted in blue). The figure also highlights the instance that requires explanation; see the
data point marked as “—" in the data space. D. The data and the model’s predictions are fed to LIME along with the instance that requires explanation.
Then, LIME samples instances from the data set and runs a linear model locally, assigning higher weights to the points that are closer to the instance of
interest. The outcome of this model is a decision boundary, depicted in the figure as a dashed line, which LIME uses to determine how important each
feature is to the classification in this neighbourhood. E. The same as (D) but for Anchors instead of LIME. In particular, this technique determines the
range of feature values that define an “anchor”, i.e., a region surrounding the given instance where the classification matches the instance; see the
dashed rectangle. The output of this technique is the if-then rule defining this region. For example, in our illustration the output would be the following
rule: If (1< x; <2) and (1< x, <3), then classify the data point as “—". F. The analyst is provided with instance-level explanations of how different
features influence the model’s prediction and makes the final decision accordingly.

to the instance being explained; this way, the resulting
coefficients become reflective of the feature ranking.

o Panigutti et al. [29] use the permuted data set to train

a decision tree for each patient in a health-record data
set and then extract a rule-based explanation from the
decision tree. This ensures that the resulting explanation
is compatible with sequential, multi-labelled, ontology-
based data.

In their follow-up papers, the developers of LIME
underline the importance and challenges of model-agnostic
techniques [55] and propose alternatives to LIME that
are capable of explaining model outcome via ‘‘if-then”
rules [56], [57]. These techniques served as the foundation for
the subsequently developed Anchors [25]—a technique based
on random perturbations, just like LIME, but focuses entirely
on the neighbourhood of the instance being explained. Specif-
ically, it uses reinforcement learning and graph search to con-
struct an “‘anchor”, i.e., a region of the neighbourhood where
the classification matches the instance; this region is defined
by a range of values for each feature. These ranges are then
interpreted as if-then rules, as illustrated in Figure 4E. The
resulting if-then rules explain not only the instance under con-
sideration but also every instance falling in the anchor. The
limitations of Anchors include the risk of getting overly spe-
cific and the risk of getting potentially-conflicting anchors.

Another model-agnostic technique for outcome explana-
tion is LOCO (Leave One Covariate Out) [32], which scores
the instance features by repeatedly running the model, each
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time leaving one feature out. At the end of this process,
the absolute impact of each feature is calculated, and the one
with the highest score is taken to be the most important for
that instance. Other model-agnostic techniques use Monte
Carlo sampling [33], feature importance ranking [34], genetic
algorithms [31], and local linear modelling combined with
random forests [30].

Next, we explain a completely different design paradigm,
which is based on an important solution concept from Coop-
erative Game Theory called the Shapley value [58]. Before
explaining the XAl techniques that are based on the Shapley
value, we will first explain how it is calculated. Typi-
cally, a coalitional game consists of a set of players and a
characteristic function that specifies the “‘value” of every
possible coalition, i.e., a subset of players. This value is meant
to reflect the worth of the coalition or the quality of its out-
come. The grand coalition is the one consisting of all players,
and one of the fundamental research questions in Cooperative
Game Theory is how to divide the value of this coalition
fairly among the players. The canonical solution concept
designed for this purpose is the Shapley value, the building
block of which is the marginal contribution. Specifically, for
any player p; and any coalition Cj;, the marginal contribution
of p; to Cj is the difference in value that p; makes when join-
ing C;. The Shapley value builds on the idea of the marginal
contribution while taking into consideration all the possible
sequences in which the players could have joined the grand
coalition. For example, given four players, {p1, p2, p3, p4},
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FIGURE 5. An illustration of the Shapley Value. In a coalitional game, every subset of players is called a “coalition”, and the
game specifies a value for every coalition indicating the quality of its outcome. The Shapley value is a formula introduced
by Lloyd Shapley [58] to fairly measure the contribution of each player to the coalition consisting of all players. This is done
by considering all possible joining orders of the players. Given the three players in our example, namely Red, Blue and
Green, one possible joining order is that Red joined first, followed by Blue, then Green (see the top-left corner). Another
possible joining order is that Green joined first, followed by Red, then Blue (top-right corner). For every joining order,

the Shapley value computes the “marginal contribution” of each player, which is the difference in value caused when that
player joins the coalition. For example, given the joining order in the top-left corner, the marginal contribution of Red, Blue,
and Green is 10, 40, and 50, respectively. Then, the Shapley value of each player is defined as its average marginal
contribution, taken over all joining orders (see the bottom row of the figure).

one of the possible joining orders is: (p2, p4, p1, p3), Which
means that p, was the first to join the grand coalition, fol-
lowed by p4, then p; and finally p3. Another possible joining
order is (p1, p3, pa, p2), and so on. Now, when computing the
Shapley value of, say, ps, we consider all possible joining
orders, and for each such order, we compute the marginal
contribution of ps4 to the coalition of players who joined
before it. For example, given (p2, p4, p1, p3), we compute the
marginal contribution of p4 to the coalition {p;}, and given
(1, p3, pa, p2), we compute the marginal contribution of p4
to the coalition {p{, p3}, and so on. The Shapley value of p4
is then simply its average marginal contribution, taken over
all possible joining orders. A 3-player example is illustrated
in Figure 5. The number of computations required to calculate
the Shapley value grows exponentially with the number of
players involved. Specifically, given n players, there are n!
possible joining orders to consider. Although there exists
an alternative formula with which the Shapley value can
be computed in O(2") instead of O(n!) time, the number of
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calculations remains prohibitive given a large n. Fortunately,
the Shapley value can be approximated by sampling from the
space of possible joining orders, and a bound can be estab-
lished on the resulting estimation [59], making it possible to
approximate the Shapley value in linear time.

Having explained how the Shapley value is calculated,
we are now ready to present the XAl literature that builds on
it. Specifically, in this literature, the players in the coalitional
game correspond to different features, and the coalition val-
ues correspond to the prediction quality that is attained when
using different subsets (or ‘“‘coalitions”) of features. Mod-
elling the features as players of a coalitional game enables
us to capitalize over decades of research in cooperative game
theory, allowing us to take advantage of its well-developed
theoretical foundation and its rich repository of solution con-
cepts. One such solution concept that is particularly attractive
to use as a measure of feature quality is the Shapley value,
as it is considered to be the gold standard for quantifying
the contribution of a player, taking into consideration all the
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FIGURE 6. An illustration of neural networks and backward propagation. The nodes represent neurons, which belong to either the input layer, the output
layer, or any of the hidden layers in between. A. An illustration of Artificial Neural Network (ANN). B. An illustration of Deep Neural Network (DNN),
where the number of hidden layers is much larger than in a typical ANN. C. An illustration of the inner workings of neurons in hidden layers. D. Forward
propagation refers to the typical flow within an ANN or DNN, which starts from the input layer, goes through the hidden layers, and ends at the output
layer. In backward propagation, for each output node, the derivative of the prediction error is calculated with respect to the weights of the edges pointing
to that node. The results are then used to perform similar calculations but for the layer before the last, and then for the layer before it, etc., all the way
back to the first layer. Finally, the gradient values are subtracted from the weights to minimize the error.

contributions that other players make when interacting with
that player. Furthermore, the Shapley value can be approx-
imated in linear time, unlike the vast majority of solution
concepts in cooperative game theory, whose calculation is
often intractable.

To the best of our knowledge, the approach of using the
Shapley value to measure feature contributions was first
proposed by Lipovetsky and Conklin [60]. In particular,
the authors use the Shapley value to evaluate the coefficients
of a linear regression model as well as the relative useful-
ness of different features in the presence of multicollinearity.
The Shapley value was subsequently used to provide insights
into the inner workings of artificial neural networks [61]
and for feature selection in regression and classification
models [62].

Strumbelj and Kononenko [63] were the first to use
the Shapley value for outcome explanation. Specifically,
the authors compute the Shapley value to explain the out-
come of classification models under the assumption of input
feature independence. In their follow-up paper [35], instead
of computing the Shapley, the authors use sampling-based
approximation to speed up the computation and allow for
a greater number of features to be considered in the analy-
sis. The authors further extended their work by proposing a
sensitivity analysis-based approach to account for potential
feature interactions [36] and proposing an algorithm that
minimizes the approximation error for a given number of
samples.

Another, more recent framework that builds on the Shap-
ley value was proposed by Lundberg and Lee [37]. Their
framework, called SHAP—which stands for Shapley Addi-
tive ExPlanations—is meant to unify existing methods that
fall at the intersection of cooperative game theory, machine
learning, and XAI. Specifically, the authors proposed two
different versions of SHAP:

o Kernel SHAP: A model-agnostic framework for out-

come explanation, which combines LIME [24] with the
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Shapley value. Recall that LIME creates a new data set
from perturbed data points around the instance of inter-
est and then trains a local surrogate model on this data set
whereby each sampled instance is weighted by its prox-
imity to the instance of interest. Kernel SHAP is similar
to LIME in the sense it also trains a local surrogate
model, but the difference is that the model is restricted to
weighted linear regressions, and the training is done on a
different data set. More specifically, Kernel SHAP con-
siders the instance of interest (i.e., the instance that needs
to be explained) as a coalitional game in which the play-
ers are the features of that instance. Then, to quantify
each feature’s contribution to the model prediction for
this instance, Kernel SHAP samples coalitions from this
game and runs a surrogate model for each coalition. This
procedure is shown to approximate the Shapley value of
each feature of the instance of interest, and these values
constitute the desired explanation since they reflect each
feature’s contribution to the outcome of the instance of
interest. One of the limitations of Kernel SHAP is that it
ignores features dependencies. Another limitation is that
it is computationally expensive. Thus, although it can
explain a single instance in a reasonable time, it cannot
do so for a large number of instances. This, in turn,
makes Kernel SHAP not suitable for explaining mod-
els globally [22] since such explanations are typically
derived from explaining a large number of representative
instances.

Deep SHAP: A model-specific framework, designed to
explain the outcome of deep learning models by com-
bining the Shapley value with DeepLIFT [38], [64].
The latter is a model-specific technique that provides
outcome explanations for neural networks. These expla-
nations take the form of scores reflecting the impor-
tance of input features. The scores are generated using
backpropagation—a widely used algorithm in machine
learning; see Fig. 6 for an illustration. More specifically,
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the scores are computed by first attributing values to the
input features, representing the effect of setting the input
to a reference value as opposed to its original value;
this reference value is chosen empirically by the user
based on domain-specific knowledge. The scores are
then generated by backpropagating through the neural
network. Deep SHAP uses the same idea as DeepLIFT,
but instead of assigning a single reference value to each
input feature, it borrows ideas from cooperative game
theory by considering each input feature to be a player
in a coalitional game and approximating the reference
values using the Shapley value.

Extending their work, Lundberg et al. [39], [65] proposed
SHAP interaction values that directly measure local feature
interaction effects. They also proposed Tree SHAP, which is
a variation of SHAP for tree-based machine learning models
such as random forests, decision trees, and gradient boosted
trees. More specifically, Tree SHAP works by representing
the features as players in a coalitional game and assigning
the coalition values based on conditional expectations while
taking into consideration the tree structure. The Shapley value
is then approximated to determine the importance of features
to the instance of interest. Tree SHAP is faster than Kernel
SHAP and provides insights not only to the model outcome
but also to the model as a whole; see Section IV-A for more
details.

Other model-specific outcome explanation techniques
include the one proposed by Mollas et al. [42], which uses
unsupervised learning techniques and a similarity metric to
explain individual outcomes of random forests. Another tech-
nique was proposed by Haufe ef al. [41], which transforms
non-linear models in terms of multivariate classifiers into
interpretable linear models. Finally, we mention the technique
proposed by Saabas [40], which explains the predictions of
decision trees by following the decision path and attributing
changes in the model’s expected outcome to each feature
along this path. However, this is done using conditional
expectations that take into consideration only a single order
of the features, instead of taking an average over all possible
joining orders, as is the case with Tree SHAP.

B. EXPLAINING HOW THE OUTCOME CAN BE CHANGED

Another type of outcome explanation techniques are
example-based explanations. In this context, the most widely
studied topic is counterfactual explanation, which is a tech-
nique that works by selecting particular instances from the
data set to explain the behavior of the machine learning model
or the underlying data distribution. The difference between
this and other outcome explanation techniques is that instead
of providing a summary of the features that were important in
the machine learning decision making, it provides a “‘coun-
terfactual explanation’ which identifies the features that need
to be changed in order to obtain a certain outcome. Coun-
terfactual explanations are usually obtained by formulating
and solving an optimization problem, the objective of which
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is to minimize a loss function. The difference between the
existing techniques for obtaining counterfactuals lies in the
optimization method and the loss function being used [21].
Similar to other types of XAI techniques, these types of
explanations can be model-agnostic and model-specific.

Counterfactual explanations have been used in a wide
range of disciplines, including social science [14], data min-
ing [72], philosophy [73] and psychology [74]. A recent
review article by Verma et al. [75] summarizes a number of
recent techniques of counterfactual explanations in machine
learning, but this article does not focus on tabular data.
As such, in this section, we provide the reader with an
overview of counterfactual explanations that are compatible
with tabular data. In particular, Section 1I-B1 presents the
techniques that are model specific, while Section II-B2
presents those that are model agnostic.

1) MODEL-SPECIFIC COUNTERFACTUAL EXPLANATIONS

We start with the work of Wachter et al. [66], who proposed
“unconditional counterfactual explanations”, a technique for
differentiable models, i.e., models for which the gradients of
the loss function can be calculated, such as neural networks.
Generating the counterfactual explanations is formulated as
an optimization problem. The objective of this problem is
to minimize the distance between the counterfactual and the
original data point, subject to the constraint that the clas-
sifier associates the counterfactual with the desired label.
The disadvantage of this approach is that it does not handle
categorical features well when the number of categories is
large. The authors suggest running the method separately
for each combination of feature values of the categorical
features, although the number of combinations to consider
grows exponentially, making it impractical for a large number
of categories.

Extending this work, Mothilal ez al. [67] constructed an
optimization problem that considers a diverse set of counter-
factual examples, rather than a single one. This way, the user
can choose the counterfactual that is more feasible to follow
in order to achieve the desired outcome. This method is
called DiCE (Diverse Counterfactual Explanations). Solving
the optimization problem requires considering the trade-off
between diversity and proximity, and the trade-off between
continuous and categorical features. The authors use gradient
descent to solve the optimization problem. Furthermore, they
provide quantitative evaluation metrics for evaluating any set
of counterfactual examples.

Ustun et al. [68] suggest using recourse in order to explain
the outcomes of the black-box model. Here, recourse is
defined as the ability of a person to obtain the desired
outcome from a fixed model by altering actionable input
features, i.e., features that can be controlled by the person.
Examples of actionable features include those corresponding
to the income or the number of loans. In contrast, features
that correspond to age or ethnicity are not. The authors
argue that only actionable features should be considered when
extracting counterfactuals. The authors then formulate a
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TABLE 2. A summary of the model-specific counterfactual explanations covered in Section 11-B1.

Name Ref. | Year | Type Underlying mechanism

Unconditional [66] | 2017 | Differentiable models Distance minimization between the counterfactual and the instance under
counterfactuals consideration.

DiCE [67] | 2020 | Differentiable models Gradient descent.

- [68] | 2019 | Differentiable models Alternation of actionable features.

- [69] | 2019 | Differentiable models Gradient-based algorithm.

- [70] | 2019 | Differentiable models Class prototypes and autoencoder.

- [71] | 2019 | Differentiable models Mixed integer programming.

discrete optimization problem, which searches over the possi-
ble changes that a specific person can make in order to obtain
the desired classification outcome. This problem is solved by
expressing it as an integer program.

Another recourse algorithm was proposed by
Joshi et al. [69]. The authors model the underlying data
distribution or manifold, i.e., topological space that locally
resembles Euclidean space near each point. They provide a
gradient-based algorithm that allows sampling from the latent
space of the model to find the smallest set of changes that
would improve the outcome. The proposed algorithm pro-
vides recourse for classification and causal decision-making
systems. To handle immutable variables, the authors propose
and train conditional variants of causal decision-making sys-
tems. The proposed recourse algorithm can highlight whether
a decision-making algorithm is systematically confounding
specific attributes. Similar to the previous two, this technique
is also limited to differentiable models.

Looveren and Klaise [70] proposed a technique for finding
counterfactual explanations of differentiable classifier pre-
dictions using class prototypes. Specifically, a class prototype
is the average encoding over the K nearest instances in the
latent space with the same class label. The latent space is
obtained by using an autoencoder, which is a type of artificial
neural network designed to learn a representation for a set of
data, typically for dimensionality reduction, by training the
network to ignore the noise in an unsupervised manner. The
class prototypes are used in the objective function to guide
the perturbations quickly towards an interpretable counterfac-
tual. The authors propose alternative metrics for quantifying
the interpretability at the instance level. They also propose
pairwise distance measures to convert the embeddings of
categorical variables into a numeric space, which allows them
to define meaningful perturbations when generating counter-
factuals.

Russell [71] proposed a search algorithm and a set of
constraints for counterfactuals based on mixed-integer pro-
gramming. The primary goal of this technique is to explain
financial decisions, assuming that the classifier is linear (e.g.
SVM, or linear/logistic regression) and that the data has been
transformed via mix-encoding or dummy variable encod-
ing. The author formulated a cost minimization optimiza-
tion problem and a set of constraints restricting the state of

VOLUME 9, 2021

features altered in previously generated counterfactuals,
to make sure that diverse counterfactuals are generated.

2) MODEL-AGNOSTIC COUNTERFACTUAL EXPLANATIONS
Guidotti et al. [31] proposed a technique called LORE, which
stands for Local Rule-Based Explanations of black-box deci-
sion systems. It uses a genetic algorithm to generate a syn-
thetic neighborhood of the given instance. Based on this
neighborhood, an explanation is derived, which consists of
a decision rule and a set of counterfactual rules, suggest-
ing the changes in the instance features that lead to a dif-
ferent outcome. Due to the nature of these explanations,
the user is not only given a specific example of how to obtain
actionable recourse for the instance at hand but is also given
an abstract characterization of its neighboring instances that
have the opposite label. This way, the user can compare
the instance to its neighbor, and can identify the differences
between the two, which led to the instances being classified
differently.

Grath et al. [76] proposed a technique called positive
counterfactuals. This technique adapts counterfactuals to
credit applications in order to explain the positive outcomes
of the classifiers, rather than focusing only on negative out-
comes. In the case of positive outcomes, the authors interpret
counterfactuals as a safety margin, i.e., tolerance from the
decision boundary of the classifier. Thus, instead of answer-
ing the question of why was the loan denied, they measure the
distance between the application and the decision boundary,
to quantify how close the application was from being denied.
The counterfactuals are generated by optimizing the loss
function proposed by Wachter et al. [66]. Instead of consid-
ering all features, the authors focus only on the important
ones. By reducing the number of features to be considered,
the authors end up reducing the number of changes that
the user can choose from in order to obtain the desirable
outcome, which makes the decision easier to make for the
user. The way in which the authors assess the importance
of each feature is based on two weighting strategies. The
first relies on the global feature importance using analysis
of variance (ANOVA F-values). The second strategy follows
a K-Nearest Neighbors approach to identify cases that are
similar to the instance except that their classification yielded
the desired outcome. Finally, the authors rely on the size
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TABLE 3. A summary of model-agnostic counterfactual explanations covered in Section 11-B2.

Name Ref. | Year | Underlying mechanism

LORE [31] | 2018 | Genetic algorithm.

Positive counterfactuals [76] | 2018 | K-Nearest Neighbours and ANOVA F-values.

MACE [77] | 2020 | Logic formulae to express the predictive model and the distance function.

CLER [78] | 2019 | Local regression models: combination of LIME and unconditional counterfactual explanations.
Growing spheres [79] | 2019 | Decompositional algorithm for uniform sampling.

CERTIFATI [80] | 2019 | Genetic algorithm.

C-CHVAE [47] | 2020 | Variational autoencoder (VAE).

FACE [81] | 2020 | Shortest path algorithm.

MOC [82] | 2020 | ICE curves and genetic algorithm.

of explanations as a proxy to measure their interpretability,
favoring the explanations that involve the smallest number
of features that the user should change in order to obtain the
desired outcome.

Karimi et al. [77] proposed a technique called MACE,
which stands for Model-Agnostic Counterfactual Explana-
tions. This technique generates the nearest counterfactual
explanations under any given distance function while sup-
porting additional plausibility constraints. The authors map
the nearest counterfactual problem into a sequence of satisfi-
ability problems, by expressing both the predictive model and
the distance function (as well as the plausibility and diversity
constraints) as logic formulae.

White and Garces [78] proposed CLER: Counterfactual
Local Explanations via Regression. The proposed technique
explains both the outcome of the model and how it would
change if things would have been different. CLER gener-
ates counterfactual explanations that identify the minimum
changes necessary to flip a prediction’s classification. It then
builds local regression models, using the counterfactuals to
measure and improve the fidelity of its regressions. In con-
trast, the LIME method [24] which also uses regression to
generate local explanations, neither measures its own fidelity
nor generates counterfactuals. CLER’s regressions are found
to have on average 40 percent higher fidelity than LIME.
CLER provides counterfactual explanations by building on
the strengths of two state-of-the-art explanatory methods,
while at the same time addressing their weaknesses. The
authors mention that the work of Wachter et al. [66] misses
the part of feature interaction and the equation scope does
not cover the neighborhood around the instance. CLER uses
step-wise regression on the neighborhood of the instance of
interest to generate counterfactuals and measure the fidelity
of the regression coefficients.

Laugel et al. [79] proposed Growing Spheres, an instance-
based approach the idea of which is to explain a single predic-
tion of a model through comparison. The proposed technique
locally explores the input space of the classifier to identify
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its decision boundary. Given a data point whose classifica-
tion needs to be explained, the proposed method consists of
identifying a close neighbor classified in a different class to
determine the minimal change needed in the instance at hand
to change the classifier’s prediction.

Sharma et al. [80] proposed a unified and model-agnostic
approach called Counterfactual Explanations for Robust-
ness, Transparency, Interpretability, and Fairness of Artificial
Intelligence models (CERTIFAI). Given a model and input
instance, CERTIFAI uses a custom genetic algorithm to gen-
erate counterfactuals. In addition to that, the authors intro-
duce Counterfactual Explanation-based Robustness Scores
(CERScore) which is a black-box model robustness score
function that enables the comparison between different
models trained on different data sets. Given a model,
the CERScore is defined as the expected distance between
the input instances and their corresponding counterfactuals.
A higher CERScore implies that the model is more robust.

Pawelczyk et al. [47] proposed a framework called
C-CHVAE which stands for Counterfactual Conditional Het-
erogeneous Autoencoder. It works for tabular data without
the specification of distance or cost functions in the input
space. The authors suggest embedding counterfactual search
into a variational autoencoder (VAE), which is a data density
approximator. The idea of using VAE as a search method
is to find counterfactuals that are proximate and connected
to the input data. Given the original data, the encoder pro-
duces a more concise representation of the data, allow-
ing the framework to search for potential counterfactuals
in the lower dimensional neighborhood. Next, the authors
perturb the low dimensional data representation and feed
the perturbed representation into the decoder. For small per-
turbations, the decoder gives a potential counterfactual by
reconstructing the input data from the perturbed representa-
tion. Next, the potential counterfactual is passed to the pre-
trained classifier, to determine whether the prediction has
been altered. The authors also suggest adding a quality mea-
sure to the generated counterfactual explanations, to quantify
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TABLE 4. A summary of the XAl techniques covered in Section IlI, all of which are designed for model inspection.

Name Ref. Year | Type Underlying mechanism
- [83] 2010 | Agnostic | Sensitivity analysis and Gaussian process classification.
VEC [84], [85] | 2011 | Agnostic | Sensitivity analysis and visualisation techniques.
QII [86] 2016 | Agnostic | Sensitivity analysis and coalitional game theory.
VIN [87] 2004 | Agnostic | Partial dependence plots & functional ANOVA decomposition.
ICE [88] 2015 | Agnostic | Partial dependence plots and estimated functional relationship.
Prospector [89] 2016 | Agnostic | Partial dependence plots and random perturbations
- [90] 2018 | Agnostic | Partial dependence plots, ICE, and SHAP.
- [91] 2018 | Agnostic | Partial dependence plots and feature influence quantification.
- [92] 2016 | Agnostic | Partial dependence plots and Orthogonal projections of input attributes.
- [93] 2017 | Specific | Deep Neutral Network visualisation on information plane.
TreeView [94] 2016 | Specific | Surrogate decision tree approximation of Deep Neutral Networks.
Integrated [95] 2017 | Specific | Attributing the prediction to the input features of Deep Neutral Networks.
Gradients
- [96] 2002 | Specific | Sensitivity analysis, and assessment of both the input features and the connections of
Artificial Neutral Networks.
- [97] 2014 | Specific Feature contributions for random forest models.
- [98] 2012 | Specific | Feature importance generated by random forest models and partial dependence plots.
llzi)rest [99] 2016 | Specific | Visualising random forest models based on feature contributions.
oor

the degree of difficulty. This measure is based on the similar-
ity between the input feature and the potential counterfactual
explanation.

Poyiadzi et al. [81] proposed a technique called Feasi-
ble and Actionable Counterfactual Explanations (FACE),
which can obtain counterfactuals by quantifying the trade-off
between the path length and the density along that path. The
density along the path can be minimized by the shortest path
algorithm. The proposed approach respects the underlying
data distribution and the resulting counterfactual are con-
nected via high-density paths to the explained instance.

Dandl et al. [82] proposed a Multi-Objective Counterfac-
tuals (MOC) method which translates the counterfactual
search into a multi-objective optimization problem. The pro-
posed approach returns a diverse set of counterfactuals with
different trade-offs between the proposed objectives and
maintains diversity in the feature space. This enables a more
detailed analysis giving more options for actionable user
responses to change the predicted outcome. Compared to
the technique proposed by Wachter et al. [66], this technique
uses a distance metric for mixed feature spaces and two
additional objectives: the first measures the number of feature
changes to obtain sparse and more interpretable counterfactu-
als; the second measures the closeness to the nearest observed
data points for more plausible counterfactuals. The authors
propose to measure the feature importance for a single pre-
diction with the Individual Conditional Expectation (ICE)
curves [88]—curves showing how the prediction changes
when the feature is changed, while other features are fixed
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to the values of the considered observation. They use the
Nondominated Sorting Genetic Algorithm [100] with some
modifications to solve the multi-level optimization problem.

Ill. XAl FOR MODEL INSPECTION
Model inspection techniques provide insights for understand-
ing either how the black-box model works or why it returns
predictions with a higher probability for some instances
than for others. In other words, model inspection techniques
are designed to understand some specific properties of the
black-box model or its predictions. The goal is to under-
stand how internally the black-box behaves when the input
is changed. This is done by estimating the relevance of a
feature by changing the input or some internal components
and recording how the model is affected by such changes.
As mentioned earlier in the introduction, model inspection
techniques are divided into two categories: model-agnostic
and model-specific. As for the former one, it can be further
categorized into those that are based on sensitivity analysis
(which will be explained in Section III-A) and those that are
based on partial dependence plots (which will be explained
in Section III-B). As for the model-specific inspection tech-
niques, they will be discussed in Section III-C. A summary
of the techniques considered in this section can be found
in Table 4.

A. MODEL INSPECTION VIA SENSITIVITY ANALYSIS
Sensitivity analysis consists of methods capable of quan-
tifying how the uncertainty of an ML model is related to
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FIGURE 7. An illustration of feature importance and the VEC curve. This example uses a data set on white wine quality [101], consisting of 11 features and
an output variable representing the quality of wine on a scale from 3 to 9. A. Bar plot representing feature importance based on the regression analysis
of the white wine quality data set, where the goal is to predict human expert taste preferences. B. Bar plot representing the two-dimensional interactions
between “sulphates” (since it has the highest importance in Fig. 7A) and each of the remaining features. This reveals that, when predicting wine quality,
alcohol and pH have higher interactions with sulphate compared to the other features. C. Analysis of the white wine quality data set to classify wine as
either low quality (where the output variable is <6) or high quality (where the output variable is > 6). In addition to the histogram of pH (which is the
most indicative feature of wine quality according to the paper), the figure shows the Variable Effect Characteristic (VEC) curve, which represents the
influence of pH on the model’s classification. A non-linear influence of the pH can be observed, highlighting the fact that pH values within the range

[3.4, 3.5] maximize the probability of wine quality being classified as high.

the uncertainty in the input features. Such analysis can be
used to explore the robustness and accuracy of the model
results under certain conditions and may reveal unexpected
relationships between the model parameters and the input
features. It measures the effect of input changes on the
model’s behaviour and helps to enhance the model’s stability,
especially since it identifies the inputs that cause significant
uncertainty in the model performance [102]. Sensitivity anal-
ysis is widely used in the XAl literature as a model-agnostic
explanation technique. Next, we explain some of these
techniques.

Baehrens et al. [83] proposed a technique based on
Gaussian process classification, which is a non-parametric
classification method. The proposed technique provides local
explanation vectors to explain the prediction results at the
instance level. These explanations consist of local gradients
characterizing how a data point has to be moved to change
its predicted label. These local gradients also highlight the
most influential features in the decision of the model for a
particular instance.

Datta et al. [86] proposed a technique to estimate the influ-
ence of specific input features on the black-box model
results, taking into consideration any correlated features.
Their approach is based on the observation that, in order to
estimate the influence of different features, it is insufficient
to analyse them in isolation since there might be synergies
between the different features. To take any such synergies
into consideration, the authors borrow solution concepts from
cooperative game theory, including the Shapley value and the
Banzhaf index.
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Cortez and Embrechts [84], [103] proposed yet another
approach, which uses well-established sensitivity analysis
techniques combined with visualisation that are meant to
provide more intuitive explanations. Here, the sensitivity
analysis considers the range, gradient, and variance of the
predictions. The outcome of this analysis is then visualised
using bar plots as well as a curve which they call the ““Variable
Effect Characteristic (VEC) curve”, which is used to demon-
strate the average impact of a given feature in the model;
see Fig. 7 for an illustrated example. The authors also pro-
pose three novel sensitivity analysis techniques [85], namely
data-based sensitivity analysis, Monte-Carlo sensitivity anal-
ysis, and cluster-based sensitivity analysis, as well as one
novel input importance measure, namely average absolute
deviation; see the paper for more details.

B. MODEL INSPECTION VIA PARTIAL DEPENDENCE PLOTS
Partial Dependence Plot (PDP), initially proposed by Fried-
man [19], is a tool for visualising the average marginal
effect of one or two non-correlated features on the predicted
outcome of an ML model. It can help to observe whether
the relationship between the outcome variable and a feature
is linear, monotonic, or more complex. PDPs are intuitive
and easy to implement, but they work under the assumption
that the feature being analysed is not correlated with other
features, which is an assumption that may not always hold.
Next, we explain some of the PDP techniques.

Hooker proposed a technique [87] for evaluating the
significance of non-additive interactions between any set
of features. The implementation of this technique uses a
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FIGURE 8. An illustration describing how Partial Dependence Plots (PDPs) are computed. This example is based on a data
set predicting the risk of developing diabetes, where each row represents a patient, and each column represents a feature.
The “Risk” column is the output of the predictive model (H means High risk, while L means How risk). A. The original
feature values of each patient. B. If the analyst wants to examine the impact of glucose on the prediction, partial
dependence can be applied by varying the value of glucose while keeping all other features intact to determine how
glucose affects the prediction. In this example, the glucose value is set to 100 for all patients, which changes the prediction
of one patient from high risk to low risk. C. The glucose value is now set to 130 for all patients, which changes the
prediction of one patient from low risk to high risk. The findings in Fig. 8B and 8C suggest that there is partial dependence
between glucose and the prediction. D. Prospector—one of many PDP-based techniques—can also be used for local
inspection. In this illustration, all rows represent the same patient. The first row corresponds to the original feature values
of that patient, while each of the remaining rows corresponds to a change in one of those values, which is highlighted in

yellow. As can be seen, changing the age does not change the prediction, while changing BMI or glucose changes the

prediction from low risk to high risk.

variable interaction network visualisation generated using
functional ANOVA decomposition. This way, the user can
visualise the importance of the features along with their
interdependencies.

Krause et al. [89], [104] proposed a technique -called
Prospector, which is an interactive visual analytics system.
It introduces random perturbation of the input feature values
of the black-box model to understand the extent to which
every feature affects the prediction. The idea of Prospector
is to observe how the output varies by changing one input
feature at a time; see Fig. 8 for an illustrated example. Finally,
we note that this technique can also give insights into the most
important features.

Goldstein er al. [88] proposed Individual Conditional
Expectation (ICE) plots, which help to visualise the average
partial relationship between the outcome and certain input
features. ICE plots’ contribution to PDP plots is its ability to
highlight the variations in the fitted values.

A recent technique combining PDPs, ICE, and SHAP
was proposed by Casalicchio et al. [90]. This technique visu-
alises the expected conditional feature importance instead
of the expected conditional prediction. This way, the user
can determine the extent to which each feature contributes
to the prediction of the model, either on a local or a global
level.

Adler et al. [91] proposed a technique that focuses on the
indirect influence of some features via other related features
on the model outcome. This technique builds on the work of
Feldman e al. [105], who certify and remove bias in classi-
fiers, based on the observation that the information content of
a feature can be estimated by predicting it from the remaining
features. The novelty in Adler et al.’s work is that, instead
of eliminating a feature’s influence to remove the associated
bias, the authors quantify the feature’s influence.
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Adebayo and Kagal [92] proposed a process that iteratively
transforms the input features in a given data set to obtain
several new data sets, where one feature is removed after each
iteration. The authors then compare the different data sets to
determine the impact that each feature has on the black-box
model. The way in which a feature, f;, is “removed” at any
given iteration is as follows. The authors use a particular type
of linear transformation called orthogonal projection [106],
whereby every feature other than f; is made orthogonal to f;,
thereby removing any linear dependence between these fea-
tures. The technique proposed by Adebayo and Kagal is part
of a larger project called FairML [107], the idea of which
is to measure the model’s dependence on its input features
by changing them. This way, if a small change to an input
feature significantly changes the model output, it means that
the model is sensitive to that particular feature.

C. MODEL INSPECTION VIA MODEL-SPECIFIC
TECHNIQUES

The model inspection techniques that were presented thus
far in this section are all model agnostic. In this subsection,
we present the techniques that are model-specific.

Olden and Jackson [96] used sensitivity analysis to inter-
pret the internal mechanisms of Artificial Neural Networks
(ANN). By assessing the importance of connections within
the network, and the contributions of the input features to the
output, the technique allows to remove null neural pathways
and insignificant input features from the network, thereby
reducing its complexity and improving its interpretability.
Tishby and Zaslavsky [108] noted that neural networks with
certain properties could be studied in the information plane—
the plane of mutual information values that each layer pre-
serves on the input and output variables. This is done to
extract relevant information that a given feature may contain
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about the output. Schwartz-Ziv and Tishby [93] extended this
idea, which provides a better understanding of the training
dynamics, learning processes, and internal representations of
deep learning.

Thiagarajan et al. [94] proposed a technique called Tree-
View, the goal of which is to provide a visual representation
of DNNs using a decision tree. This is achieved by applying
hierarchical partitioning to the feature space, thereby reveal-
ing the iterative rejection of unlikely class labels and the
identification of the most likely label.

Sundararajan et al. [95] studied the problem of attributing
the prediction of a DNN to its input features and proposed
an attribution method called integrated gradients, which is a
variation on computing the gradient of the prediction output
with regard to input features.

Finally, we present a number of techniques that are built
around random forests. In particular, Auret and Aldrich [98]
use variable importance measures and partial dependence
plots generated by random forest models as an extension to
regression models to analyse feature interactions and iden-
tify root causes of abnormal processes. Welling et al. [99]
proposed Forest Floor, a tool that allows the user to visu-
alise random forest models and observe feature interac-
tions. To do so, the authors first use feature contributions
to decompose decision trees, then use projection mappings
from the feature space to the prediction space. Another tech-
nique designed to interpret random forests is proposed by
Palczewska et al. [97], which extends the generic idea of fea-
ture ranking by proposing median analysis, cluster analysis,
and log-likelihood. This way, it becomes possible to identify
patterns of interest in the input features and determine the
influence of each feature on the model prediction for an
individual instance.

IV. XAl FOR MODEL EXPLANATION

In this section we will discuss the XAI techniques that
are capable of explaining the logic of the black-box ML
model. Such explanations are typically derived by build-
ing another, interpretable model that mimics the black-
box model. Section IV-A discusses the techniques that are
model-agnostic, while Section IV-B covers those that are
model-specific.

A. MODEL EXPLANATION VIA MODEL-AGNOSTIC
TECHNIQUES

As mentioned in Section II, some techniques that were
designed for outcome explanation can also provide global
explanation of the underlying model. In this sub-section,
these techniques will be discussed first, followed by
other model agnostic techniques for model explanation.
A summary of all techniques described in this sub-section is
presented in Table 5.

Starting with SP-LIME [24], it takes a representative sam-
ple set from the input data and computes the LIME coeffi-
cients for all instances in that set, thereby providing a global
view of the ML model’s decision boundary.
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Another technique that is also based on LIME is called
ILIME [27]. We already discussed this earlier in Section II
as a technique for outcome explanation, but here we discuss
how it can also be used for model explanation. This can
be done by grouping similar instances into clusters using
a dendrogram and then providing an outcome explanation
of a representative instance taken from each cluster. Tree
SHAP [39] is another outcome explanation technique from
Section II that can also be used for model explanation. This
is done using a set of tools that provide a global understanding
of the model by computing local explanations across all sam-
ples. These tools include (i) a global feature importance plot,
(i1) a local explanation summary plot, (iii) feature interaction
plots, which combine feature effects after subtracting the
main effect of individual features, and (iv) local explanation
embeddings, which support both supervised clustering as
well as interpretable dimensionality reduction.

Some model explanation techniques are based on General
Additive Models (GAMs) [116]. Generally speaking, GAMSs
are models that capture non-linearities in the data since the
dependent variable is related to the independent ones by func-
tions that are not necessarily linear. The model explanation
techniques that are based on GAMs specify the importance
of individual features along with the shape of the function
that captures both the linearities and non-linearities. One
such technique was proposed by Lou et al. [109], which can
interpret regressions, single trees, and tree ensembles by
modelling the dependent variable as a sum of univariate
models. In the refined technique proposed by the same
authors [110], called Generalized Additive Models plus Inter-
actions (GA2M — models), they suggest making the expla-
nations easier to understand by adding only selected pairs
of interacting features to the model. To this end, they pro-
pose a method for ranking the pairs of features in order
to identify the ones that are most beneficial to the model.
Caruana et al. [117] demonstrated potential applications of
GA’M in a healthcare-related case study.

Another technique of model explanation is called Golden-
Eye [111], which is based on data randomization to iden-
tify groups of features whose interactions have an impact
on the prediction. The feature groups and the dependen-
cies therein represent the global explanation. A year later,
Henelius et al. [118] proposed a refined version of Golden-
Eye called GoldenEye++-, which utilises a more sensitive
grouping metric.

Krishnan and Wu [112] proposed a technique called
PALM, which stands for Partition Aware Local Model.
It assists the debugging of machine learning algorithms by
summarizing the training data set. To do so, it approximates
the black-box model by partitioning the training data set
using a surrogate model and a set of sub-models, which
in turn, approximate the patterns within each partition. The
sub-models can be complex to capture the sophisticated local
patterns. However, the surrogate model is designed to be a
decision tree so that the user can easily identify the branch of
the tree in which the misclassification is occurring.
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TABLE 5. A summary of model-agnostic XAl techniques covered in Section IV-A, which are all designed for model explanation.

Name Ref. Year | Underlying mechanism

SP-LIME [24] 2016 | Computing LIME coefficients for a representative sample set of data.

ILIME [27] 2019 | Aggregation of local explanations by hierarchical clustering.

Tree SHAP [39] 2020 | Generation of summary plots and feature interaction plots based on the computed SHAP coefficients
across all samples.

GAMs [109] 2012 | Modelling the dependent variable as a sum of univariate models.

GA®’M [110] 2013 | GAMs with addition of selected interacting pairs of features.

GoldenEye [111] 2014 | Modelling data randomization and feature interactions.

PALM [112] 2017 | Partitioning the training data and approximating the patterns in each partition by using sub-models;
a decision tree is then trained using these sub-models to approximate the ML model.

FIRM [113] 2009 | Assessing the importance of a feature by estimating its total impact on the score of a trained predictor,
taking into consideration potential correlations between features.

MFI [34] 2016 | FIRM with the added ability to assess the significance of features.

- [114] 2017 | Approximation of the ML model using a decision tree.

MUSE [115] 2019 Leaénling a small number of compact decision sets capturing the behaviour of a given black-box
model.

Zien et al. [113] proposed yet another model explana-
tion technique called Feature Importance Ranking Mea-
sure (FIRM), which is a generalisation of a classification
technique called Positional Oligomer Importance Matrices
(POIMs). In more detail, POIMs considers the correlations
between different features in order to measure the impact of
binary features on the performance of SVM-based sequence
classifiers that are used for string classification [119].

FIRM is a generalisation of POIMs that can be used on
real-valued features (rather than just binary ones) and on a
broader range of classifiers (rather than just SVM for string
classification). As FIRM takes into account any correlations
between the features, it is able to identify the most rele-
vant ones even when the training data contains considerable
noise. Vidovic et al. [34] proposed a technique that builds on
FIRM, called Measure of Feature Importance (MFI). This
technique can be applied to any classifier and can provide
outcome explanations as well model explanations. To do so,
the authors provide formulas for assessing which features
matter the most to the machine learning algorithm being
explained. It is worth mentioning that MFI is intrinsically
non-linear and can detect inconspicuous features that only
impact the prediction function through their interaction with
other features.

Another recent technique for model explanation is pro-
posed by Bastani et al. [114]. In particular, the authors pro-
pose to construct global explanations of black-box models
in the form of a decision tree that approximates the original
model. The proposed technique actively samples from the
training examples to avoid overfitting while extracting the
decision tree.

Last but not least, we mention the work of
Lakkaraju et al., who proposed a technique called
Model Understanding through Subspace Explanations
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(MUSE) [115]. This technique provides a better under-
standing of a given black-box model by explaining how
it behaves in sub-spaces characterized by certain features
of user interest. The construction of explanations is guided
by an objective function that simultaneously optimizes for
fidelity, unambiguity, and interpretability. This, in turn, yields
a small number of decision rules that make the model easy to
understand. In another study, the same authors proposed a
technique called BETA, which stands for Black-box Expla-
nations through Transparent Approximations [120], where
they use a two-level Boolean rule predictor to explain the
black-box model.

B. MODEL EXPLANATION VIA MODEL-SPECIFIC
TECHNIQUES

The techniques presented in this section are each designed to
address the model explanation problem for only specific type
of models, which is either a neural network, a support vector
machine, or a tree ensemble. We categorize these techniques
based on the way in which the explanation is generated, which
is either using tree approximation (Section IV-B1) or using
rule extraction (Section IV-B2).

1) MODEL EXPLANATION VIA TREE APPROXIMATION

This subsection presents various model-specific techniques
that provide model explanations based on tree approximation.
A summary of these techniques can be found in Table 6.

A set of studies propose to use a decision tree to mimic the
global behaviour of the underlying black-box model. Craven
and Shavlic [121] were the first to use this approach to explain
neural networks. Their technique, called Trepan, queries the
neural network to build a decision tree that approximates
the concepts represented by the networks by maximizing the
gain ratio. Trepan inspired a number of researchers, including
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TABLE 6. A summary of the model-specific covered in Section IV-B1, all of which provide model explanation using tree approximation. Here, the type of
the model being explained is either ANN (Artificial Neural Networks), DNN (Deep Neural Networks), or tree ensembles.

Name Ref. Year | Type Underlying mechanism
Trepan [121] | 1996 | ANN Query the neural network to extract decision tree approximation and maximize the gain
ratio.
- [122] | 1999 | ANN Query the trained neural network by using a genetic algorithm and extract a decision tree
approximation.
ANN-DT [123] | 1999 | ANN Binary decision tree extraction from a trained neural network taking into consideration
feature importance.
DecText [124] | 2002 | ANN Trepan with the addition of four novel splitting methods.
- [125] | 2009 | ANN Decision tree extraction from neural networks using genetic programming.
- [126] | 2016 | DNN Utilisation of gradient boosted trees to extract interpretable models from neural networks.
- [127] | 2018 | DNN Model complexity penalty, which encourages the deep neural network to reduce its
complexity, thereby becoming more interpretable.
- [128] | 1998 | Tree Grouping similar trees in a tree ensemble by using dissimilarity measures.
Ensembles
CMM [129] | 1998 | Tree Training a tree ensemble model on multiple synthetic data sets to generate a decision tree
Ensembles whereby every leaf corresponds to a single data set.
CAD-MDD [130] | 2013 | Tree Generation of a synthetic data set which mimics the distribution of the original data set,
Ensembles which facilitates the explanation process in cases where the original data set is small.
- [131] | 2016 | Tree CAD-MDD with the addition of hypothesis testing.
Ensembles
- [132] | 2016 | Tree Using trees and distance functions to select data points representing each class; these
Ensembles | points constitute the explanation.
- [133] | 2007 | Tree Quantitative evaluation of uncertainty using a Markov chain Monte Carlo technique.
Ensembles
- [134] | 2016 | Tree Using expectation maximization as a post processing technique to improve model
Ensembles interpretability.

Krishnan et al. [122], who proposed a technique that queries
the neural network using a genetic algorithm. The idea is
to take an output vector of the neural network and use the
query to obtain the corresponding input vector; these vectors
are then used to extract a decision tree that behaves just like
the neural network (i.e., provides a similar output given the
same input), but is inherently easier to understand than the
neural network. Another technique that is inspired by Trepan
is the one proposed by Schmitz ef al. [123]. This technique
extracts binary decision trees from a trained neural network.
However, unlike Trepan, where the neural network has to
have a discrete output, the technique of Schmitz et al. can be
applied on neural networks even when the output is contin-
uous. Furthermore, their technique takes feature importance
into consideration, unlike Trepan. Boz [124] proposed yet
another technique that is based on Trepan, with the added
ability to identify the most relevant features during the tree
construction. Finally, we mention the work of Johanson and
Niklasson [125], who use genetic programming for evolving
decision trees to mimic the behaviour of a neural network.
All of the aforementioned techniques provide explanations
for neural networks that are not deep. Next, we present
two techniques that can be used for deep neural networks.
In particular, Che et al. [126] proposed a technique that uses
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gradient boosted trees to learn interpretable models from
a deep neural network. Wu et al. [127] proposed another
technique whereby the deep network is optimized based on a
function that penalizes model complexity; this results in deep
networks that are less complex and hence easier to interpret.
More specifically, the authors show that their optimization
technique produces deep time-series models whose decision
boundaries can be approximated by small decision trees.

Having discussed how neural networks can be explained,
we now discuss how to explain tree ensembles. In particular,
tree ensembles are combinations of decision trees that pro-
duce superior predictive performance compared to a single
decision tree. Some examples of tree ensembles are random
forests and boosted trees. Next, we present the techniques
proposed in the literature to explain tree ensembles, starting
with the work of Chipman ez al. [128]. The authors note that,
although random forests may contain hundreds of trees, many
of those trees typically have similar topologies that differ
by only a few nodes. Based on this observation, the authors
propose distance metrics for tree objects and use those met-
rics to identify and cluster similar trees. Finally, they pick
a representative sample from each cluster, which they call
an archetype, and provide those archetypes as the model
explanation.
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TABLE 7. A summary of the model-specific covered in Section IV-B2, all of which provide model explanation using rule extraction. Here, the type of the
model being explained is either ANN (Artificial Neural Networks), SVM (Support Vector Machine), or tree ensembles.

Name Ref. Year | Type

Underlying mechanism

- [135] | 1994 | ANN
- [136] | 1999 | ANN

RXxREN [137] | 2012 | ANN
- [138] | 2002 | SVM
SVM+ [139] | 2002 | SVM
Prototypes prototype vectors.

- [140] | 2005 | SVM

- [141] | 2005 | SVM
rules.

SQRex-
SVM

} [143] | 2005 | SVM

[142] | 2007 | SVM

] [144] | 2004 | SVM
- [145] | 2005 | SVM

MK-SVM [146] | 2007 | SVM
capability of SVM.

GSVC [147] | 2006 | SVM
InTrees [148] | 2019 | Tree
ensembles

Learning rules from the training data and its randomized extension.
Binary rule extraction from truth tables generated based on trained ANN.
Rule extraction from feed forward ANN via reverse engineering.

Group prototype vectors for each class by using clustering.

Decision function determination by means of SVM and clustering algorithm to find

Non-parametric clustering to identify the prototype vectors.

Constraint programming to convert SVM into a set of non-overlapping and interpretable
Rule extraction using a sequential search algorithm.

Rule extraction by using the model support vectors and a machine learning technique with
explanation capability.

Rule extraction using intervals defined by hyper-rectangular forms.
Fuzzy rule extraction based on the coordinates projected from support vectors.

Using feature selection, rule extraction and prediction modelling to improve the explanation

Interpretation of SVM decisions in terms of input space segmentation.

Iterative search for the matching rule given a new observation.

Other techniques have been proposed to explain tree
ensembles, which are all based on two steps: (1) generating
a large synthetic data set using the prediction of the random
forest; (2) training a decision tree on this synthetic data set
to mimic the behaviour of random forest. The decision tree
is then provided as the explanation since it is inherently easy
to understand by humans. The first technique that uses these
steps was proposed by Domingos [129]; their technique is
called CMM, which stands for Combined Multiple Models.
Specifically, given a tree ensemble, the proposed approach
first modifies the input data set a number of times and each
time learns a set of black-boxes. Then, a decision tree is
built using these data sets and black-boxes. Inspired by this
approach, Gibbons et al. [130] propose a different technique
designed to take advantage of both the accuracy of tree
ensembles and the interpretability of single trees. To do so,
the authors fit a random forest to the input data first. After
that, they generate a synthetic data set that is much larger
than the original one while preserving the distribution of
each feature. A single tree is then fitted to this synthetic
data set, with the goal being to mimic the output of the
random forest as closely as possible while using enough data
to reduce the sensitivity of the tree to small perturbations.
Finally, the authors cut the decision tree to reduce its depth
to a number between 6 and 11, in order to make the tree more
understandable to humans. This technique is especially useful
in cases where the original data set is small (e.g., the one
used by the authors, which contained only 656 observations)
since the synthetic data set is much larger than the original
one. As an extension of this work, Zhou and Hooker [131]
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proposed to use hypothesis testing to identify the best way in
which the data is divided at each branch of the decision tree.
More specifically, they compute the Gini index to ensure that
the division maximizes information gain.

Other studies of model approximation via decision trees
include the approximation of (1) random forests and gradient
boosted trees by sampling observations from each class [132],
(2) Bayesian decision trees ensembles by implementing a
Markov Chain Monte Carlo technique [133], and (3) additive
tree models by utilising the expectation-maximization algo-
rithm as a post-processing method [134].

2) MODEL EXPLANATION VIA RULE EXTRACTION
This subsection presents a number of model-specific tech-
niques that provide model explanations using rule extraction.
A summary of these techniques is provided in Table 7.
There are a number of approaches that have been devel-
oped to extract if-then rules from trained neural net-
works [149]-[152]. These approaches treat the extraction as
a search problem, where the search involves finding rules
that explain the activation of output and hidden units in
the network. However, these methods share the limitation
of being computationally challenging when the size of the
search space is exponential in the number of input features.
Unlike these studies, Craven and Shawlik [135] proposed an
alternative approach that considers the rule extraction process
not as a search problem but rather as a learning problem,
where the target is to identify the input(s) that correspond
to each output from a trained neural network. Now, if an
input-output pair was not covered by the extracted rules,
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then a conjunctive rule is formed from that input-output pair,
which considers all the possible antecedents. This process
terminates when all input-output pairs are covered by the
rules.

Taha et al. [136] proposed three techniques of rule extrac-
tion from ANN; the suitability of each depends on the net-
work parameters. The first is a black-box rule extraction
technique for a network with binary outputs; it generates truth
tables from the trained ANN and extracts binary rules from
it. The second and third techniques are link rule extraction
techniques that are specific to feedforward neural networks
with a single hidden layer. They both consider one node at
a time, and for each such node, search for different combi-
nations of input links whose weighted sum exceeds the bias
of that node. Then, for each of these combinations, the tech-
niques generate a rule whose premises are the input nodes
to this combination. The second technique is for identifying
the most important embedded knowledge with an adjustable
level of detail, whereas the third one gives a more universal
understanding.

Augusta and Kathirvalavakumar. [137] proposed a
reverse engineering technique called RxREN, which
extracts if-then rules from conventional feedforward neural
networks. Other techniques of rule extraction from neu-
ral networks include genetic programming [153]-[155],
function-analysis [156], Boolean function approximation of
neural network nodes [157], information gain maximization
of hidden layers [158], and recursive discretization of the
activation values of hidden nodes [159].

Having presented the rule extraction techniques for
explaining neural networks, we now present those that
explain SVMs. We start with the work of Nufiez et al. [139],
who proposed a technique called SVM+-Prototypes. It works
by first determining the decision boundaries in the input space
defined by the SVM. The next step is to identify prototype
vectors representing each class by using a clustering algo-
rithm. Finally, using geometric methods, these vectors are
joined with the support vectors to define ellipsoids in the
input space that can be transformed into if-then rules. In a
follow-up study, the authors propose an improved version
of this technique [160]. Another technique was proposed
by Zhang et al. [140] based on support vector clustering—
a non-parametric clustering algorithm that does not make
any assumption on the number or shape of the clusters in
the data—to find prototype vectors for each class and then
define small hyper-rectangles around them. Fung et al. [141]
proposed an algorithm based on constraint programming for
converting linear SVM or other hyperplane-based linear clas-
sifiers into a set of non-overlapping and human-interpretable
rules. Each iteration of the rule extraction algorithm is for-
mulated as a constrained optimization problem that is com-
putationally feasible. Unlike SVM+Prototypes [139], this
technique does not require data pre-processing steps (e.g.,
clustering), which can be computationally expensive.

Barakat and Bradley [142] proposed a rule extraction
method that learns rules directly from the support vectors
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of trained SVM using a sequential search algorithm. The
rules are generated based on an ordered search of the most
discriminative features measured by interclass separation.
Barakat and Diedrich [143] proposed a technique that again
uses the support vectors from trained SVM as well as the asso-
ciated parameters to extract rules. Fu et al. [144] proposed a
technique to extract if-then rules from SVM by using intervals
defined by hyper-rectangular forms. The hyper-rectangles are
created using the intersection between the support vector and
the decision boundary of SVM. Chaves et al. [145] proposed
a fuzzy rule extraction method from SVM instead of propo-
sitional rules, which increases the interpretability of the gen-
erated rules. The proposed technique consists of three steps.
First, the projections of support vectors are determined on the
coordinate axis, then a number of triangular fuzzy sets are
constructed for each coordinate, and lastly, a rule is generated
from each support vector. Other techniques include extracting
if-then rules from SVM using feature selection, prediction
modelling, and rule extraction [146], and extracting linear
rules in local regions of the input space using a growing
support vector classifier [147].

Finally, after presenting the rule extraction techniques that
explain ANN and SVM, we end this subsection by present-
ing a technique that explains tree ensembles. In particular,
Deng [148] proposed a framework called InTrees, which
extracts, measures, prunes, and selects decision rules from
tree ensembles and calculates frequent variable interactions.
InTrees extracts the rules by treating the trade-offs among the
frequency of the rules appearing in the trees, the errors made
by the predictions, and the length of the rules. The described
technique is also known as Simplified Tree Ensemble Learner
(STEL). STEL rules may subsequently be combined into a
rule-based classifier that iteratively searches for the matching
rule given a new observation. Given two rules with similar
frequency and accuracy, the rule with the smaller length may
be preferred as it is more interpretable.

V. MODELS THAT ARE INTERPRETABLE TO START WITH

All the techniques discussed thus far are considered post-
hoc, i.e., they are designed to explain trained models. Despite
their advantages, such techniques have their limitations and
weaknesses. In particular, recent studies [17], [161] argue that
post-hoc explanations are not reliable since they are not nec-
essarily faithful to the underlying models and present correla-
tions rather than information about the original computation.
These studies also claim that the trade-off between model
accuracy and interpretability is not inevitable, especially if the
data is well structured with meaningful features. The stability
of post-hoc explanation techniques has also been criticized,
showing that some of them are locally not stable enough [162]
or, on the contrary, too stable and hence do not have sufficient
local accuracy [163]. Another limitation was highlighted by
Slack et al. [164], who demonstrate that perturbation-based
outcome explanation techniques can be fooled via so-called
“scaffolding techniques”. Such techniques are able to hide
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FIGURE 9. An illustration of some popular types of interpretable models.

biases in any given classifier by allowing adversarial entries
to craft an arbitrarily designed explanation, which looks
completely innocuous, to the point that the attack cannot
be detected by the user. Note that such an attack is appli-
cable as long as it is possible to differentiate between the
perturbed instance and the input data. Finally, we mention
the work by Mittelstadt et al. [165], who noted that more
research is needed to better understand the link between
the outcome of the model and the outcome of the XAI
technique.

The aforementioned limitations motivate the development
of models that are inherently interpretable to start with. More
specifically, a model is considered interpretable if it is under-
standable by itself, without the need to involve any other
technique. There are a number of well-known interpretable
models and some recently proposed ones, both of which
will be discussed next. An illustration of different types of
interpretable models can be found in Figure 9.

o Linear regression predicts the target as a weighted
sum of the input features under the assumption of inde-
pendence [166]. The linearity of the learned relation-
ship makes the model easy to interpret. Despite being
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interpretable, linear regression does not capture the
non-linear interactions and does not have high predictive
performance.

« Logistic regression is an extension of the linear regres-
sion model for classification problems with only two
outcomes [167]. It can be extended from binary classi-
fication to multi-class classification. It has the advan-
tage that it returns not only the classes but also the
corresponding probabilities. However, the disadvantage
is that it is less intuitive and harder to interpret compared
to linear regression since the feature weights are not
additive.

o Generalised Additive Model (GAM) is a linear model
based on the assumption that the output variable can
be modelled as a sum of arbitrary functions of each
feature [116]. This way, GAM is able to capture any
non-linear relationships between the features and the
output variable while still being easy to interpret since
it is the sum of feature effects. As such, GAM provides
a smooth transition from linear models to more flexible
ones. One of the disadvantages of GAM is that it heavily
relies on assumptions about the data generation process.
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MUSE
Features of interest —>
Data and black-box model predictions Candidate Optimization
Rule Problem +
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Customised explanation

If Exercise = Yes and Smoking= No
If Rapid-Weight-Gain=Yes and Tiredness =Yes and Melancholy = Yes and Insomnia= Yes and Age<50 then Depression
If Tiredness=Yes and Melancholy= Yes and Age >50then Depression
If Tiredness=No and Melancholy= No then Healthy
If Smoking=Yes
If Rapid-Weight-Gain =Yes and Melancholy= Yes then Depression
If Rapid-Weight-Gain =No and Tiredness = No and Melancholy =No and Insomnia=No then Healthy
If Insomnia= Yes and Past-Depression = Yes and Tiredness = Yes then Depression
Default

If Past-Depression=Yes and Tiredness = Yes and Melancholy= Yes then Depression

If Past-Depression=Noand Rapid-Weight-Gain=Yes and Tiredness = No and Melancholy= Yes then Depression
If Family-Depression=Yes and Age >50 and Male = Noand Tiredness = Yes then Depression

If Past-Depression=Noand Melancholy =No and Rapid-Weight-Gain =No and Tiredness =No then Healthy

If Melancholy=No and Overweight=No and Insomnia= No and Tiredness= No then Healthy

FIGURE 10. An illustration of the algorithmic flow of the MUSE approach. MUSE (which stands for Model Understanding through Subspace
Explanations) takes as input the data along with the predictions of a black-box model, as well as the features of interest that are specified by the user.
Then, MUSE generates decision rules based on the features of interest. For each such rule, it uses an objective function that jointly optimizes for fidelity
to the original model, unambiguity and interpretability of the explanations. Finally, it gives the output in the form of customized explanations.

« Decision trees are suitable in situations where the rela- the instances to which the condition of the rule applies.

tionship between features and outcome is non-linear or
where the features interact with each other. Tree-based
models work by splitting the input data a number of
times according to certain cut-off values in the features.
This leads to the creation of different subsets of data. The
final subsets are called leaf nodes, and the intermediary
subsets are called internal nodes. The advantages of
such models are that they capture the feature interactions
and are easy to visualise and interpret. However, they
have the disadvantage of being not suitable for linear
relationships between input features and being sensitive
to small changes in the training data set.

« Decision rules are simple “if-then’’ statements, consist-
ing of a condition and a prediction. An example of a
decision rule can be: “IF it is sunny today AND it is
August, THEN it will also be sunny tomorrow”. A single
decision rule or a combination of several ones can be
used to make predictions. The percentage of instances
to which the condition of a rule applies is called the
support. The accuracy of a rule is a measure of how
accurate the rule is in predicting the correct class for
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Usually, there is a trade-off between accuracy and sup-
port: By adding more features to the condition, we can
achieve higher accuracy but lose support. Along with
being easy to interpret, decision rules have the advantage
of being compact and fast to compute since they only use
relevant features. Some disadvantages of decision rules
are that they mostly focus on classification tasks rather
than regression, and they are best used with data sets in
which the features are categorical.

Naive Bayes classifier uses Bayes’ theorem of
conditional probabilities and is based on the assumption
of independence of features. It is a simple technique
for constructing classifiers, and there is a family of
algorithms for training such classifiers. Naive Bayes
is an interpretable model because of the indepen-
dence assumption and can be interpreted on the mod-
ular level [169]. However, the disadvantage is that its
predictive power is relatively weak due to its “naive”
assumptions.

K-nearest neighbours can be used for classification as
well as regression and uses the nearest neighbours of the
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If Respiratory-illness= Yes and Smoker=Yes and Age >50then Lung cancer
If Risk-Lung cancer=Yes and Blood-Pressure> 0.3 then Lung cancer

If Risk-Depression=Yes and Past-Depression= Yes then Depression

If BMI>0.3and Insurance=None and Blood-Pressure>0.2 then Depression
If Smoker= Yes and BMI> 0.2 and Age>60 then Diabetes

If Risk-Diabetes=Yes and BMI>0.4and Prob-Infections >60 then Diabetes
If Doctor-Visits > 0.4 and Childhood-Obesity=Yes then Diabetes

If Respiratory-illness= Yes and Smoker= Yes and Age >50then Lung cancer
Else if Risk-Depression=Yes then Depression
Else if BMI> 0.2 and Age>60 then Diabetes
Else if Headaches =Yes and Dizziness= Yes then Depression
Else if Doctor-Visits > 0.3 then Diabetes
Else if Disposition-Tiredness= Yes then Depression

Else Diabetes

FIGURE 11. An illustration of IDS. On the left is the Interpretable Decision Set (IDS) model proposed in [168], and on the right is the typical decision list
learned from the same medical diagnosis data set. Arguably, decision sets (on the left) are easier to understand and interpret because the rules apply
independently. In contrast, every rule in a decision lists (on the right) depends on all the rules that are above it. Thus, while the order of the rules in

decision lists is crucial, it does not matter for decision sets.

given data point to produce its prediction. For classifi-
cation, it computes the distances between the point of
interest and all the examples in the data and determines
the class of that point based on the class that is most
frequently out of the closest k examples in the data. For
regression, it simply takes the average of the outcome
of the neighbours. Thus, the model can be thought of as
locally interpretable since the reason behind the classifi-
cation of any point of interest can be understood in terms
of the classification of other examples that are ““local”,
i.e., close to that point. However, if the user requires
additional explanation, be it local or global, this model
cannot provide any.

Each of the above models can be applied by itself for
classification and/or regression. There are also a number of
studies utilising some of these models to build interpretable
frameworks. Among the ones that extract decision rules
from the data, we start with the work of Liu and Tan [170],
who proposed an algorithm called X2R that can learn rules
from raw data, be it numeric and discrete. The algorithm
uses discretization, feature selection, and concept learn-
ing to generate rules from such data; these rules are what
make the model interpretable. Yin and Han [171] proposed
CPAR, which stands for Classification based on Predictive
Association Rules. It takes advantage of both associative
classification (higher classification accuracy) and traditional
rule-based classification (generating rules directly from train-
ing data). Instead of classical rule, Wang and Rudin [172] use
a Bayesian framework to extract a “falling rule list”’, which
is an ordered list of if-then rules where the order of rules
determines which example should be classified by each rule,
and the estimated probability of success decreases monoton-
ically down the list. Letham et al. [173] use Bayesian Rule
Lists (BRL) which discretize a high-dimensional, multivari-
ate feature space into a series of interpretable decision rule
lists. Such a list consists of if-then rules covering the whole
feature space. Another method to extract decision rules using
a Bayesian framework is proposed by Wang et al. [174]. This
method, called Bayesian Rule Sets (BRS), provides justi-
fications behind the predictions, as well as descriptions of
a different class. In BRS, the shape of the model can be
controlled by the user through Bayesian priors.

VOLUME 9, 2021

Another recent example of rule extraction is the work of
Lakkaraju et al. [168], who proposed a framework for gener-
ating prediction models by extracting Interpretable Decision
Sets (IDS), i.e., independent if-then rules. Since each rule is
applicable independently, decision sets are simple, brief, and
easy to interpret. The authors formalize an objective function
that simultaneously optimizes the accuracy and interpretabil-
ity of the rules. In particular, the proposed approach can
learn short, accurate, and non-overlapping rules to cover the
whole feature space. An example of IDS is illustrated in
Figure 11.

VI. APPLICATIONS OF XAl

XAI has been used across a wide range of domains, including
healthcare [175]-[181] (Section VI-A), finance [182]-[186]
(Section VI-B), criminal justice [187]-[190] (Section VI-C)
and other domains [191], [192] (Section VI-D). Given our
focus on tabular data, we will discuss the applications that
rely on such data.

A. HEALTHCARE

Caruana ef al. [117] applied GA2M—a model explanation
technique discussed in Section IV-A—in the healthcare
domain. Specifically, the authors conducted two case stud-
ies: (i) pneumonia risk prediction; and (ii) 30-day hospital
readmission. In the former case study, the goal was to predict
the probability of death so that patients at high risk can be
admitted to the hospital while patients at low risk are treated
as outpatients. In the latter case study, the goal was to predict
which patients are likely to be readmitted to the hospital
within 30 days after being released from the hospital: if the
patients are returned to the hospital unusually quickly, this
means that the hospital did not provide adequate care at the
time the patient was at the hospital. The authors showed that
GA”M can be used to explain the model’s predictions for any
given patient, placing the focus on the most important features
for that particular patient.

Khedkar et al. [193] trained a neural network on electronic
health records to predict heart failure risk based on the med-
ical history of the patients. After training the neural net-
work, the authors used LIME—an outcome explanation tech-
nique discussed in Section II—to identify the features that
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contributed positively and those that contributed negatively
to the heart failure risk for each patient. Devam et al. [194]
used a variety of XAI techniques on the heart disease data
set, with the goal being to demonstrate to practitioners the
understandability and interpretability of XAlL

Thimoteo et al. [195] conducted a study whose goal is to
help Brazil fight the COVID-19 pandemic more effectively.
To this end, they used SHAP—an outcome explanation tech-
nique discussed in Section II—to highlight the differences
(in terms of clinical features) between patients who test
positive for COVID-19 and those who test negative. Using
SHAP, the authors were also able to provide global inter-
pretability of the trained models for classifying COVID-19
patients. A different application of SHAP was proposed by
Hu et al. [196], who used it to identify the individual-level
features that had the greatest impact on the 30-day mor-
tality rate of influenza patients with critical illness in
Taiwan.

For more applications of XAl in healthcare, refer to the
surveys by Adadi and Berrada [197] and Pawar et al. [198],
as well as the tutorial by Ahmad ef al. [199].

B. FINANCE

Sachan et al. [200] proposed an XAl decision support system
to automate the loan underwriting process by belief-rule-
base (which is an extension of traditional IF-THEN rule-
based systems). The proposed system explains the chain of
events that lead to a particular decision for a given loan
application. A business case study is presented where textual
explanations are produced to justify the rejection of certain
loan applications.

Benhamou ef al. [201] used gradient boosted decision
trees to analyse the stock market during the March-
2020 equity crash. Their goal was to predict the risks that arise
when credit is borrowed using peer-to-peer lending platforms.
SHAP was then used to provide an explanation of these
predictions. More specifically, they grouped the borrowers
who had negative SHAP coefficients (and thus were deemed
risky) and those that had positive SHAP coefficients (deemed
non-risky) and then analysed each group to understand their
credit score and predict their future behaviour.

Nassar et al. [185] proposed a general framework for
achieving a more trustworthy and explainable Al by lever-
aging features of blockchain, smart contracts, trusted ora-
cles, and decentralized storage. Their approach involves
polling multiple predictor nodes, each running an Al
model and providing an explanation to its model’s out-
come, in order to gradually build a reputation for each
of these predictors. This framework can be applied in
the financial sector, e.g., for customer profiling, tax audit-
ing, and fraud detection. Walambe et al. [184] also pro-
posed a similar blockchain-based XAl system for credit risk
assessment.

An overview of the use of XAl in the financial sector is
given in [186].
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C. CRIMINAL JUSTICE

Loyola-Gonzdlez [187] analysed the Mexico City crime
database, with the goal being to forecast criminal behavior.
In addition to the typical features used in such studies (e.g.,
the crime’s type, date, time, and location), the authors also
considered other features related to weather. A “‘contrast
pattern” mining approach was used to generate explanations.
More specifically, a random forest with 100 decision trees
was built using a random subset of the features for each tree.
After that, human-readable patterns were extracted from the
paths that connect the root node to the leaves. Finally, as a
filtering stage, a small set of patterns was selected based on
the user’s needs.

Zhong et al. [188] proposed a technique called QAjudge to
explain legal judgment predictions that are generated using
reinforcement learning. This technique visualises the predic-
tion generation process in a way that makes it easier for
humans to understand. This is done by iteratively asking
human-readable questions and then predicting the judge-
ments based on the human-readable answers.

For a more thorough discussion of XAI applications in
the area of law and criminal justice, see the surveys by
Deeks [190] and Atkinson et al. [189].

D. OTHER DOMAINS

In addition to healthcare, finance, and criminal justice,
XAI has been applied in other domains. For example,
Yang et al. [191] used data from the Los Angeles region
in 2010-2019 to explore the relationships between the
injuries caused by truck crashes and built environment factors
such as population density, percentage of residential land
uses, road characteristics, freight generators (e.g., distance to
the airport or major warehouses) and road infrastructure (e.g.,
the density of street lights and traffic signals). This explo-
ration was done using a gradient boosting ML model and
SHAP. In this context, the SHAP dependency plots were used
to highlight any important non-linear relationships between
the independent features and the dependent variables, thereby
providing insights into the improvement of existing poli-
cies. Finally, we mention the work of Sargsyan et al. [192],
who classified students based on their LIME coefficient.
This allowed them to identify the students who have similar
academic attainment indicators, thereby providing a more
nuanced view of the success indicators.

VII. LIMITATIONS & CHALLENGES OF XAl

Despite being a powerful tool, XAl suffers from certain lim-
itations related to accuracy and relevance (Section VII-A),
robustness to adversaries (Section VII-B) as well as ethics
(Section VII-C).

A. ACCURACY & RELEVANCE OF EXPLANATIONS

Payrovnaziri et al. [181] reviewed 42 papers on XAl models
that use real-world electronic health record data, highlighting
potential challenges and future directions of XAI from the
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medical professionals’ perspective. In particular, the authors
mentioned that (i) not all visualisations produced by XAI
techniques are interpretable by medical professionals, nor
do they necessarily provide better interpretability; (ii) there
is a need to incorporate more longitudinal features in XAI
to improve the robustness of the models; (iii) the lack of
a universal definition for explainability is an ongoing issue
to be addressed. Some opportunities identified by these pro-
fessionals include using XAl to assist medical professionals
overcome their medical knowledge biases and become more
objective.

Rudin [17] argues that XAl techniques do not necessarily
have perfect fidelity with respect to the original black-box
model they are trying to explain. Having said that, an inac-
curate and low-fidelity XAI technique can limit the users’
trust in the explanation and hence also their trust in the
black-box model itself. The author also criticized how the
term “‘explanation” is often used in a misleading way. This is
because XAl techniques do not always attempt to mimic the
calculations made by the original model. Such techniques
may be using completely different features, making them
arguably not faithful to the computation of the black-box.
Finally, the author argued that the post-hoc explanations
in some cases only present correlations of the underlying
computations.

B. ROBUSTNESS AGAINST ADVERSARY

Slack et al. [164] criticised post-hoc explanation techniques
that rely on input perturbations (such as LIME and SHAP),
showing that they are not robust to adversarial attacks. More
specifically, the authors used the COMPAS recidivism data
set [202] and proposed a novel scaffolding technique capa-
ble of hiding the biases of any given classifier by allowing
an adversarial entity to craft an arbitrary desired explana-
tion. Another criticism of LIME and SHAP was made by
Mittelstadt et al. [165], who demonstrated that their explana-
tions can be counter-intuitive when dealing with structured
data.

Kuppa and Le-Khac [203] proposed a taxonomy for
XAI covering various security properties and threat mod-
els relevant to cybersecurity. The authors also proposed
a novel black-box adversarial attack technique for testing
the consistency, correctness, and confidence properties of
gradient-based XAI methods. Using three security-relevant
data sets (one of which was a tabular data set), the authors
demonstrated that their technique achieves the goals of an
attacker armed with threat models that are used in the real
world. One of the reasons behind the success of their tech-
nique is that the explanation methods do not accurately
reflect the true state of the model, thereby opening a win-
dow for the adversary to exploit both models and explainers
simultaneously.

C. ETHICAL ISSUES
In addition to the aforementioned technical issues, the ethical
issue is also a crucial challenge for XAI. The general ethical
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problem of possible discrimination (such as racism, sexism,
and ageism) by Al systems naturally extends to XAI. There
were a number of instances, including famous court cases,
of biased decisions/actions by Al systems in the past [204].
Hester and Gray [9] observed that for black men, being tall
increases the threat of being stereotyped and stopped by
the police. In principle, any Al model that is based on past
human-generated data might inherently yield similar biases.
Care must be taken so that the Al system’s decisions and the
associated explanations are free from any forms of discrimi-
nation, bias, and unfairness.

O’Hara [205] emphasized the need for transparency in Al
systems and the requirement for the human operator to inter-
vene when the AI’s decision and/or explanation are deemed
discriminative. The author pointed out that XAl has become
more important because the EU’s General Data Protection
Regulation (GDPR) [206] has brought explanation into its
framework of data protection. The term ‘“‘explanation” is
mentioned in Recital 71, which states that “In any case,
such processing [e.g., automatic profiling] should be subject
to suitable safeguards, which should include specific infor-
mation to the data subject and the right to obtain human
intervention, to express his or her point of view, to obtain
an explanation of the decision reached after such assessment
and to challenge the decision.” GDPR issues punitive fines
to transgressors, thereby increasing the awareness of the need
for fair XAIL

VIII. FUTURE DIRECTIONS OF XAl

A. HUMAN-CENTERED XAl

Some recent studies started focusing on the human under-
standability of XAI techniques to identify opportunities for
new research directions. Wang et al. [207] proposed a con-
ceptual framework for building human-centered, decision-
theory-driven XAI. The authors designed and experimented
with an explainable clinical diagnosis system that could diag-
nose patients in an intensive care unit. This system not only
supports the clinicians but also reduces both the diagnostic
errors as well as cognitive biases. The goal was to explore
how the users would interact with explanations generated
from the model using a real data set. Based on these experi-
ments, the authors concluded that the users were interested in
using the sensitivity analysis to test the stability of any pre-
dicted diagnosis by asking counterfactual questions, perturb-
ing input values, seeing a partial dependence plot, or reading
through the list of counterfactual rules. If the rules were too
long, the authors noticed that some users were skimming
through but not reading those rules. The authors also found
that the users were interested in employing not just one but
rather a diverse range of XAl techniques. While much work
has focused on developing various XAl techniques, more
work is needed to integrate different types of explanations
into a single explanation. An example of such a technique is
proposed by Coppers et al. [208], which is designed for more
sensible usage of translation suggestions.
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B. BETTER USER INTERFACE/EXPERIENCE

Liao et al. [209] interviewed 20 user-experience-and-design
practitioners working on various Al products. Based on
these interviews, the authors suggested directing the XAl
research attention to question-driven frameworks in order
to address the users’ needs. The authors also noted that
the interviewed practitioners were struggling with the gaps
between algorithmic output and human-consumable explana-
tions. A similar and very recent work by Rebanal et al. [210]
proposed an interactive approach called XAlgo, which uses
question-answering to explain deterministic algorithms to
non-expert users. It first classifies the question type based
on a taxonomy and then generates an answer based on a
set of rules that extract information from representations of
the algorithm’s internal states. The authors concluded that
non-expert users ask both algorithm-related and concept-
related questions, implying that question-answer-based XAI
should be able to provide answers to both types of questions.

Antoniadi et al. [211] performed a literature review for
XAI techniques that are applicable to clinical decision sup-
port systems. The authors concluded that there is a lack of
user studies exploring the needs of clinicians in the XAI
literature. They also concluded that medical experts have
difficulties with a gap between the ML outputs and their
explanations and highlighted the need for interdisciplinary
research that not only explains ML outputs in a transparent
and interpretable manner but draws inspiration from the way
humans explain concepts to one another.

Bruckert et al. [212] argued that semantic and contextual
information must be taken into account while generating
explanations. They also argued that human interpretable
explanations must shed light on logical as well as causal
correlations. Finally, the authors noted that the implementa-
tion of explainable machine learning systems in the medical
domain must draw inspiration from different disciplines and
professions.

Holzinger et al. [213], [214] argued that, in order to assess
the quality of explanation, one must distinguish between
explainability and causability. The latter is defined as the
extent to which an explanation of a statement to a user
achieves a specified level of causal understanding with effec-
tiveness, efficiency, and satisfaction in a specified context of
use. The authors also proposed what they referred to as the
System Causability Scale, the goal of which is to provide
an evaluation tool to measure the quality of the explanation
process as well as the quality of the explanation interface.

C. MULTIMODAL XAI

Humans can easily understand the meaning of the text, video,
audio, and images together in the same context. In contrast,
it is much more challenging for Al to process such “mul-
timodal™ signals. In recent years, there has been progress
towards developing systems that can make multimodal infer-
ences. The advantage of multimodality is its ability to extract
and combine critical and comprehensive information from a
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variety of sources, thereby allowing for a far richer represen-
tation of the problem at hand. Several applications of mul-
timodal Al were proposed in the literature [215], [216], but
despite their outstanding performance, there is a lack of social
acceptance due to their black-box nature [217]. Recently,
some research was conducted for explaining multimodal Al
systems [178], [218]-[222]. Out of these, we will discuss the
works of Srinivasan ef al. [219] and Holzinger et al. [178]
since they are the only ones capable of handling tabular
data—the focus of our survey.

Srinivasan et al [219] used GANSs to generate user-friendly
explanations for loan denials. In addition to the loan data set,
the authors also conducted a survey on Amazon Mechanical
Turk to understand the nature of acceptable explanations for
loan applicants. Holzinger et al. [178] emphasized that the
field of XAI has a high potential to contribute towards a better
understanding of diseases in the medical field, which can lead
to more accurate diagnoses and rational disease prevention
strategies as well as better treatment selection. To this end,
learning data from different sources and modalities can sub-
stantially outperform traditional methods, which work on just
one type of data. The authors motivated the need for a novel,
holistic approach to an automated medical decision pipeline
building on state-of-the-art ML research while integrating
the human in the loop. They demonstrated how this can be
achieved using an interactive and exploration-based explain-
ability technique called ‘“‘counterfactual graphs”. Finally,
the authors emphasized the need for multimodality in every
stage of this integrated approach since medical decisions are
mostly directed by various influence factors stemming from
a multitude of underlying signals and knowledge bases.

D. XAI INITIATIVES BY GOVERNMENT AND INDUSTRY

To stimulate the development of XAl techniques, the Defense
Advanced Research Projects Agency (DARPA) launched an
XAI program in 2017 [223], [224], the goal of which is
to develop new techniques capable of making intelligent
systems explainable. The program involves 11 teams of
researchers from around the world, working towards three
main strategic domains: (i) deep explanations, the aim of
which is to modify the deep learning models in ways that
would make them explainable; (ii) building more inter-
pretable models, the aim of which is to build transparent
models by supplementing deep learning with other Al models
that are inherently explainable without greatly sacrificing the
performance of AI; and (iii) model induction, the aim of
which is to treat the model as a black-box and experiment with
it to explain its behavior. The initiative on all three domains
is focused on end-users, who are not necessarily machine
learning experts.

The interest towards XAI also increases in the indus-
try. FICO, which is the leading provider of analytics and
decision management technology in the US [225], launched
the Explainable Machine Learning Challenge in 2018. The
goal of the challenge was to create machine learning mod-
els with both high accuracy and explainability for credit

VOLUME 9, 2021



M. Sahakyan et al.: XAl for Tabular Data: Survey

IEEE Access

risk assessment. In the scope of this challenge, the win-
ner model was proposed by Chen et al. [226], which was
a two-layer additive risk model for credit risk assessment.
Although the model uses linear modelling, it ensures all
the non-linearities are transparent and interpretable. Another
example of model interpretability on the industrial level is
Microsoft’s Azure [227], which utilises three techniques:
(i) SHAP, which is used to generate local interpretations;
(i1) Mimic, which is used to mimic the underlying black-box
models and provide global interpretations; and (iii) Permuta-
tion feature importance, which is used to explain the overall
behavior of the underlying model. Another XAI platform
is proposed by Kyndi [228], which is an artificial intelli-
gence software company providing solutions for government,
financial services, and healthcare through natural language
processing and graph-based techniques.

IX. CONCLUSION

The Explainable Artificial Intelligence (XAI) literature is
rapidly expanding due to the growing interest in the subject.
As such, navigating this literature is challenging without a
map that charts the XAl problems being addressed, the mod-
els being explained, and the techniques being used to provide
such explanations. To the best of our knowledge, no such
map exists to date for researchers interested in tabular data,
which is rather surprising given the tremendous importance
and popularity of such data. This article provides exactly such
a map, covering a wide variety of very recent XAl studies
in the context of tabular data. More specifically, we cov-
ered three fundamental problems of XAI. The first is model
explanation, which requires explaining the underlying logic
behind a black-box model. The second is model inspection,
which requires providing visual or textual explanations of
certain properties of the underlying model or its outcome,
and the third is outcome explanation, which requires explain-
ing the model’s outcome given an instance of interest to
justify the model’s decision. For each of these fundamen-
tal problems, we covered two categories of techniques that
are proposed in the literature. The first category consists
of model-specific techniques, which exploit the parameters
and features of the model they are designed to explain, but
cannot readily be generalised to other models. The second
consists of model-agnostic techniques, which in principle can
be used on any machine learning model, but cannot take
advantage of model internals, since they are only capable
of analysing input-out pairs. We provided a comprehensive
and up-to-date survey of these techniques, especially in the
context of tabular data. Careful attention has been given to
ensure that the intuitions behind the different techniques are
presented in a clear manner along with illustrated examples
whenever possible to make the paper accessible to readers
who have a limited background in machine learning and arti-
ficial intelligence. Finally, we discussed various applications,
limitations, and future directions of XAI. We hope this survey
will help researchers working on tabular data sets to navigate
this exciting and rapidly growing area of research.
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