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ABSTRACT This paper proposes a detection technique for the chipless RFID system. In the proposed
technique, the experiments for measuring the scattering responses of all possible tags were conducted first
in a free-space anechoic chamber in order to avoid the effect of unwanted signals due to the environment.
The responses of all possible tags were exploited in order to extract poles, including natural frequencies
and damping factors, by using the short-time matrix pencil method. All extracted poles successively chosen
from the late-time portions were exploited to create the decision boundary by using the k-nearest neighbor
algorithm. In order to validate the robustness of the proposed detection technique, experiments with the
chipless RFID system with tags attached to containers, i.e. parcel and plastic boxes, were conducted. Poles
extracted from the response of the tag attached to a container were fed to the decision boundary for ID
detection. The poles that had fallen into the region labeled as logic ‘‘1’’ were detected as logic ‘‘1,’’ and vice
versa. The experiment results showed that the attachment of the tags to the containers caused a change in the
poles. The conventional technique using only natural frequencies has exhibited poor performance regarding
tag ID detection. On the other hand, the proposed detection technique achieved a 100% detection rate,
although the extracted poles used to detect the bit logic were disturbed by the container. The experimental
results confirm the superiority of the proposed system over conventional chipless RFID detection. Moreover,
the proposed technique can be considered a robust detection technique.

INDEX TERMS Chipless RFID, detection, identification, short-time matrix pencil method, pole, k-nearest
neighbor.

I. INTRODUCTION
Chipless radio frequency identification (RFID) technology
has received considerable interest as a promising solution for
many applications in sensing and tracking, such as sensors for
structural health monitoring, tracking of inventory in retail
settings, and smart packaging. This is because of its main
advantage of not requiring silicon integrated circuits (ICs)
or chips. The cost of the chipless RFID tags therefore has
become lower than that of the conventional tags equipped
with ICs. The basic principle of operation of the chipless
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RFID system is similar to that of the radar target identifica-
tion system. The reader of the system transmits a wideband
signal to a tag, and the signal backscattered from the tag is
then measured and analyzed in the time and/or frequency
domains in order to retrieve the desired information. The
chipless RFID technology can be broadly classified into
two main categories—namely, time-domain reflectometry
(TDR)-based chipless RFID and frequency-signature-based
chipless RFID.

With the TDR-based chipless RFID, a short pulse is trans-
mitted from the reader to a tag and a train of the pulse
reflected from the tag is created in order to decode the tag’s
data. There have been many attempts to propose a chipless
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RFID tag using TDR-based technology for data encoding.
One of the most commercially available chipless RFID tags
is based on the surface acoustic wave (SAW) structure.
The main advantage of the SAW-based tag is its robust-
ness regarding environmental effects. In contrast, there is the
main drawback of its complex structure; it is more expensive
than the conventional tags equipped with ICs and is non-
printable on paper or plastic-based items [1], [2]. The chipless
RFID tag based on the meandering delay transmission line
using microstrip technology was proposed to generate the
tag identification (ID) [3], [4]. In [5], the delay line struc-
ture was designed for the chipless RFID permittivity sensor.
Although the proposed tags use a replica of the SAW-based
tag, the microstrip technology makes it printable. A com-
parative survey of the SAW-based and silicon-based tag was
presented [6]. The article provided many studies on reader
technologies, the performance of many metrics, the deploy
potential, etc. However, the chipless RFID tag was not taken
into account in this survey article.

Another chipless RFID technology is based on the fre-
quency spectrum signature. The basic principle of the
frequency-based chipless RFID tag is to use its spectral
response to encode information. The tag structure is designed
to control the desirable specific amplitude and/or phase char-
acteristics over the frequency range of interest. A planar
microwave circuit has been widely used to design a tag and
to encode the data information with the presence or absence
of a resonant peak in the amplitude or phase spectra [7]. For
example, a chipless RFID tag was designed on the copla-
nar waveguide utilizing two cross polarized ultra-wideband
(UWB) antennas for transmission and reception. Multiple
stopband spiral resonators were placed between antennas in
order to encode the 23-bit data information in the frequency
range of 5 GHz to 10.7 GHz [8]. In [9], the chipless RFID
tag consisting of multiple resonators and two cross-polarized
ultra-wide band antennas was proposed. The resonance fre-
quency of the proposed tag can be adjusted by an isolated
leg of the U-shaped microstrip-based resonators. Another
frequency-based chipless RFID tag was proposed in [10] in
which the number of resonators was maximized in a limited
space, while the frequency separation between the resonators
was minimized. Note that these approaches generate the tag
IDs by using present and/or absent resonant peaks.

The main limitation of the frequency-based chipless RFID
technology is the bandwidth required in order to increase the
information capacity. If the bandwidth is fixed, the adjacent
notch or peak of the resonant frequencies identified as the bit
logic will be closer to each other. The detection for the bit
logic has become a serious problem. In order to overcome
this problem, a two-dimensional frequency domain in terms
of complex natural resonance (CNR) can increase the reso-
lution of the detection while keeping the same bandwidth.
A tag embedded with singularity has been proposed [11].
In this approach, the principle of the singularity expansion
method (SEM) was applied to encode the tag ID into the
tag’s structure with the CNR, generally called the pole, and

to retrieve the tag ID from the late-time portion of the tag
response by using the matrix pencil method (MPM). The
main drawback of the MPM is that is requires prior knowl-
edge of the commencement of the late time, which relies upon
the geometry and orientation of objects [12], [13]. However,
this knowledge is unknown for the non-cooperative scenario.
In [14], the short-time matrix pencil method (STMPM) was
proposed and experimentally demonstrated to extract poles
embedded in the chipless RFID tag. The STMPMwas slightly
modified from the MPM by sliding the time windows by step
times in order tomainly distinguish the late-time portion from
the whole response. The STMPM was not only applied to
the chipless RFID applications, but also to the radar target
identification, as we proposed in [12], [13], [15]-[17]. In [18],
the design and implementation of the high-density chipless
RFID tag was proposed by using the basic principle of the
SEM. Poles extracted by using the STMPM were employed
as encoded data of the tag, corresponding to the variance in
the design parameter of the tag. The encoded high-density
data result in sensitivity to noise and unwanted effects due
to the environment. Nevertheless, it has clearly shown that
only the natural frequency rather than poles was employed to
represent the tag ID. In addition, although these approaches
have employed poles extracted by using theMPMor STMPM
to represent the data encoded in the chipless RFID tag, they
have not realized the necessity of the detection technique
for tag identification. In order to detect the bit logic of the
frequency-based tag, simple techniques such as the Euclidean
distance calculated from the adjacent frequency notch or peak
have been widely used [19], [20]. The notch or peak will be
closer when the number of bits is increased. This implies that
this detection will be sensitive to the noise and unwanted
effects resulting in a change in the frequency notch or
peak.

This paper therefore extends and validates the use of poles
to represent the tag ID and introduces the detection tech-
nique using the k-nearest neighbor (k-NN) algorithm. This
algorithm, one of the most popular non-parametric classifica-
tions, has been widely used with many applications such as
online handwritten signature detection [21], the classification
of big data in healthcare [22], and pattern recognition in
cloud chipless RFID processing [23]. Because of the non-
parametric classification, the algorithm does not require prior
knowledge of the probability distributions of the samples in
the classification problem. Moreover, it is not only simple,
but its performance also relies only on parameter k . One of
the interesting applications of the RFID system using the
k-NN algorithm is the location tracking. In [24] the k-NN
algorithm was slightly modified as an adaptive k-NN in order
to estimate the location of the tracing tag. In this paper, poles
extracted from the responses of all possible tags measured
in a free-space anechoic chamber are exploited in order to
create the decision boundary first by using a k-NN algorithm.
The created decision boundary is larger than the detection
frequency range obtained from the use of only the natural
frequency or RCS spectra.
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FIGURE 1. Process diagram of the proposed chipless RFID detection.

The contributions of this paper are as follows. First, the bit
logics of the chipless RFID tag are represented by using
poles that are in the two-dimensional frequency domain. This
results in the change of detection of the bit logic of the
chipless RFID tag from the frequency range to the area of
complex natural frequencies. Second, the k-NN algorithm
was applied to create the decision boundary employed for
detecting the bit logic of the chipless RFID tag. Third, the
effect of the container on the detection performance of the
chipless RFID system using the poles along with the k-NN
algorithm was investigated by experiments. This paper is
organized as follows. After the introduction, the basic prin-
ciple of the proposed technique is presented in Section II
where calibration is also introduced in order to mitigate
unwanted effects. In Section III, the creation of the decision
boundary is discussed. All possible tags particularly designed
for being attached to the container are measured in order
to create the decision boundary. In Section IV, experiments
with the proposed chipless RFID system were conducted in
order to validate the detection performance. The effect of
the container on the extracted poles and detection perfor-
mance was taken into account. Finally, conclusions are drawn
in Section V.

II. PROPOSED TECHNIQUE
In this section, a technique for chipless RFID detection
is proposed and described along with its associated equa-
tions. In the proposed technique, calibration is introduced in
order to mitigate the unwanted effects caused by the antenna
response and surrounding environment. A pole extracted
from the tag response in the time domain by using the
STMPM is exploited as a tool rather than only frequency in
order to detect the bit logic of the tags. Fig. 1 is a process
diagram of the proposed technique. The process was divided
into two main categories: training and testing processes.

FIGURE 2. Basic diagram of the chipless RFID system based on the SFCW
with a bistatic configuration.

In the training process, the scattering coefficient S21 of all
possible tags used as references was measured in a free-space
anechoic chamber. The calibration was conducted in the
frequency domain in order to mitigate the unwanted effects
and the inverse Fourier transform was then used to transform
the resulting frequency-domain response to the time-domain
response. Poles, including natural frequencies and damping
factors, were extracted from the time-domain response by
using the STMPM. Some of the successive extracted poles of
all the possible tags were chosen from the late time in order
to create the decision boundary by using the k-NN algorithm.
The decision boundary obtained from the training process by
using the k-NN algorithm is a tool of the proposed chipless
RFID system in order to detect the bit logic of tags. In the test-
ing process, the tag that needs to be determined is measured in
practical situations, such as installation to the container. The
signal processing processes, i.e. calibration, inverse Fourier
transform, and pole extraction, were re-performed, as shown
in Fig. 1. The tag’s poles obtained from the extraction process
using STMPM were fed to the detection process by putting
them into the pre-created decision boundary to determine the
logic of the tag. If the extracted poles of the tag are in the
region predefined as logic ‘‘1,’’ they are detected as logic ‘‘1,’’
and vice versa. Next, the principle of the signal processing in
the proposed technique is discussed.

A. CALIBRATION
The basic diagram of the chipless RFID system based on
stepped-frequency continuous wave radar (SFCW) with a
bistatic configuration is shown in Fig. 2. The signals with
the swept frequencies are transmitted by using a transmit-
ting antenna to a chipless RFID tag and the backscattering
signals are then received by using the receiving antenna.
In order to mitigate the unwanted effects caused by the unflat
antenna response and surrounding environments, calibration
is introduced [15], [16]. According to Fig. 2, the total transfer
function of the chipless RFID system can be expressed as

Htotal(ω) = HTx(ω)Htag(ω)HRx(ω)

+HTx(ω)Hc(ω)HRx(ω) (1)
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whereHTx(ω) andHRx(ω) denote the transfer functions of the
transmitting and receiving antennas, respectively. The trans-
fer function of the chipless RFID tag, and mutual coupling
between the antennas, are denoted by Htag(ω) and Hc(ω),
respectively. Note that the right-hand-side term in (1) repre-
sents the context of the measurement in the free space without
a tag and then is given by

Hno tag(ω) = HTx(ω)Hc(ω)HRx(ω). (2)

The (1) and (2) are then rearranged and given by

Htotal(ω)− Hno tag(ω) = HTx(ω)Htag(ω)HRx(ω). (3)

The aim of performing the calibration is to achieve the pure
transfer function of the tag Htag(ω). However, the HTx(ω)
and HRx(ω) are still in (3). The reference transfer function
Hplate(ω) is therefore required. A large metal plate is placed
instead of the tag. Since the plate is assumed to be a per-
fect reflector for all frequency bands, its transfer function
is equal to −1. Thus, the reference transfer function and
−1 are respectively substituted into the total transfer function
Htotal(ω) and transfer function of the tag Htag(ω) as given by

Hplate(ω)− Hno tag(ω) = −HTx(ω)HRx(ω). (4)

Hence, the transfer function of only the tag can be expressed
by

Htag(ω) =
Htotal(ω)− Hno tag(ω)
Hplate(ω)− Hno tag(ω)

. (5)

B. POLE EXTRACTION USING STMPM
In order to extract the poles by using the STMPM, the transfer
function of the tag, obtained after performing calibration,
must first be inversed to the tag’s time-domain response
expressed as

htag(t) = F−1{Htag(ω)} = ye(t)+ yl(t)+ η(t) (6)

where ye(t), yl(t), and η(t) represent the early-time response,
late-time response, and additive noise, respectively. Based
on the SEM principle, the late-time response of the chipless
RFID tag can be modeled as a sum of the damped exponen-
tials with complex natural frequencies as follows

yl(t) =
M∑
i=1

RTi e
sit + η(t) (7)

where si = σi + jωi denotes the ith pole, which is the
complex frequency comprising damping factor σi and angular
natural frequency ωi. The Ri denotes the complex residue,
while M is the number of poles. Regarding the method of
pole extraction, the MPM first proposed in [25] was slightly
modified by moving the appropriate time window along the
entire time-domain response. The modified MPM is referred
to as the STMPM [14]. Based on the STMPM, the time
window with a length of Tw is slightly moved along the time

axis incrementally by T . The windowed late-time response
can be written as

yTl (t) =
M∑
i=1

RTi e
si(t−T ) (8)

in which

RTi = RiesiT = Rie(σi+jωi)T . (9)

For each windowed time-domain response, the poles are
extracted by beginning to form the matrix [YT

l ] given by

[YT
l ]=


yTl (0) yTl (1) · · · yTl (L)

yTl (1) yTl (2) · · · yTl (L + 1)
...

...
. . .

...

yTl (N − L − 1) yTl (N − L) · · · y
T
l (N − 1)

 (10)

where N denotes the total number of samples. The pencil
parameter L is usually chosen between N /3 and N /2 in order
to achieve filtering noise efficiently. The dimension of the
matrix [YT

l ] is (N − L) × (L+1). Then, a singular-value
decomposition (SVD) is applied to this matrix as [YT

l ] =
[U][6][V]H , where H denotes the Hermitian transpose, [U]
and [V] are unitary matrices, composed of the eigenvectors
of [YT

l ][Y
T
l ]
H and [YT

l ]
H [YT

l ], respectively, and [6] is a
diagonal matrix containing the singular values of [YT

l ]. The
problem of solving for λ = esit can be express as an ordinary
eigenvalue problem

{[Y1]†[Y2]− λ[I]} (11)

where [I] is an identity matrix and [Y1]† is the Moore-
Penrose pseudoinverse of [Y1]. The matrix [Y1] and [Y2]
were defined by deleting the last column and the first column
from matrix [YT

l ], respectively.

C. K-NEAREST NEIGHBOR ALGORITHM
In this paper, the k-NN algorithm is applied in order to create
a decision boundary for the extracted poles for the ID detec-
tion of the proposed chipless RFID system. The algorithm is
one of the classical techniques of non-parametric classifica-
tions. The performance of the k-NN algorithm depends upon
parameter k , which is the number of found nearest neighbors
and distance metric being used to measure the similarity
between two samples.

In order to apply the k-NN algorithm to create the decision
boundary, the distance which indicates the similarity between
a query and label-known training set instances must be calcu-
lated first. The training data set s= [s1, s2, . . . , sNs] is formed
by using poles extracted from the late-time response of all
possible tags measured in a free-space anechoic chamber,
where Ns denotes the total number of poles being used for
training. The individual ith pole si = σi + jωi includes the
damping factor σi and angular natural frequency ωi, which
are considered as two features of poles. An attribute vector
is ar (s) = [a1(s), a2(s), . . . , aϕ(s)] where ar (s) is the value
of the r th attribute of the instance, and ϕ is the length of the
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attribute vector. In this paper, the attribute vector was formed
as the pole components of ar (si)= [σi, ωi]. The total number
of poles being used for training is equal to that of all the
poles extracted from all possible tags. The query set q = [q1,
q2, . . . , qNq] is the set of pixel points obtained from creating
a grid of points which uniformly span the entire space within
the interval from the minimum complex frequency q1 to the
maximum complex frequency qNq, whereNq is the total index
number of pixel points. The single jth pixel point comprises
two features of the complex natural frequency qj = σ ′j + jω

′
j.

There are many distance metrics that one can use in the
k-NN method for similarity measurement. The selection of
the appropriate distance metric depends upon the context
or problem under consideration. Different distance metrics
achieve different decision boundaries of detection. First,
the most common distance metric is the Euclidean distance,
which can be given as

d(qj, si) =

√√√√ ϕ∑
r=1

(
ar (qj)− ar (si)

)2
. (12)

Second, the Euclidean distance is generalized and then
referred to as the Minkowski distance, whose equation is
expressed as

d(qj, si) =

(
ϕ∑
r=1

∣∣ar (qj)− ar (si)∣∣p)1/p

. (13)

It is equal to the Euclidean distance when p = 2. The third
metric is obtained from setting p = 1 and is called as the
Manhattan distance as given by

d(qj, si) =
ϕ∑
r=1

∣∣ar (qj)− ar (si)∣∣. (14)

The Manhattan distance or as it is sometimes called the
city block distance, represents the sum of the absolute dif-
ference between attribute vectors. The zero of the distance
values indicates that the similarity is at a maximum. In con-
trast, when the distance is high, the similarity between two
instances is low.

The fourth metric is the Chebychev distance, which is
obtained from a variant of the Minkowski distance. It uses
only the most varied attribute variable. The calculation equa-
tion of the Chebychev distance is given by

d(qj, si) =
ϕ

max
r=1

{∣∣ar (qj)− ar (si)∣∣} . (15)

Fifth, the similarity measurement using the Mahalanobis
distance is carried out in the space defined by the relevant
feature

d(qj, si) =

√√√√ ϕ∑
r=1

(
ar (qj)− ar (si)

)2
Cr

(16)

where Cr is a positive definite covariance matrix. Finally, the
standardized Euclidean distance, often called the Seuclidean

FIGURE 3. An example of decision-boundary creation using the k-NN
algorithm.

distance, can be calculated by

d(qj, si) =

√√√√ ϕ∑
r=1

(
ar (qj)− ar (si)

)2
Vr

(17)

where Vr is the standard deviation.
In order to create the decision boundary for ID detection,

the class label can take two values as logic ‘‘1’’ or logic ‘‘0,’’
denoted by c= [c1, c2]. All of the poles in the training set are
labeled and the distance is measured from every pixel point.
The set u = [u1, u2, . . . , uk ] with k minimum distances is
chosen from the training data set s, where k is the number of
nearest neighbors. The k-NN algorithm assigns the query to
the most frequently occurring class of its k neighbors using
the majority voting rule by the Kronecker delta. The class
label of the query can be expressed as

c(qj) = argmax
c∈c

k∑
i=1

δ(c, c(ui)) (18)

where

δ (c, c(ui)) =

{
0, c 6= c(ui)
1, c = c(ui).

(19)

Fig. 3 illustrates an example of decision-boundary creation
using the k-NN algorithm. There are two features, the damp-
ing factor σ and angular natural frequency ω, being used to
identify the logic of each pixel point in the whole boundary.
In the figure, the training data, referred to as poles pre-labeled
as logic ‘‘1’’ and logic ‘‘0,’’ are denoted by a triangle and
circle, respectively, while an unknown class query referred
to as a pixel point is denoted by a star. For this example,
the Euclidean distance was applied to calculate the similarity
measurement. The red lines represent the Euclidean distance
between poles si and pixel point qj. According to Fig. 3, if k is
chosen to be 2, the two nearest neighbors are poles labeled by
the logic ‘‘0.’’ Thus, the pixel point which is denoted by a star
will be classified as logic ‘‘0’’ as well. On the other hand, if k
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FIGURE 4. Structural layout of the chipless RFID tags with its IDs of
(a) ‘‘1111’’ (b) ‘‘0000.’’

is chosen to be 5, two and three nearest neighbors are poles
labeled by logic ‘‘0’’ and ‘‘1,’’ respectively. Thus, this pixel
will be classified as logic ‘‘1’’ because of the greatest number
of nearest neighbors labeled as logic ‘‘1.’’ Note that the value
of k affects the sensitivity of the k-NN classifier. Finding
an appropriate value of k is required. Besides choosing the
appropriate value of k , misclassification should beminimized
by selecting the distance metrics. As mentioned, in this paper,
the decision boundary created by using the k-NN algorithm
is exploited in order to detect the ID of tags attached to the
containers that affect pole changes. The area region corre-
sponding to the number of pixels defined as logic ‘‘1’’ should
be the largest. The number of pixels defined by logic ‘‘1’’ is
given by

Np =
Nq∑
j=1

(
c(qj) = c1

)
. (20)

III. DECISION-BOUNDARY CREATION
A. TAG DESIGN
The chipless RFID tag employed to demonstrate the pro-
posed technique was a rectangular metallic patch loaded with
four slot resonators [26]. Fig. 4(a) and (b) depict examples
of the structural layout of the chipless RFID tag with IDs
of ‘‘1111’’ and ‘‘0000,’’ respectively. The tag consisting of
a rectangular patch and slot resonators was designed and
then fabricated on the single layer FR4, whose dielectric
constant and loss tangent were 4.4 and 0.014, respectively.
The thickness of the substate and copper was 0.8 mm and
0.035 mm, respectively. The adjustable resonant frequency of
the tag depends upon the length and width of the slots. Four
different-size slot resonators were placed on the FR4 in order
to attain four different resonant frequencies. The longest and
shortest slots represent the most significant bit (MSB) and
least significant bit (LSB) indicated by the lowest and highest
resonant frequencies, respectively. According to the Fig. 4,
the parameters are of sizes L1 = 12 mm, L2 = 10.5 mm,
L3 = 9 mm, L4 = 7.5 mm,w= 0.75 mm and s= 0.4 mm. The
sixteen possible bit IDs can be achieved by easily shorting
and/or opening the slots at the corners of the rectangular
patch.

FIGURE 5. Simulated RCS spectra of the chipless RFID tags.

The simulations of the tags were conducted by using CST
Microwave Studio in order to validate the desirable resonant
frequency. In simulations, the tag was placed in the free space
with the boundary setting of ‘‘open add space’’ for all axis
directions. The tagwas excited by a planewave directed along
the positive z-axis in order to generate its RCS spectrum,
as seen in Fig. 5. In the figure, peaks corresponding to the
resonant frequencies of the tag ID of ‘‘1111’’ appear at 3.59,
4.48, 5.81, and 8.32GHz. After shorting and opening the slots
at the corners of the rectangular patch, the peak corresponding
to the resonant frequency of the shorted-slot line disappears
while that of the opened-slot line still exists or does not
significantly change.

B. EXPERIMENTAL SETUP
This section discusses the experiments conducted in order to
create the decision boundary for the detection of the chip-
less RFID system. The experiments were done in an ane-
choic chamber under a bistatic set-up configuration, as seen
in the Fig. 6. The transmitting and receiving antennas were
the ultra-wideband tapered slot antennas proposed in [27].
The measured return loss of the antennas was below –10 dB
from 3.1 to 10.6 GHz, which covers all of the resonant
frequencies of the chipless RFID tags. The average gain of
the antennas at the frequency of 6.5-8.5 GHz was 10.5 dBi.
The antennas were placed in a face-to-face orientation and
6 cm away from each other. The fabricated chipless RFID tag
was placed on the sample holder made of Styrofoam whose
dielectric constant was approximately unity. Although the tag
was placed in other directions, its poles do not change because
they are aspect independent [11]. The distance between the
tag and the center of the antennas was 10 cm. The R&S
ZVB20 vector network analyzer (VNA) was used to measure
scattering coefficient S21 and the delivered power was set
as 0 dB. The swept frequency interval was 10 MHz and the
total sample of each measurement was 1001. All of the mea-
surements in the frequency range between 2 and 12 GHzwere
repeated 10 times and averaged for accuracy and reliability.
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FIGURE 6. Experimental setup of the chipless RFID system in the
anechoic chamber.

The distance between the tag and antennas does not affect
extracted poles [17]. However, the distance or called read
range should be maximized [28], [29]. Here, the effect of
the distance between the tag and antennas was not taken into
account because it depends upon several parameters, such as
delivered power, antenna gain, VNA sensitivity, etc.

As mentioned, antenna calibration is required in order to
reduce the antenna effect, including antenna mutual coupling
and antenna response variation. In the antenna calibration,
the large metal plate of 50 cm × 50 cm was placed instead
of the tag in order to be a reference Hplate(ω). It was assumed
that the plate perfectly reflected all of the incident electro-
magnetic (EM) waves. Further, scattering coefficient S21 was
also measured without any tag in order to obtain Hno tag(ω).
Hplate(ω) and Hno tag(ω) were used to perform the antenna
calibration according to (5).

C. POLE EXTRACTIONS
In this paper, the STMPM was applied to the proposed
chipless RFID detection system in order to extract poles
from the tag response obtained from the measurement for
the scattering coefficient S21, as discussed above. Before
extracting the poles, the tag response in the frequency domain
was transformed to that in the time domain by using the
inverse Fourier transform. Fig. 7(a) and (b) depict the tra-
jectories of the four pair poles obtained from the STMPM
with and without the antenna calibration, respectively. The
poles, including natural frequencies and the damping factor
as plotted in Fig. 7(a) and (b), show their clumps. According
to Fig. 7(a), for example, the average natural frequencies of
tag ID of ‘‘0000’’ at the late time tL = 0.832 ns were 2.0553,
3.0593, 3.8350, and 12.0150 GHz, while those of tag ID
of ‘‘1111’’ were 2.9320, 3.7218, 6.4468, and 12.015 GHz,
respectively. There are some almost identical natural fre-
quencies being used to detect logic ‘‘0’’ or logic ‘‘1.’’

FIGURE 7. Poles extracted by using the STMPM (a) without calibration
(b) with calibration.
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TABLE 1. Average poles extracted from the late-time response by using
STMPM (GHz).

Thus, detection of the natural frequencies as logic ‘‘0’’ or ‘‘1’’
is not clearly visible when antenna calibration is not used.
Obtained from performing the antenna calibration, the
STMPM-based extracted poles plotted in Fig. 7(b) can detect
the logic ‘‘0’’ or logic ‘‘1.’’ The frequency range of detecting
logic ‘‘1’’ for the first order (MSB) to the fourth order (LSB)
was 3.932-4.25 GHz, 4.9-5.1, 6.37-6.54, and 7.355-7.7 GHz,
respectively. These frequency ranges were obtained using
half of the Euclidean distance calculated from the nearest
poles of logic ‘‘0’’ and logic ‘‘1’’ of each order.

As an example of the tag ID of ‘‘0011,’’ the average natural
frequencies at the late time highlighted in pink were 3.4789,
4.6103, 6.3912, and 7.6115 GHz, respectively. The third and
fourth orders of 6.3912 and 7.6115GHzwere in the frequency
ranges of 6.37-6.54 and 7.355-7.7 GHz, respectively. This
reveals that the third and fourth orders of these extracted
natural frequencies can represent logic ‘‘1.’’ In contrast,
the first and second orders of 3.4789 and 4.6103 GHz were
out of the frequency ranges of 3.932-4.25 and 4.9-5.1 GHz,
respectively.

This indicates that these extracted natural frequencies rep-
resent logic ‘‘0.’’ It should be noted that in order to detect the
tag IDs by using only the natural frequency, the frequency
range for detection was somewhat narrow. Table 1 summa-
rizes the average poles extracted from the late-time response
by using the STMPM. With only extracted natural frequen-
cies, they were detected as logic ‘‘1,’’ which was highlighted
in red, as seen in the table. Moreover, it is important to note
that the frequency range in which the extracted frequency
order was detected as to whether it was logic ‘‘1’’ or ‘‘0’’
was very narrow. This implies that the chipless RFID detec-
tion system using only the extracted natural frequency was
sensitive to the application environments resulting in the pole
perturbation.

D. DECISION BOUNDARY
The scattering coefficients S21 of all of the individual six-
teen tags with their possible IDs from ‘‘0000’’ to ‘‘1111’’

FIGURE 8. Decision boundary of the LSB of the proposed chipless RFID.

were measured in order to create the decision boundary for
ID detection. An antenna calibration was also performed in
order to achieve Htag(ω) for all of the tags. Then, taking
the inverse Fourier transform to transfer function Htag(ω)
with respect to variable t gives tag response htag(t) in the
time domain. The STMPM was applied to extract the poles
being used to represent the tag IDs. The number of order
of poles extracted by using the STMPM was four, corre-
sponding to the bits of a tag. For each order, five succes-
sive poles, including the natural frequencies and damping
factors, were chosen from the late-time portion starting at
tL = 0.832 ns for the ID detection of the individual bit.
Thus, the total number of chosen poles exploited to create
the decision boundary of the proposed chipless RFID sys-
tem with sixteen possible chipless RFID tags was equal to
16 × 4 × 5 = 320. The numbers 16, 4, and 5 indicate the
number of tags, the order of extracted poles, and the number
of the successive chosen poles of each order, respectively.
These chosen poles were exploited as training instances.
In order to create the decision boundary, the individual bit
of a tag was determined. For example, the total of 320 poles
was divided into two data classes for creating the decision
boundary of the LSB. The first data class contained 40 poles,
which were labeled as logic ‘‘1’’ of eight possible IDs of the
LSB. In the second class, the 280 other poles left were labeled
as logic ‘‘0.’’ The minimum and maximum of the pole values,
including natural frequencies and damping factors, were used
to find the whole boundary of pixels of the decision.

The 2D grid for the whole decision boundary was cre-
ated with a uniform area whose one pixel was represented
by 5 MHz × 5 MHz. The similarity based on five differ-
ent distance metrics, i.e. Euclidean, city block, Chebychev,
Mahalanobis, and Seuclidean distances was measured. Based
on the k-NN algorithm, the number of nearest neighbors was
first chosen as k = 1 in order to measure the similarity and
then increased so that the maximum pixel number Np of the
region defined as logic ‘‘1’’ was achieved with the condition
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TABLE 2. Maximum pixel number of logic ‘‘1’’ (Np) and neighbors (k).

FIGURE 9. Whole decision boundary of the proposed chipless RFID.

that there was no error for the classification between the two
training data classes. With the Euclidean distance method,
the maximum pixel number Np = 29,625 was achieved when
k = 16. These parameters were used to create the decision
boundary of the LSB. The decision boundary of the LSB,
created by using the k-NN algorithm, is depicted in Fig. 8.
The red and grey areas are defined as logic ‘‘1’’ and ‘‘0,’’
respectively. In order to detect the tag ID, if the extracted
poles which represent the LSB are in the red area, they will
be detected as logic ‘‘1’’ and vice versa.
In order to create the decision boundary of the other bits

remaining, dividing the poles into two classes was performed
again. The first class, which was labeled as logic ‘‘1,’’ con-
tains the extracted poles representing logic ‘‘1’’ of the deter-
mined bit. The other poles that remain, representing the other
bits and logic ‘‘0’’ of the determined bit, were labeled as logic
‘‘0’’ in the second class. The k nearest neighbors was investi-
gated using five different distance metrics, i.e. Euclidean, city
block, Chebychev, Mahalanobis, and Seuclidean distances,
in order to maximize the pixel number Np of the boundary
defined as logic ‘‘1’’ as well. The maximum pixel number
Np is required because in practical terms, the chipless RFID
tag will be attached to the container, resulting in perturbation
of the extracted pole defined as logic ‘‘1’’ of the bit of tags.
The larger decision boundary keeps the perturbed pole in the
correct classification.

Table 2 summarizes the k nearest neighbors and boundary
pixel number Np of the individual bit of the chipless RFID

tags using the distance-based similarity measurement with
five different distance metrics. In the table, the chosen k
that achieves the maximum pixel number Np of the decision
boundary of logic ‘‘1’’ of the individual tag bit is highlighted
in red. The decision boundary of the individual bit of tags
was created by using the k-NN algorithm along with the red-
highlighted parameters shown in the table, and then these
were combined. Fig. 9 depicts the entire decision boundary of
all of the bits of the proposed chipless RFID system. The blue,
green, yellow, and red regions stand for the boundary of logic
‘‘1’’ of the first (MSB), second, third, and fourth (LSB) bits,
respectively. The extracted poles that have fallen into these
regions will be detected as logic ‘‘1’’ for the determined bit.
It should be noticed that this decision boundary is only for
these specific chipless RFID tags. If another tag type is used,
re-creating the decision boundary is then required.

IV. DETECTION OF THE CHIPLESS RFID SYSTEM
The chipless RFID tag should be particularly designed for
placing it on the container with the given material charac-
teristic. However, this is expensive and difficult to redesign
for a new item of the container. Instead of redesigning the
tag, the calibration is also introduced in order to reduce
the unwanted effect due to the container’s characteristic and
other surrounding environments. The main purpose of the
use of the calibration is to mitigate the effect due to the
frequency response variation and mutual coupling caused
by the antenna [11], [16], [17]. In fact, calibration cannot
completely remove the unwanted effect. In spite of using
calibration, the poles exploited here to represent the tag ID
could change when the tag is attached to the container.

In this section, the effect of the container on the detec-
tion performance of the proposed chipless RFID system was
investigated via experiments. These experiments were set up
in order to take the effect of the container on the detection per-
formance of the proposed chipless RFID system into account.
In our experiments, the chipless RFID tag was attached to
the container, as depicted in Fig. 10. The experiments were
divided into four different cases with different containers and
different positions of tags attached to the containers. In the
first and second cases, a tag was attached respectively outside
and inside the lid of the container, which was a parcel box
made of paper. For the third and fourth cases, a tag was
attached outside and inside the lid of a plastic box, respec-
tively. The dimensions of the parcel and plastic boxes were
30 cm × 20 cm × 11 cm and 32 cm × 22 cm × 11 cm,
respectively.

The experimental setup was conducted in an anechoic
chamber in order to avoid the effect of the surrounding
environments. The configuration of the setup was the same
as that of the experiment for creating the decision bound-
ary, described in the previous section. The calibration was
performed in order to remove the unwanted effects due to
the antenna and environments. In the calibration process,
the scattering coefficients S21 of the tag attached to the con-
tainer were measured in order to obtain Htotal(ω). A large
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TABLE 3. Average extracted natural frequencies (GHz) for conventional ID detection.

FIGURE 10. Experimental setups of the chipless RFID system with tags
(a) outside the parcel box (b) inside the plastic box.

metal plate was placed instead of the container and tag
in order to perfectly reflect all of the incident EM waves.
The Hplate(ω) was therefore obtained from the measurement.

In order to obtain Hno tag(ω), the measurement without any
tag was performed. The Htotal(ω), Hplate(ω), and Hno tag(ω)
were substituted into (5) in order to attain Htag(ω). The
inverse Fourier transform was used to transform Htag(ω) to
time-domain response htag(t). The tag response htag(t) in
the time domain was exploited in order to extract the poles,
including the natural frequencies and damping factors. The
five successive poles in the late time were chosen for the
chipless RFID detection. The experiments were repeated for
all sixteen possible tags.

The five successive natural frequencies of any bit of a
tag were averaged, and the average frequency was exploited
in order to detect the tag ID. Table 3 summarizes the aver-
aged value of the extracted natural frequency. The detec-
tion range can be calculated by a half of the Euclidean
distance between the nearest natural frequencies defined
as logic ‘‘0’’ and logic ‘‘1’’ of each order, as mentioned
in the previous section. The detection range of the first,
section, third, and fourth bits of logic ‘‘1’’ of all sixteen
tags was 3.932-4.25 GHz, 4.9-5.1 GHz, 6.37-6.54 GHz, and
7.355-7.7 GHz, respectively. If the averaged value of the
extracted natural frequencies in the late time fell in these
frequency ranges, the underlying frequency was detected as
logic ‘‘1,’’ and vice versa. The experimental results of the
natural frequency extracted from the response of the tag
attached inside and outside the parcel and plastic boxes are
summarized in the Table 3. Some of the extracted natural
frequencies which should be detected as logic ‘‘1’’ are out
of the detection frequency range, as highlighted in red. Thus,
the detection for logic ‘‘1’’ of these frequencies out of the
detection frequency range was not correct. On the other hand,
the extracted natural frequencies represented as logic ‘‘0’’
should be out of the detection frequency range but they fell in
the range. This detection became not correct as well.

The percentage of the fault detection of the tag attached
outside and inside the parcel box and outside and inside
the plastic box was 15.625%, 32.8125%, 26.5625%,
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FIGURE 11. Tag ID detection of the proposed chipless RFID system with tags attached (a) outside the parcel box (b) inside the parcel
box (c) outside the plastic box, and (d) inside the plastic box.
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TABLE 4. Percentage of ID detection.

and 25%, respectively. It can be seen that, using the extracted
natural frequency only, the effect of the container degrades
the performance of the chipless RFID detection. The fault
detection rate of the tag attached inside the lid of the parcel
box was highest. This implies that the parcel box affects the
detection performance the most. The percentage of the fault
detection of the first, second, third, and fourth bits of the tag
attached to all of the container cases was 12.5%, 25%, 37.5%,
and 25%, respectively. Thus, the third bit of tags was the
most sensitive to the container. However, the detection rate
needed in a practical situation could be 100 percent. The fault
detection implies that the use of only the natural frequency
of chipless RFID detection is not suitable for packaging
applications.

The use of poles, including the natural frequency and
damping factor, was therefore introduced in order to
detect the bit logic of the chipless RFID tag. For the detection,
the decision boundary must first be created, as discussed in
the previous section. The created decision boundary depicted
in Fig. 9 shows the regions for detection of the logic of
four bits of chipless RFID tags. In order to investigate the
performance of the proposed chipless RFID detection system
using poles along with the k-NN algorithm, experiments for
all sixteen possible tags attached to the container were con-
ducted. After performing the calibration and frequency-to-
time domain transform, the STMPM was exploited in order
to extract poles from the tag’s response htag(t) in the time
domain. For each pole order corresponding to the bit order of
a tag, five successive poles at the late time were chosen for
the chipless RFID detection system; and in order to detect
the bit logics of a tag, all twenty poles of all four orders
obtained from the response of a tag were fed into the decision
boundary. If the poles fell into the colored region of the
decision boundary, as seen in Fig. 9, these poles were detected
as logic ‘‘1.’’ On the other hand, poles were detected as logic
‘‘0’’ if they were outside the colored region. This detection
process was repeated for other bits of a tag.

Fig. 11 depicts some examples of the experimental ID
detections of the proposed chipless RFID system in cases of
tags attached outside and inside the parcel boxes and outside
and inside the plastic boxes. In the figure, the tag IDs of
‘‘0000,’’ ‘‘0011,’’ ‘‘1100,’’ and ‘‘1111’’ were examined. For
each tag, twenty poles extracted by using STMPM fell into
the decision boundary created by using the k-NN algorithm in

order to detect its ID. The cross, triangle, rectangle, and circle
symbols denote the poles of the first (MSB), second, third,
and fourth (LSB) bits, respectively. As seen in the figure,
the poles obtained from the tags attached at different positions
of different containers changed from those obtained from the
tags measured in the free space. Fig. 11(a) depicts the ID
detection of the proposed chipless RFID system with tags
attached outside the parcel box. For example, of the tag ID
of ‘‘0011,’’ all five poles of the first and second orders that
slipped out of the blue and green regions were detected as
logic ‘‘0.’’ Since all five poles of the third bit fell into the
yellow region, this bit was detected as logic ‘‘1.’’ However,
for the LSB, a pole slipped out of the red region. The decision
criteria for logic ‘‘1’’ or ‘‘0’’ should be determined. In this
paper, we determine the decision criteria with more than
three-fifths of the five successive poles extracted from the
response of a tag under consideration in order to detect the bit
logic of ‘‘1’’ or ‘‘0.’’ Since the number of poles in the red
region is greater than that of poles that slipped out of the
red region, the LSB was detected as logic ‘‘1.’’ Likewise,
the detection of the ID ‘‘0000’’ of a tag attached inside the
plastic box is shown in Fig. 11(d). We applied the decision
criteria with more than three-fifths of the five successive
extracted poles. The tag ID was detected as ‘‘0000’’ correctly.

Table 4 summarizes the performance of the decision crite-
ria of the proposed chipless RFID system using poles along
with the k-NN algorithm and the conventional chipless RFID
system using only the natural frequency. According to the
table, the use of the decision criteria with more than three-
fifths of the five successive extracted poles to detect logic ‘‘1’’
or ‘‘0’’ achieves 100% of the proposed detection, although
there exist pole changes due to the container. Unfortunately,
using the decision criteria with more than three-fifths of the
five successive extracted poles, the detection rates of the use
of only the natural frequency were 62.5%, 31.25%, 37.5%,
and 37.5% for the tags attached outside and inside the parcel
boxes and outside and inside the plastic boxes, respectively.
These detection rates are very low, implying that the use of
only the natural frequency is not suitable for the ID detection
of the chipless RFID system used in the practical situations
of attachment of tags to the container.

Using another decision criterion, the individual bit of tags
was determined. For example, the first, second, third, and
fourth bits of tags attain different detection rates of different
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tools, i.e. pole and only natural frequency for detection.
The detection rates were not 100%. This reveals that there
are changes of some poles and natural frequencies of tags
attached to the container. However, the proposed chipless
RFID system using the poles along with the k-NN algorithm
still achieves a 100% detection rate for suitable decision
criteria. Thus, the proposed chipless RFID detection system
is robust from the effect of the container.

V. CONCLUSION
In this paper, a detection technique of the chipless RFID sys-
tem has been proposed. The technique applies the STMPM
to extract poles from the tag’s response. The poles of all
possible tags measured in the free-space anechoic chamber
were exploited in order to create a decision boundary by using
the k-NN algorithm. Experiments with the chipless RFID
system with tags attached to the containers were conducted
in order to investigate the pole changes that impact detec-
tion performance. The experimental results obtained from
detection using the proposed and conventional techniques
were compared, and the detection rates using the conven-
tional detection technique using only natural frequency were
62.5%, 31.25%, 37.5%, and 37.5% for cases of tags attached
outside and inside the parcel boxes and outside and inside
the plastic boxes, respectively. With the proposed technique,
the detection rate calculated from all poles has been improved
at 95.63%, 95.94%, 95.31%, 95% for cases of tags attached
outside and inside the parcel boxes and outside and inside the
plastic boxes, respectively. The detection rate of the proposed
technique along with the decision criteria with more than
three-fifths of five successive extracted poles have achieved
100% for all cases. The experimental results have demon-
strated the superiority of the proposed technique over the
conventional one. However, one of the limitations of the
proposed technique is the operation scenario with one reader
and one tag. A technique for detectingmultiple chipless RFID
tags will be presented in a future publication.
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