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ABSTRACT Background: Building an effective Intrusion detection system in a multi-attack classification
environment is challenging due to the diversity of modern, sophisticated attacks. High-performance classifi-
cation methods are needed for Intrusion Detection Systems as attackers can establish intrusive methods and
easily evade the detection tools deployed in a computing environment. Moreover, it is challenging to use a
single classifier to efficiently detect all kinds of attacks. Aims: To propose a unique ensemble framework
that can effectively detect different attack categories.Method: The proposed approach is based on building
an ensemble by ranking the detection ability of different base classifiers to identify various types of attacks.
The F1-score of an algorithm is used to compute the rank matrix for different attack categories. For final
prediction algorithm’s output for an attack is only considered if the algorithm has the highest F1-Score in
the rank matrix for the particular attack category. This approach contrasts with the voting approach where
the final classification is based on the voting of all classifiers in the ensemble irrespective of the fact if
the algorithm is efficient enough to detect that attack or not. Results: With the proposed method, the final
accuracy obtained is 96.97 %, a recall rate of 97.4%, and a better attack detection rate than the baseline
classifiers and other existing approaches for different attack categories.

INDEX TERMS Intrusion detection system, machine learning, cybersecurity, ensemble learning, intrusion
detection framework, CIC IDS 2018.

I. INTRODUCTION
As cyberspace is evolving, new threats in the realm of com-
puter and internet safety are surfacing too. And this is making
the traditional Intrusion Detection Systems (IDS) go obsolete
quickly. Whereas earlier IDS-based security systems relied
on predefined signatures principles [1], those could not detect
freshly developed anomalies and attack variants [2]. Its pri-
mary problem was the slow rate of refreshing and scaling
the signature database to match the rising pace of threat
evolution [2]. As tackling today’s cyberattacks is gettingmore
daunting, researchers continually use state-of-the-art tech-
niques to ensure accurate threat detection and security using
anomaly-based detection [3]. Researchers are using advanced
techniques based on machine learning and deep learning to
equip systems with future-proof intrusion detection strate-
gies. But a single machine learning technique is not sufficient
to detect all kinds of modern-day attacks effectively.

Much research has been proposed in this field claiming
good attack classification performance of the proposed IDS
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solutions on old datasets. But an Intrusion Detection model’s
performance in the real world depends upon its efficiency to
detect modern-day attacks in real-time. Most of the studies
carried out in this area are on old datasets [4]. The commonly
used datasets [5] in the IDS research are given in Table 1.
With modern-day traffic, the models trained on old datasets
are not effective for detecting attacks.

In anomaly-based Network Intrusion Detection Systems
(NIDS), machine learning techniques have been extensively
used. Diverse machine learning algorithms, including Ran-
dom Forest (RF), Support Vector Machine (SVM), Decision
Trees (DT), k-Nearest Neighbor (kNN), are used to detect
intrusions. However, a single machine learning algorithm
is no longer sufficient to meet the modern IDS’s exten-
sive requirements [7], [4], [8], [9]. Besides the high traf-
fic volume, IDS attacks have diversified and are way more
sophisticated [6]. Each machine learning algorithm has its
pros and cons. Some algorithms can perform well on one
type of attack but perform poorly for other attacks. A recent
study by Ferrag et al. [7] compared various deep learning
techniques on the latest CIC IDS 2018 dataset. CIC IDS
2018 dataset comprises several modern-day attacks. As per
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TABLE 1. Commonly used datasets for network intrusion detection.

the study’s stated results, the Recurrent Neural Network
(RNN) gave the highest attack detection rate for seven attack
types and the Convolutional Neural Network (CNN) for
the other four attack types. Karatas et al. [4] analyzed six
machine learning-based IDS using k-Nearest Neighbour, RF,
Gradient Boosting, Adaboost, DT, and Linear Discriminant
Analysis algorithm. Feng et al. [8] designed a plug-and-play
capture tool to grab the packets and detect three network
attacks. To detect DoS attacks, they used Deep Neural Net-
works (DNN). Two deep learning techniques were used to
detect XSS and SQL attacks: the CNN and Long Short-Term
Memory (LSTM). None of the single detection approaches
could effectively classify all kinds of attacks in all the above
research. Therefore, to overcome this problem in this paper,
we propose a technique that can effectively combine indi-
vidual algorithms’ attack detection ability, resulting in an
increased overall attack detection rate.

So, we propose a novel framework for multi-attack clas-
sification to address the above challenges using the latest
CIC IDS 2018 [10] dataset. The proposed ensemble approach
accurately detects network intrusions and attacks by using
a hybrid feature selection approach using RF and Principal
Component Analysis (PCA) and a design framework that
combines the best of different machine learning techniques
for classifying various attacks. It is a rank-based approach
based on the F1-score of each algorithm for detecting differ-
ent attacks. This approach gives promising results, better than
many of the previous research.

The significant contributions of our research are as follows:

1. A novel framework that effectively combines different
machine learning classifiers based on each algorithm’s

ability to classify attacks in a multi-attack classification
environment.

2. A hybrid approach using SMOTE and undersampling is
proposed to address the class imbalance issue.

3. The proposed framework is tested and evaluated on the
latest CIC IDS 2018 dataset and is compared with dif-
ferent approaches in the recent studies on the same data
set.

This paper is organized as follows. The introduction section
highlighted the need of an effective learning method for
multi-attack classification for an IDS using the latest CIC
IDS 2018 dataset. The next section on the RelatedWork gives
an overview of the different attack classification algorithms
for Intrusion Detection and their performance metrics and
also highlights the research gaps. The Materials and Methods
section presents details of the dataset, the machine learning
algorithms, reasoning to use the evaluation metrics in this
study. It also presents the proposed framework comprising of
different machine learning algorithms for intrusion detection.
The Results and Discussions section compares the perfor-
mance of the proposed frameworkwith standalone algorithms
as well as with the recent works in the research literature.

II. RELATED WORK
In the research literature, different machine and deep learn-
ing models are proposed for attack classification in IDS.
Gao et al. [2] proposed an adaptive machine learning model
for intrusion detection based on an adaptive ensemble voting
classifier. The proposed approach used several base classi-
fiers, including DT, KNN, DNN, and RF on the NSL-KDD
Test+ dataset. Boosting methods such as feature selection,
sampling, multilayer detection, etc. were used to enhance
each classifier’s detection rate. They also proposed a multi-
tree algorithm, which is an optimized version of the DT. The
result of the proposed multitree algorithm outperformed that
of DNN. Finally, adaptive voting based on class weights was
used to compute the result using the base classifiers. They
claim to have achieved an accuracy rate of 85.2%, 86.5%
precision, 85.2% recall, and 84.9% F1 score. The disadvan-
tage of the suggested method is that the results are based on
an outdated dataset that does not reflect modern-day traffic
trends and attacks. Feature selection and data preprocessing
techniques used in this approach can be optimized for better
results.

Zhou et al. [9] proposed an ensemble classifier using
the Correlation-based feature selection – Bat algorithm
(CFS-BA) dimensionality reduction technique. The proposed
CFS-BA approach used a fitness function based on the
correlation between the features for dimensionality reduc-
tion. After dimensionality reduction, the ensemble approach
was used to combined C4.5, RF, and Forest by Penalizing
attributes (Forest PA). Finally, the voting technique was used
for attack recognition based on the probability distribution
of base learners’ predictions. This approach gave 99% accu-
racy for NSL-KDD and CIC- IDS 2017 Dataset. Though
the proposed method claims to have achieved an accuracy
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rate of 99%, the performance of the proposed approach is
evaluated on the subset of the CIC IDS-2017 dataset just
using traffic data of Wednesday working hours, a subset
of Aegean Wi-Fi intrusion dataset (AWID), and NSL-KDD
dataset. These datasets are either subsets (only a few attack
categories included) or outdated. Moreover, no method is
used to handle the imbalanced nature of the IDS datasets.

Tama et al. [11] proposed a two-stage Classifier ensem-
ble for Intelligent Anomaly-based Intrusion Detection. This
method used hybrid feature selection using the Genetic
Algorithm, Particle Swarm Optimization, and Ant Colony
algorithm for reducing the features of the dataset. Features
were chosen based on the classification results of the Reduced
Error Pruning Tree (REPT) classifier. A two-level ensem-
ble classifier using RF and Bagging was used for attack
detection. They claim to have achieved an accuracy rate of
85.8%, 86.8% sensitivity rate, and 88.0% detection rate on
the NSL-KDD dataset and improved results on the UNSW-
NB15 dataset. The accuracy of the proposed method is 85.8%
which could be improved. No technique was used by the
author to address the imbalanced nature of the IDS datasets.

Lin et al. [12] proposed an anomaly detection system
that used LSTM to train the neural network and Attention
Mechanism (AM) technique to augment the performance
of the proposed approach. The proposed model was trained
on the latest CIC IDS 2018 dataset. They claim to have
achieved a good accuracy rate of 96.22% and recall rate
of 96%. However, the proposed method’s detection rate for
Infiltration attacks was just 15%. Kumar et al. [13] proposed
a misused-based technique for attack classification in an IDS.
The size of the dataset was reduced by removing redundant
data from the dataset. The dataset was divided into 15 clus-
ters, and the samples from dominating classes were selected
for processing, resulting in reduced size of the dataset. Fur-
ther, features were selected using information gain. Finally,
an integrated rule-based model was used for final classifi-
cation. UNSW-NB15 dataset was used for the evaluation of
the proposed method. They claimed to have achieved 84.5%
Mean F1-score (MFM), 90.32 Attack Detection Rate (ADR),
and 2.01% False Alarm Rate (FAR) using this approach. As
the suggested solution by the author is based on a misuse-
based strategy, it will not be able to detect any publicly
unknown zero-day attacks. Roshan et al. [14] proposed an
adaptive IDS using extreme learning and clustering. They
used the NSL-KDD dataset and claimed to have achieved an
accuracy rate of 89% for the new attack type sample. The
proposed techniques are evaluated on the outdatedNSL-KDD
dataset and require human intervention to update the data over
time. Feng et al. [8] designed a plug-and-play capture tool to
grab the packets and detect three network attacks. To detect
Denial of Service (DoS) attacks, they used DNN. Two deep
learning techniques were used to detect XSS(Cross-Site
Scripting) and SQL attacks: CNN and LSTM. This model is
just trained for the detection of DoS, XSS and SQL attacks.
Ma et al. [15] proposed a novel approach named SCDNN,
which uses Spectral Clustering (SC) and DNN algorithms

for classification. KDD-CUP99 and NSL-KDD datasets and
a sensor network were used to evaluate the model. They claim
that their approach outperforms Back Propagation Neural
Network (BPNN), SVM, RF, and Bayes tree models in detec-
tion accuracy.

The disadvantage of the SCDNN is that its weight param-
eters and DNN layer thresholds must be tuned, and the
clusters’ k and parameters must be determined empirically
rather than theoretically. Furthermore, the model is tested on
historical and outdated datasets that might fail to perform in
real world scenarios.

Ferrag et al. [7] compared seven deep learning tech-
niques: DNN, RNN, Restricted Boltzmann Machine, Deep
Belief Networks, CNN, Deep Boltzmann Machine, and Deep
Autoencoders. The RNN gave the highest attack detection
rate for seven attack types, namely Brute Force-XSS, Brute
Force-Web, DoS attack Hulk, DoS attack SlowHTTPtest,
DoS attack Slowloris, DoS attack Golden Eye, and Infiltra-
tion. CNN outperformed other techniques for attacks like
DDoS attack HOIC, DDoS attack LOIC-UDP, DDoS attack
LOIC-HTTP and Botnet. Though deep learning approaches
give promising results on some of the attack categories.
However, the entire experiment was conducted on only 5%
of the total dataset, yielding a relatively small number of
attack occurrences. Karatas et al. [4] proposed six machine
learning-based IDS using k-Nearest Neighbour, RF, Gradient
Boosting, Adaboost, DT, and Linear Discriminant Analysis
algorithm. According to the author, CIC IDS 2018 dataset
comprises 5 million samples, but the CIC IDS 2018 dataset
has 16 million samples. So, the above-proposed work is on
a subset of the dataset in which DDoS and web attacks are
missing. Besides taking a small subset of the entire dataset,
a lot of oversampling is done. SQL injection samples in the
given work were oversampled from 53 to 286,191 samples.
Considering the infiltration attack, the original dataset had
160,639 samples, whereas the author took just 93,063 sam-
ples and then oversampled it to 286,191. Most of the author’s
experimentation was based on the oversampled data whereas
our proposed work is more on the original data. Moreover,
the authors evaluated the model based on attack detection
accuracy, and other essential metrics like Precision, F1-score,
and Specificity were missing.

The advantages and the drawbacks of various approaches
discussed above are listed in Table 2.

Though numerousmethods are proposed to optimize attack
detection algorithms, there is still much room to improve
previous research results. Two major concerns considered in
this research are as follows:
• In the past, most of the research in this field is on
outdated datasets that do not reflect modern-day attack
trends [16].

• Many machine learning and deep learning techniques
have been proposed for attack detection, but attack wise
accuracy obtained using these approaches is not high
enough for some of the attack categories. From the
previous research, it is also evident that it is challenging
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TABLE 2. Comparison of various IDS approaches. TABLE 2. (Continued.) Comparison of various IDS approaches.

for a single classifier to efficiently detect all kinds of
attacks in a multi-attack classification environment [11].
A classifier that has a good attack detection rate for one
attack might perform poorly for other attacks.

To overcome the above challenges, this study proposes a
novel intrusion detection framework that takes advantage
of each classifier’s capability to detect a particular attack.
The proposed method is evaluated using the latest CIC IDS
2018 dataset that overcomes the shortcomings of the legacy
datasets.

III. MATERIALS AND METHODS
The Proposed Model:

Many researchers have proposed machine and deep
learning techniques to detect attacks in anomaly-based IDS.
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A single machine learning classifier cannot be used to detect
different attacks effectively [9]. An Ensemble approach using
a voting scheme is a common approach used to combine
the results of different classifiers [9] In voting-based ensem-
bles, predictions are the results of majority vote among the
contributing models. In voting, all classifiers in the ensem-
ble contribute to the final output regardless of whether the
algorithm is capable of detecting the attack or not. Thus,
to overcome the above drawback and increase the attack
detection rate for multi-attack classification, we propose a
novel framework for attack detection. In this approach, sim-
ple machine learning classifiers are ranked based on their
efficiency in detecting various attacks. The classifiers based
on the computed rank matrix contribute to the detection of
different attacks.

The framework for intrusion detection comprises the stan-
dard procedure in machine learning:

(1) Data Pre-processing
a. Data collection,
b. Data Transformation
c. Processing Skewed Dataset
d. Outlier Rejection

(2) Feature Selection
(3) Training the Model
(4) Evaluating model performance

Fig. 1 illustrates the steps the study follows for the proposed
framework for classifying attacks in an IDS. The following
subsections give a detailed view of the steps mentioned here.

FIGURE 1. Steps for the proposed framework for intrusion detection.

A. DATA PRE-PROCESSING
1) DATA COLLECTION
All the experiments in this research use the CIC IDS
2018 dataset. The CIC IDS 2018 is the latest Intrusion Detec-
tion dataset that incorporates all the latest attacks based on
famous vulnerabilities. It is published by Communications
Security Establishment (CSE) & the Canadian Institute for
Cybersecurity (CIC). This dataset is primarily generated to
evaluate IDS, focusing on network-based anomaly detection.
The attacking infrastructure had 50 machines, and the victim
organization had 420 machines, 30 servers, and 5 depart-
ments. There are 80 features and approximately sixteen

million rows in the dataset. Some of the features in the dataset
are listed in Table 3.

TABLE 3. Some of the features in the CIC IDS 2018 dataset.

2) DATA TRANSFORMATION
The CIC IDS 2018 dataset is a comprehensive dataset com-
prising various modern-day attacks. Fig. 2 lists the 14 attack
classes present in the CIC IDS 2018 dataset. The 14 attack
classes were reclassified into six classes based on the nature
of the attack– Bot, Brute Force, DDoS, DoS, Infiltration, and
Web attacks. Final dataset comprised of benign samples and
samples from the above six attack categories.

FIGURE 2. Attack distribution in the CIC IDS 2018 dataset.

3) PROCESSING SKEWED DATASET
In an intrusion detection dataset, only a small fraction of
the dataset reflects attacks; this makes it challenging to
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build efficient models with high attack detection rates [9].
An extremely biased prediction model is not practically use-
ful, as the prediction is highly affected by the majority class
samples [16]. CIC IDS 2018 is skewed Big Data with a high
imbalance ratio for different attack categories (see Table 4).
The mitigation of class imbalance of Big Data poses an
even greater problem because of the comparatively diverse
and nuanced nature of a large dataset. Many approaches
are proposed in the research literature to handle imbalanced
data [18].

TABLE 4. Imbalance ratio of the samples in the CIC IDS 2018 dataset.

The imbalance ratio [19] is defined as

R = Smaj/Smin

where Smaj is the number of majority class samples, and
Smin is the number of samples of the minority class [20].
The greater the value of R, the higher is the imbalance.
If R = 1, then the dataset is perfectly balanced.

As evident from the above table that CIC IDS 2018 is a
highly skewed dataset. One of themost prominent approaches
for dealing with such unbalanced datasets is resampling
(under sampling or oversampling) of data. Under sampling
is deleting samples from the majority class, whereas over-
sampling is generating new samples in the minority class.
SMOTE [21] is one of themost commonly used oversampling
approaches in which synthetic samples for the minority class
are created. Random oversampling is used to overcome the
problem of overfitting. New samples are generated between
the positive instances that are close together. The method is
efficient as the new synthetic instances of the minority class
are generated that are credible as they are similar in feature
space to existing minority class samples.

To overcome the skewness in the dataset, both oversam-
pling and undersampling techniques have been explored. It is
evident in Table 4 that some of the attack categories, like
web attacks, are highly skewed. Web attack samples are over-
sampled using SMOTE. Web attack samples are increased
to 286,191 using SMOTE. As there are huge numbers of
samples in normal traffic, it is under-sampled to 1.3 million
samples (i.e. 10% of the original count). After applying under

sampling and oversampling, the imbalance ratio obtained is
given in Table 5.

TABLE 5. Imbalance ratio of attack samples in the CIC IDS 2018 after
pre-processing.

The imbalance ratio is considerably reduced from
14429.13 in web attacks before processing to just 4.85 in the
newly generated set of rows. There is an overall reduction in
the imbalance ratio for different attack classes reducing it to
a max imbalance ratio of just 8.65.

4) OUTLIER REJECTION
While building machine learning models, it is very important
to clean the dataset to ensure that it correctly represents
the problem. The presence of outliers in a dataset can skew
the data distribution and other statistical measures. In this
paper, we have used the Isolation Forest method for outlier
detection. The Isolation Forest method is a machine learning
algorithm based on RF and a DT classifier used to classify
anomalies in large data sets [22]. Isolation Forest is an unsu-
pervised machine learning algorithm for anomaly detection.
It is based on the principles of a DT classifier. It detects the
outliers using the following steps:

1. Randomly select a feature from the features in the given
feature space.

2. Randomly select a split value between the max and min
value of the selected feature.

3. Random partitioning using the above split value results
in shorter paths in trees for abnormal data points.

4. Distinguish such points from the rest of the data.

The proposed model uses a 0.1 contamination value for
removing the outliers in the dataset using Isolation Forest.
After outlier rejection, the dataset got reduced to 4.094,331
samples.

B. FEATURE SELECTION
The performance of a machine learning model heavily
depends upon the features selected for training the model.
Excessive features can result in poor performance of the
model. So, choosing the right set of features is of paramount
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TABLE 6. List of selected features using random forest.

importance while building machine learning models. Select-
ing the right features not only increases the efficiency of
the model but also reduces the detection time [23]. Intrusion
detection datasets are generally high-dimensional datasets.
For better efficiency, selecting the right features in an IDS
dataset is very essential.

CIC IDS2018 is a high-dimensional dataset with 80 fea-
tures. Several features are correlated and redundant. Training
on the redundant data will increase the complexity and time
and may result in a flawed model. The proposed model
used a hybrid feature selection using RF [24] and PCA [25].
First, the features are selected using RF feature selection.
Feature importance using RF classifier is computed based on
the average impurity of each feature in a tree in the forest.
Using this method, 37 most important features were selected
(see Table 6).

Second, PCA is used to identify top principal compo-
nents for further processing. The PCA is a commonly used
approach for dimensionality reduction. PCA transforms a
dataset with a large number of features into a smaller one
while retaining the required information in the dataset.

PCA is based on calculating the eigenvalues and the eigen-
vectors computed from the given dataset’s covariance matrix.
Given that x is an eigenvector calculated from the covariance
matrix, the features extracted reliant to x, of any random
vector v is

p = vT x =
∑N

i=1
vixi (1)

where x = [x1...xN ] T , v = [v1...vN ] T and N is the dimen-
sionality of sample vectors [25].

The steps followed for dimensionality reduction in PCA
are as follows:
1. Standardization of the continuous variables

Standardization of continuous variables is a crucial step while
calculating the principal components as this method is overly

sensitive with respect to the variance of values between dif-
ferent variables.
2. Computing the Covariance Matrix

An n x n matrix is computed to evaluate how the dataset
variables vary with respect to each other. Highly correlated
features contain redundant information. Computing covari-
ancematrix helps in the identification of any such correlation.
Positive covariance denotes the variables are directly propor-
tional to each other. At the same time, a negative correlation
indicates an inverse relationship between the variables.
3. Finding the Principal Components by Computing Eigen

Values and Eigen Vectors of the Covariance Matrix
Principal components are the new extracted features that are
highly significant and independent of each other. Principal
components compress the most significant information scat-
tered in the dataset. To compute the principal components,
eigenvector and eigenvalues need to be calculated from the
covariance matrix. Eigenvalues represent the magnitude of
the extracted new feature space, whereas the eigenvector
represents the direction.
4. Feature Vector

Eigenvalues and the corresponding eigenvectors calculated
from the covariance matrix are sorted based on eigenvalues’
absolute value. Feature vectors are selected from themost sig-
nificant eigenvalues and eigenvectors computed in the above
step. The resulting significant principal components are used
for further training the models

After feature selection and dimensionality reduction,
24 most significant principal components were used for fur-
ther processing.

C. TRAINING THE MODEL
An efficient IDS should have a high attack detection rate for
all kinds of attacks. To achieve this, various machine and
deep learning algorithms are proposed in the literature [7].
But a single algorithm is unable to detect all kinds of attacks
effectively [2]. To accomplish this in this study, the model
is trained using multiple machine learning techniques, which
are finally combined using the proposed framework which is
based on each algorithm’s performance for classifying dif-
ferent attacks. The literature offers many algorithms, but we
choose the seven most popular machine learning algorithms
in our experiments for the classification of attacks in the CIC
IDS2018 dataset. The details of the algorithms used here are
given below:

1) k-NEAREST NEIGHBOUR
k-Nearest Neighbour (kNN) is one of the simplest and fun-
damental machine learning classifiers. kNN classification is
based upon the classification of data points in a given feature
space depending upon the distance between the given sample
point X and its k neighbors. Finally, point X is classified
according to the majority of its k nearest neighbor [23]. A set
of observations (z1, y1), . . . , (zn, yn), where observations zi ∈
Rd and targets yi ∈ {c1, c2}; then for given i, kNN grades the
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neighbors of a test set and uses the class labels of the nearest
neighbors to predict the class of the test samples [26].

Euclidean, Manhattan, or Minkowski function can be
used for calculating the distance between the points.
Equations (2)-(4) show how the above distance functions are
computed.

Euclidean =

√√√√ N∑
i=1

(
xi−yi

)2 (2)

Manhattan =
N∑
i=1

∣∣xi−yi∣∣2 (3)

Minkowski = (
N∑
i=1

(∣∣xi−yi∣∣)k ) 1k (4)

where N is the size of the dataset, k is a positive integer, and xi
and yi are the data points. For evaluating the results, the value
of k is taken as 5 and the Minkowski function is used for
computing the distance.

2) DECISION TREE
ADT is a popular supervised machine learning algorithm [2].
ADT acquires knowledge from a given dataset in hierarchical
structures comprising the root node, internal nodes, and leaf
or terminal nodes. A leaf node determines the class to be
assigned to a data point in the sample. Non-terminal nodes
represent features with discrete rules for further classifica-
tion. How well the DT classifies entirely depends upon how
well the DT is trained. The DT starts from the root node,
and then it splits into sub-trees based on some discrete rules
for the given feature value [27]. This process is repeated
recursively till the leaf nodes are generated. Though DT is
simple and easy to implement, it may overfit. The problem
of overfitting can be addressed using pruning. Entropy and
information gain used in building a DT is calculated using
the equations (5) and (6).

Entropy (D) =
∑
x∈X

−r (a)E(a) (5)

Gain (A,D) = Entropy (D)−
∑
x∈S

−r (a)E (a) (6)

D is the dataset, X is a set of classes, and r is the ratio of
the number of elements in class x, and S is the subset of the
dataset D. Gini impuritywas used for training themodel using
the DT.

3) RANDOM FOREST
RF uses a bunch of DT classifiers for classification [24]. Each
tree in a RF is trained on a bootstrapped sample from the
dataset. The split attribute is randomly selected to divide the
sample based on impurity using Gini index/entropy. Further,
the results of all the trees are combined by voting for the final
prediction. Most of the time, the RF results, even without
using hyperparameters, are better than the DT algorithm. It is

a widely used algorithm that provides speedy and accurate
results.

In a RF algorithm, random samples are drawn from the
dataset to build the tree. Split is performed at every cell of
every tree to maximize the CART criterion over mtry direc-
tions [28] randomly selected from the available p options.
The building of trees is halted when the count of every cell
falls below the nodesize points. Where an ∈ {1, . . . , n}: the
number of sampled data points in every tree in the forest;
mtry ∈ {1, . . . , p}: Number of possible ways to split each
node of each tree; nodesize ∈ {1, . . . , an}: Minimum number
of samples in each cell under which the cell is not split.
50 trees are taken to compute the results in our experiments
using the RF classifier.

4) EXTRA TREES
Extra trees are extremely randomized trees that aggregate var-
ious decor-related trees in the forest for the final result [29].
The extra Trees algorithm works by generating a large num-
ber of unpruned decision trees from the training dataset. Both
the attribute and cut-points are strongly randomized when
a tree node is split, and the tree is grown on a complete
dataset rather than the bootstrapped sample. The split in extra
trees algorithm is based on two parameters: K, the count
of attributes selected at each node, and nmin, the minimum
sample size to split a node. The process is repeated several
times to generate an ensemble. Extra trees ensemble depends
upon three parameters: FirstM, the number of trees generates;
Second, K determines the attribute randomization; and Third,
the nmin parameter specifies the degree of smoothing. The
extra trees algorithm is computationally fast than RF. As in
Extra Trees, the split is selected randomly instead of finding
the optimal one. Predictions are based on a majority vote for
classification and average in case of regression.

5) EXTREME GRADIENT BOOSTING (XGB)
XGBoost is a tree boosting algorithm that optimally uti-
lizes hardware and memory resources. It is almost ten times
quicker than the latest techniques. The three primary gradient
boosting techniques, namely Gradient Boosting, Regular-
ized Boosting, and Stochastic Boosting, can be executed by
XGBoost. Faster execution using parallel processing, porta-
bility, regularization, and tree pruning are the main benefits
of the XGBoost algorithm.

This algorithm is based on gradient boosting techniques.
The prediction using this algorithm is made using the com-
bination of weighted input features such as sˆi =

∑
j θj

pij [30]. There can be a number of parameters depend-
ing upon the data. Finding the appropriate parameters from
a dataset is vital to ensure the performance of the algo-
rithm. The predicted value is used for computing the final
output.

6) HISTOGRAM-BASED GRADIENT BOOSTING
Gradient Boosting ensembles are generally not time effi-
cient. Training of the trees can be improved by binning the
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continuous variables while training the model. Gradient
Boosting ensemble that bins the continuous values to
speed up the model is Histogram-Based Gradient Boosting
(HBGB). HBGB is inspired by the Light Gradient Boosting
machine- by Microsoft [31].

7) LightGBM
Microsoft developed LightBGM as a boosting framework
in 2017. LightGBM [31] is an enhanced version of the Gradi-
ent Boosting Decision Tree (GBDT) algorithm. This frame-
work outperforms Xgboost in terms of performance, speed,
and power. LightGBM, unlike other GBDT techniques, is still
effective when the data is large and has many dimensions.
This is due to the following two distinct strategies: One-Side
Sampling based on Gradients (GOSS) and a Special Feature
Bundle (EFB). It is a tree-basedmethod that supports categor-
ical features, making feature numerical transformation and
normalization unnecessary during the data preparation step.
The tree-growth method based on leaves makes the matching
process more efficient during the decision-making process.

Hyperparameter values of Machine Learning algorithms
used for experimentation to evaluate the proposed approach
are listed in Table 7.

TABLE 7. Machine learning algorithms hyperparameter values.

After presenting the commonly used machine learning
algorithms, now we present our proposed framework that
takes each algorithm’s best to classify the attacks as in multi-
classification problems, as a single algorithm is not sufficient
to effectively detect all classes in a dataset.

8) THE PROPOSED ENSEMBLE FRAMEWORK FOR
INTRUSION DETECTION SYSTEM
It is challenging to use a single classifier to predict the attack
classes in a multidimensional dataset with multiple attack
classes. This paper proposes a novel ensemble framework
for effectively detecting attacks of different types in an IDS.
Fig. 3 illustrates the essential components for the proposed

FIGURE 3. The proposed framework for intrusion detection.

framework. The proposed framework is based on each clas-
sifiers’ ability for detecting different attacks.

Algorithm The Proposed Algorithm
Input:

Tr = {(a1, b1, c1 . . . .z1) , (a2, b2, c2 . . . , z2) . . . . . .

(an, bn, cn . . . , zn)} , ai, bi, ci . . . , zi ∈ F,

Ts = {(a1, b1, c1 . . . .z1) , (a2, b2, c2 . . . , z2) . . . . . .

(am, bm, cm . . . , zm)} , ai, bi, ci . . . , zi ∈ F,

Yr = {x1, x2 . . . ..xn} , xi ∈ X ,C = {c1, c2 . . . ct

where: F is the set of features in the dataset, Tr is the training set,
Ts is the test set, X is the set of labels to be predicted, and c1-ct
in C is the set of classifiers.
Output = Labels
Algorithm:
1. Train all the classifiers ci in C on each row r in the training

data Tr.
2. Calculate the F1-score of each classifier ci for every

attack class xi.
3. Assign the attack detection rank rij for each attack xi for

each classifier cj in C. Classifier with the best F1-score for
a particular attack gets the highest rank.

4. Predict the class for each row in Testing set Ts for
high-ranked classifiers in C.

5. The results of the highest rank classifiers are compared
for the final result. Considering ci as the best classifier
for predicting the attack xi.

a. The result rci (prediction result by classifier c for the
sample i) is compared to check if it predicts the attack
class xi.

i. If a match is found, it is added to the result.
ii. If a conflict is found or no match is found, then

the classifier’s result with the higher F1-score is
considered.

D. EVALUATION METRICS
Several performance metrics exist to evaluate machine learn-
ing classification algorithms [32].

Accuracy is the percentage of samples that are correctly
classified in (7), as shown at the bottom of the next page.

Sensitivity/Recall is the ratio of samples correctly classi-
fied as attack with all attack samples.

Recall =
TruePositive

TruePositive+ FalseNegative
(8)
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Specificity is the ratio of correctly classified benign sam-
ples to the total no of benign samples.

Specificity =
TrueNegative

TrueNegative+ FalsePositive
(9)

Precision is the ratio of samples correctly classified as
attacks to the total samples categorized as attacks.

Percision =
TruePositive

TruePositive+ FalsePositive
(10)

F- Measure is the harmonic mean of Recall and Precision.

F −Measure = 2 ∗
Percision ∗ Recall
Percision+ Recall

(11)

Prediction latency = Average time taken to predict the
attack class for the test set. The time is calculated by finding
the difference between the start and the end time on the
server while training and testing the classifier in each fold
during 10-fold cross-validation. There were 52,345 samples
in each fold. The calculated results are the mean of the values
computed in each fold.

For the proposed classification model, we consider
F1-score as the best metric to evaluate the algorithm’s per-
formance. The performance of a model may decrease if the
classifier is evaluated just based on the attack detection rate.
A classifier with a good Recall rate but with poor Precision
may correctly classify one attack category but may misclas-
sify other attacks (due to low Precision) resulting in decrease
in attack detection rate of an IDS. Thus F1-score metric is
used for selecting the best algorithm for each attack category
to increase the overall accuracy and the attack detection rate.

Though F1-score is the ideal metric for selecting the best
machine learning method for each class in the proposed algo-
rithm, however Accuracy and Recall rate are used in the com-
parative results. The recall rate indicates the model’s ability
to recognise True Positives reliably, whereas Accuracy is the
ratio of correctly categorised predictions to total predictions.
The primary goal of an IDS is to accurately identify assaults
and protect the network against intrusions. Thus, accuracy
and recall rate are utilised to compare the findings.

Section IV presents the results of the different machine
learning algorithms and the proposed framework.

IV. RESULTS AND DISCUSSIONS
This section evaluates the performance of the proposed Intru-
sion Detection framework on the CIC IDS2018 dataset. The
proposed model was implemented using the Scikit-learn
library in Python. All the experiments were executed on the
AWS cloud using the configuration in Table 8.

In this study, the dataset was trained on seven machine
learning algorithms to find the best method to detect different
attack categories. Based on the performance result of each

TABLE 8. AWS configuration used for the experiments.

TABLE 9. k-nearest neighbor.

TABLE 10. Decision tree.

machine learning algorithm, a rank matrix was calculated.
Based on the rank matrix, the results of the best perform-
ing algorithm are considered for the final attack prediction.
To reduce variation in the performance results, k-fold cross-
validation with k = 10 was used for computing all the
results. The proposed model is evaluated using the following
performance metrics [32]: Accuracy, Precision, Recall, and
F1-score.

A. RESULTS OF THE PROPOSED MODEL IN COMPARISON
TO OTHER MACHINE LEARNING ALGORITHMS
1) ANALYZING INDIVIDUAL PERFORMANCE OF THE BASE
ALGORITHMS
The experimentation started with an analysis of the perfor-
mance of the base classifiers for the dataset. The performance
metrics for the seven base algorithms for different attack
categories are listed in Tables 9-15.

Accuracy =
TruePositive+ TrueNegative

TruePositive+ FalseNegative+ TrueNegative+ FalsePositive
(7)
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TABLE 11. Random forest.

TABLE 12. Extra trees.

TABLE 13. HBGB classifier.

TABLE 14. XGB classifier.

As given in the above tables, it is evident that a single
algorithm is not sufficient to detect all kinds of attacks. It is
observed that some of the classifiers have a high Recall rate
but a poor Precision rate. For instance, the RF classifier’s
performance results for detecting Brute Force attack show a
high Recall rate of 99.9% but a low Precision rate of 72.78%.
Choosing RF as the best algorithm for detecting Brute Force
will increase the detection rate for Brute Force but decrease
the detection rate of other attacks due to its low Precision rate.
So, the F1-score metric is used to evaluate the algorithm’s

TABLE 15. LightGBM classifier.

performance that combines both the Recall rate and the
Precision rate.

2) CONSTRUCTING A MODEL WITH ACCURACY AS THE
OBJECTIVE
To compute the results, classification algorithms are ranked
(refer algorithm in Section 3) based on their F1-score
(see Tables 9-15). The rank matrix (see Table 16) is cal-
culated based on each classifier’s ability to detect different
attack categories. Seven algorithms are used for building the
ensemble: Histogram based gradient descent, RF, DT, Extra
Trees, kNN,XGBoost, and LightGBM. TheHistogramBased
Gradient Boosting algorithm is listed for Bot, Benign, and
DDoS categories in the rank matrix as it has the highest
F1-score score for the listed attack categories among all the
base algorithms. Similarly, the rank matrix is computed for
other attack categories.

TABLE 16. Rank matrix for attack classification.

To predict the attack category, the incoming traffic is clas-
sified by all the algorithms in the rank matrix. In contrast to
the voting approach [11], where the final class is based on
the voting by all the classifiers irrespective of a classifier’s
ability to detect the attack, our approach uses a technique
in which prediction of a classifier is considered only if its
attack detection efficiency is the highest for that attack. So,
for computing the final class the output of the classifier is
considered only if it is the best ranked algorithm for detecting
that attack or has the highest F measure.

Table 17 shows the sample classification test results
using the proposed approach. Sample 1 is classified as
DDoS by Histogram Based Gradient Boosting, LightGBM
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TABLE 17. Example of computing results as per the proposed framework.

and k-Nearest Neighbour. Since Histogram Based Gradient
Boosting is the best ranked algorithm for detecting DDoS
in the rank matrix, so its result is taken as the final output.
Sample 2 is classified as DoS by Histogram Based Gradient
Boosting and LightGBM and Bot by kNN. Since LightGBM
is the best ranked algorithm for DoS so its output is taken
as the final output while dropping the output of the kNN
algorithm since kNN is not the best classifier for Bot attacks
as per the rank matrix. Similarly, sample 3 is classified as
Infiltration since LightGBM is the highest-ranked algorithm
for predicting Infiltration attacks. In sample 4, the results of
the classifier are as per the highest-ranked algorithms in the
rank matrix. To resolve the conflict, the final result is based
on the algorithm with the higher F1-score. Since Histogram
Based Gradient Boosting has a higher F1-score rate of 100%
which is higher in comparison to F1-score score of 91.9%
for kNN, so the final attack category is Bot in sample 4.
In sample 5, the results of all the classifiers are not as per the
highest ranked algorithm in the rank matrix, the final output
is based on the algorithm with a higher F1-score Score. The
F1-score for detecting brute force attack by histogram based
gradient boosting is 91.08%whereas the F1-score of KNN for
detecting DDoS is 99.9%, and F1-score for detecting DDoS
by LightGBM is 99.98%. So the final output for sample 5 is
DDoS.

Table 18 shows the results using the proposed framework
based on the rank matrix results in Table 16. The proposed
design adjusts the trade-offs of the base classifiers, its results
outperform the results of individual algorithms.

TABLE 18. Performance of proposed framework for attack classification.

3) CONSTRUCTING A MODEL WITH ACCURACY ALONG
WITH TIME EFFICIENCY AS AN OBJECTIVE
In real time IDS prediction latency is of paramount impor-
tance. Models just based on accuracy fail in real time systems

since delay in prediction affects the system’s overall per-
formance. Thus, for building time efficient IDS using the
proposed approach we consider the prediction latency for
each algorithm as listed in Table 19.

TABLE 19. Comparison of prediction time.

For building time efficient ensemble using the proposed
approach the algorithms are filtered on the basis of time
efficiency. As give in Table 19, it is observed that kNN is very
slow in comparison to the other machine learning algorithms.

Thus, kNN is not considered for building the model as
time efficiency is critical in IDS. The new ensemble is
built using Histogram Based Gradient Descent, Extra Trees,
RF, XGBoost, KNN, and LightGBM as base algorithms.
Based on the F1-score (see Tables (9-15). the rank matrix
(see Table 20) is computed using the proposed approach.

TABLE 20. Rank matrix for attack classification using HBGB & LightGBM.

The rank matrix in Table 20 lists the best classifiers for
detecting particular attack categories based on the F1-score
score. As per the rank matrix, Histogram Based Gradient
Boosting and LightGBM are the best classifiers for detecting
different attack categories in CIC IDS 2018 dataset. The
ensemble is built using the two selected classifiers and the
proposed algorithm and the results are listed in Table 21 using
the rank matrix in Table 20.

Table 22 compares the attack detection rate of the two
ensembles based on the proposed approach. Further, the two
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TABLE 21. Performance of proposed framework with LightGBM and
histogram based gradient descent.

TABLE 22. Comparison of attack detection rate of proposed ensemble.

ensembles are compared in Table 23 in terms of the time taken
for predicting the results.

TABLE 23. Comparison of time efficiency of proposed ensembles.

It is evident from the above results that the time taken by
the ensemble approach depends upon the base classifiers used
for building the ensemble. As an IDS is a real time system
and prediction latency is very important, selecting classifiers
based on time efficiency is crucial. Thus, the ensemble using
LightGBM and HBGB is preferred as it has a comparable
attack detection rate in comparison to KNN+HBGB model
and low prediction latency.

B. COMPARISON WITH OTHER ENSEMBLE APPROACHES
The ensemble approach is widely used to combine the
results of several classifiers for improving the performance
of the system. Some commonly used ensemble methods are
Voting [9], [33], Boosting [33], and Stacking [33]. Thus,
to evaluate the performance of our proposedmethod, we com-
pare the results of our proposed ensemble using Light-
GBM and HBGB with Voting and Stacking methods in
Tables (24-26). The results of various Boosting methods are
evaluated in the table (13-15).

The Voting classifier estimator is created by merg-
ing several classification models, resulting in a powerful

TABLE 24. Performance of voting (soft)ensemble for attack classification.

TABLE 25. Performance of voting (hard) ensemble for attack
classification.

meta-classifier that compensates for the shortcomings of indi-
vidual classifiers on a given dataset. The predictions from
various models are combined in a voting ensemble as per the
majority of the results of the participating models.

To evaluate our proposed approach the results are evaluated
using both hard and soft voting ensembles using LightGBM
and HBGB classifier.

On comparing the above results of the voting classifier with
the results of our proposed method in Table 21 it is evident
that our method outperforms the voting classifier results.

Further, our results are compared with the Stacking ensem-
ble built using Histogram Based Gradient Descent and Light-
GBM as a base classifier and combining its results using
Logistic Regression as the meta classifier. Stacking is based
on heterogeneous weak learners, trains them in parallel, and
then combines them by training a meta-model to output a
prediction based on the predictions of the many weakmodels.
To evaluate the performance of our proposed approach the
results of a stacking ensemble with LightGBM and HBGB
is Listed in Table 26 and a comparison between the Stacking
ensemble, Voting approaches, and our proposed ensemble is
done in Table 27.

C. COMPARING THE TIME EFFICIENCY OF THE
PROPOSED MODEL WITH OTHER STATE-OF-THE-ART
TECHNIQUES ON CIC IDS 2018 DATASET
In real time problems such as IDS, prediction time is very cru-
cial. Algorithms with high prediction lags cannot be deployed
in the real world as it can adversely affect the performance of
the system.

In our proposed framework, the time efficiency of the
ensemble is based on the time efficiency of the base

VOLUME 9, 2021 138463



S. Seth et al.: Novel Ensemble Framework for Intelligent Intrusion Detection System

TABLE 26. Performance of stacking ensemble for attack classification.

TABLE 27. Comparison of proposed approach with existing ensemble
methods.

TABLE 28. Comparison of proposed approach with existing ensemble
methods and deep learning approaches in terms of prediction latency.

models. Thus, to evaluate the time efficiency of the pro-
posed model, the prediction latency of various models using
state-of-the art techniques is compared to the proposed
model in Table 28. Deep learning models were trained with
0.5 learning rate,15 hidden nodes and 1000 batch size.

Prediction latency computed in the table is the prediction
time taken by a classifier to predict a test set in a single fold
in 10 fold cross validation.

As evident from the table above our approach outperforms
the other approaches in terms of both accuracy and time
efficiency with highest accuracy rate of 97.5% and lowest
prediction time of 6.13 seconds.

D. COMPARATIVE ANALYSIS OF THE PROPOSED MODEL
AND THE RECENTLY CITED WORK
A comparison is made between our work and some exist-
ing Intrusion Detection research [3], [7], [12] on the CIC

IDS2018 dataset in this context to further evaluate the pro-
posed model’s efficacy. In some of the research papers ana-
lyzed during the literature review, it has been observed that
the data size left is too small for the application of deep
learning techniques [7]. Whereas in some of the previously
proposed methods oversampling issue has been predomi-
nately consuming the resources and the real output in terms
of efficacy is missing. The data has been more or less syn-
thetic in nature [4]. So, our work is focusing on keeping the
originality of the data intact. In our study, we have also tried
to make our results consistent, whereas inconsistency is also
observed in some of the previous work in the literature [3].
Below we compare our proposed work with recent work in
this domain.

Ferrag et al. [7] analyzed seven deep learning mod-
els for cybersecurity intrusion detection on the CIC IDS
2018 dataset. But the entire experimentation was done on
only 5% of the entire dataset, resulting in a very small number
of attack instances. Deep learning models learn better on
huge datasets but in this study, the dataset was reduced from
16 million rows to 0.2 million rows. No technique was used
to address the imbalance issues in the CIC IDS 2018 dataset.
Moreover, all the models were evaluated for attack detection
Accuracy, but in real world other performancemetrics such as
Precision rate, F1-score etc are also important. A Comparison
of the proposed model with Deep Learning models of the
Ferrag et al. [7] is listed in Table 29 and 30. Our proposed
method outperforms the seven deep learning techniques for
Benign samples, Web Attack, DoS, DDoS, and Bot attacks.
The authors used a very small test size for evaluation of the
deep learning models. For instance, brute force test samples
were just 168, whereas in our study 38,015 brute force testing
samples were used.Whereas the Deep Learning classification
models have achieved reasonable efficiency, but the random
testing instability can completely mask the learning curve due
to the small test sample size [34].

TABLE 29. Comparison of the proposed model with deep learning
models in Ferrag et al. [7].

Atefinia and Ahmadi [3] proposed a DNN comprising
a feed-forward module, a restricted Boltzmann machine,
and two Recurrent Neural Networks based on CIC IDS
2018 dataset. The authors did not use any technique to address
the highly skewed CIC IDS 2018 dataset’s imbalanced issue.
The results in the confusion matrix and the result table
are inconsistent. Results of some of the attack types are
also missing. A comparison between our results and web

138464 VOLUME 9, 2021



S. Seth et al.: Novel Ensemble Framework for Intelligent Intrusion Detection System

TABLE 30. Comparison of the proposed model with deep learning
models in Ferrag et al. [7].

TABLE 31. Confusion matrix of infiltration and web attacks using the
proposed framework.

TABLE 32. Confusion matrix for infiltration attacks as in Atefinia and
Ahmadi [3].

TABLE 33. Confusion matrix for web attacks as in Atefinia and
Ahmadi [3].

attacks confusion matrix is done in tables 31-33. In Web and
Infiltration attacks classes 1, 2, 3, and 4 represent Benign,
Brute Force-web, Brute Force -XSS, and SQL Injection,
respectively. The confusion matrix listed below for our pro-
posed model is the aggregate of results from 10-fold cross
validation.

It is evident from the above results that our proposed model
clearly outperforms the multi-architectural modular DNN by
Atefinia and Ahmadi [3].

Finally, Lin et al. [12] proposed Deep Learning method
using LSTM+AM.A comparison is made between our work
and recent work to further evaluate our proposed method’s
efficacy [12] in Table 34.

TABLE 34. Comparison of the proposed framework with the deep
learning approach of Lin et al. [12].

The referenced model and the proposed model in Table 34
are trained on the latest CIC IDS2018 dataset. As the results
depict, the proposed model has achieved a higher accuracy
rate of 97.5 %—a higher recall rate of 96.7% compared to the
previously proposed approach. In Table 35, the approaches
used in both models are compared.

TABLE 35. Comparison of the methodology of the proposed approach
with the deep learning model.

The comparative model is trained on 2 million samples,
whereas our proposed model is trained on 4 million samples.
The model build using the proposed framework has achieved
a rise of 1.3% in accuracy rate and 0.7 % in recall rate
compared to the existing model. Moreover, their technique
has a very low detection rate of just 15 % for infiltration
attacks.

The above results depict that the proposed method is an
efficient approach for detecting multiple attacks in IDS. The
proposed approach is time efficient and gives promising
results on the latest CIC IDS 2018 dataset.

V. CONCLUSION
The study addressed the limitation of a single machine clas-
sification algorithm’s ability to detect all attack types for
Intrusion Detection. Another problem to be solved is that
most of the existing machine/deep learning models-based
approaches use outdated datasets. In addition, many existing
studies which use the latest CIC IDS2018 dataset, don’t use
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the original data set and fail to address the data quality issues
leading to poor classification models.

The study aimed to combine the detection abilities of
multiple classifiers to improve attack detection accuracy.
This paper proposes a machine learning model featuring a
novel framework that brings together the advantages of sev-
eral base classifiers for this, and different machine learning
algorithms have been trained and tested on the latest CIC
IDS 2018 dataset. Several algorithms were ranked using the
F1-score for their ability to detect specific attacks. Out of
them, LightGBM and HBGB were finally used to detect
multiple attacks with high attack detection rates and low
prediction latency using the proposed framework. The CIC
IDS 2018 dataset is highly skewed, so the problem of class
imbalance was addressed using a hybrid approach of under
sampling of majority class and oversampling some of the
attack classes using the SMOTE technique. This dataset
balancing was done for training process optimization. The
proposed approach enhances the detection accuracy of many
attack categories in comparison to Deep Learning, Machine
Learning, and the Voting ensemble approaches. Future work
can explore unsupervised learning to train models on unla-
beled datasets in the security domain.
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