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ABSTRACT The detection, classification, and location of grid faults have always been challenging for power
engineers. Among these, the detection of the grid fault is the most critical task because, without the detection,
the remaining two processes will not start. In this study, a fast light-weight fault detection is proposed.
This technique uses an empirical mode decomposition to decompose the fault signals into intrinsic mode
functions (IMFs). Effective IMFs were selected using the earth mover’s distance-based selection algorithm.
The selected IMFs are then passed through an energy calculator and then through a moving median absolute
deviation stage to generate an energy deviation matrix (EDM). Based on the EDM, the occurrence of faults
can be determined. The proposed technique was verified by evaluating various grid fault scenarios using
the MATLAB/Simulink software platform. Furthermore, the proposed method shows a more precise and
satisfactory performance than existing standard fault-detection methods.

INDEX TERMS Earth mover’s distance, empirical mode decomposition, fault detection, median absolute

deviation, optimal intrinsic mode functions, radial distribution system.

I. INTRODUCTION
Power outages, also known as blackouts, are the worst-case
scenarios that can be encountered by a utility grid. The world
has already experienced significant blackouts in the past [1].
The diffusion of renewable energy sources, integration of
dynamic industrial loads, and the increase in distributed
generation (DG) affect the distribution network parameters,
which may increase the risk of power failures [2]. The results
of relevant analysis and research show that a simple electrical
fault can cause a blackout in a distribution system [3]-[5].
For this reason, power system engineers have analyzed the
electrical fault characteristics throughout the last decade.
The first step of an electrical fault analysis always starts
with fault detection. Other investigations, even if funda-
mental, were carried out at later stages. Over the last few
years, several researchers have contributed to fault detection.
In [6], satisfactory results were obtained using a wavelet-
transform-based detection technique. However, the mother
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wavelet selection remains a problem because the selec-
tion criteria depend on data and network models. Similarly,
Guillen ef al. [7] proposed a reliable fault-detection index
using a wavelet covariance matrix and power spectral density.
To make the detection process fast but simple, Li et al. [8]
used the rate of change of current as the principal detection
criterion. However, this method requires a high sampling
frequency to detect small variations. Furthermore, noise inter-
ference may affect the overall performance of detection algo-
rithms. In [9], Guo et al. proposed a current-limiting method
based on the variation of the area under the curve technique.
The area under half cycles was recorded, and the standard
deviation was used to detect unexpected variations in the
distribution system. In [10], a high-impedance fault detection
method was proposed in the presence of nonlinear loads.
The Stockholm transform was used to extract the information
related to the 3™ harmonic component to detect the fault
in a distribution system. However, harmonic-based detec-
tion techniques are often threatened by noise and switch-
ing of electronic components. In [11], a cyclo-stationary
characteristic-based detection method was proposed. Cyclic
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autocorrelation information is extracted from the fault signal
and compared with the predefined fault templates. Although
the detection results were accurate, the computational com-
plexity was 2N2, which is large for detection algorithms.
In [12], a distortion-based fault-detection technique was pro-
posed. The distortions of the fault signals are extracted using
the Grubbs criterion-based linear least square criterion and
compared with predefined values. Similarly, in [13], the angle
between the zero-sequence voltage and the current phasor
was used as the driving point of the fault detection algorithm.

Tsiafis et al. [14] used empirical mode decomposi-
tion (EMD) and spectral analysis to detect faults in ball
bearings in a rather innovative way. Jiang et al. [15] proposed
a technique for detecting faults in rotating machines. The
ensemble EMD (EEMD) was used to decompose the fault
signals, and then the cloud-modeled bi-spectrum analysis to
detect the faulty case. In [16], EMD was used to decompose
the fault current signals into a series of generated intrinsic
mode function (IMF) signals. A Hilbert-Huang transform
filter is then used to extract critical features and detect faults.
The methods mentioned above involving EMD-IMFs can be
improved by using the IMF selection algorithm. With the
recent development of signal processing techniques, such
as EMD and EEMD, extensive applications in other fields
require research on IMF selection.

In signal processing, the selection of IMFs has been
used carefully. Cho et al. [17] introduced a power-harmonic
ratio (PHR) as an index for selecting the critical IMFs of
a given signal. In addition, faulty signals may have more
power/energy and harmonic content. The higher the PHR
ratio, the higher is the importance of the IMFs. Often, nor-
mal operations may cause significant amplitude variations
and introduce harmonic components. In [18], a selection
algorithm based on cross-correlation was proposed. The
cross-correlation of all the IMFs with the original signal
determines the point of discrimination. Kumar et al. [19] used
the dynamic time warping (DTW) technique as a similarity
detection platform for IMFs. However, DTW may contain
several problems in alignment, time ordering, and maximum
value pairing [20]. Considering all these factors, the contri-
butions of this study are as follows.

1) The proposed effective selection of IMFs was per-

formed using the earth mover’s distance (ErMD).

2) A fast and reliable moving median absolute deviation
(MAD)-based fault detection method was proposed
using the EMD-IMF concept.

The Remainder of This Paper Is Organized as Follows:
Section II introduces the optimum IMF selection algorithm
and provides insight into the ErMD method. Section III
describes the proposed fault-detection method. Section IV
presents the results obtained using the proposed method.
Finally, Section V presents our conclusions and references.

IIl. OPTIMUM IMF SELECTION ALGORITHM
This section emphasizes the proposed IMF selection method.
In this study, ErMD was used as the similarity measure.
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The following subsections present the ErMD with some mod-
ifications to satisfy current applications.

A. EARTH MOVER’S DISTANCE (ErMD)
In 2000, Rubner et al. introduced the term ErMD and used
it in image retrieval technology [21]. Initially, it was pre-
sented as an excellent method for calculating the similarity
between two distributions in space. Later, ErMD was used for
probability distributions [22], histogram comparisons [23],
and audio and video processing [24]. For any given two
distributions, a; and b;, the ErMD is defined as [21]:
it i dipy
Zf:] Zjl'zl Pij
where d;; represents the distance between a; and b; (often
standard distance evaluation methods are adopted), and p;;
represents the corresponding probability values.

According to the ErMD presented above, it is evident that
the effective IMF selection problem cannot be addressed
directly. Some fundamental differences are as follows:
(a) ErMD was used for many-to-many alignments. In this
case, each element of a; connects with the corresponding
element of b;. Thus, a one-to-one alignment is required to
solve this problem. (b) ErMD is efficient for probability dis-
tributions. However, this problem concerns time-series data,
and (c) the dimensions of both distributions are different.
In our case, the data streams were of the same size. For these
reasons, the current ErMD must be modified to solve the IMF
selection problem. After including the modifications in (1),
as mentioned above, the modified ErMD* is expressed as
follows:

ErMD = , e

1 i si €
Zf{ j=1Pij
where d;; and p;; represent the distance between g; and b; and
the corresponding probability values, respectively. The total
length is k for both the distributions. The two terms s;; and e;;
are included, which represent the differences in stiffness and

energy, respectively.
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FIGURE 1. Flowchart of the proposed IMF selection algorithm.
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B. PROPOSED IMF SELECTION METHOD

A flowchart of the proposed method for calculating the
threshold limit, Ey,, and ErTMD* for a given signal is shown in
Fig. 1. The signal is decomposed using EMD and generates
the corresponding IMFs. The iterative cycle starts with the
first IMF. The similarities between the IMF and the original
signal were calculated using ErtMD*. The lower the ErMD*
value, the better the IMF approximates the original signal.
The calculated ErMD* was compared with the minimum
threshold limit, Ey,. An IMF is considered optimal when
ErMD* is less than Ey,.

Equation (2) was used to calculate the distance between the
IMF and the original signal. Here, d;; represents the Euclidean
distance between the points of the original signal, and the IMF
is at a fixed time. p;; represents the probability 1/N, where N
is the total number of data points; s;; represents the stiffness
difference between two adjacent point pairs in the original
signal and IMF the signal at specified time intervals; and s;;
is used to study the previous and following trajectories of
the waveforms. Similarly, e;; represents the energy difference
of three consecutive points, denoted by mth, (m—l)th, and
(m+1)", of the two signals at specified time intervals. The
threshold Ey, is obtained by considering the energies and the
total number of IMFs. The threshold Ey, was calculated as
follows:

1 n N n 12
Bo=—2 D 0P 3)

where ;(j) represents the value of a data point in the i" IMF
in the interval j, N is the total number of data points, and n is
the total number of IMFs.

Ill. PROPOSED FAULT DETECTION TECHNIQUE
Independent of the fault types and conditions, the line cur-
rents always reflect the fault characteristics. In particular,
the zero-and negative-sequence components of the currents
contain partial information about the faults. These compo-
nents were also considered in the proposed method. In Fig. 2,
the complete fault detection process is explained through a
flowchart. The three-phase currents on the secondary side of
the main transformer were recorded. Furthermore, the zero-
and negative-sequence components were obtained through a
symmetrical component transformation.

A. GENERATION OF INTRINSIC MODE FUNCTION

Signal processing techniques have always been used to ana-
lyze any signal. In this study, EMD is used to decompose
the signal into IMFs based on the local characteristics of
the signal. The IMFs are extracted from the original signal
so that higher-frequency components are filtered out first.
Eventually, the last IMF contains the lowest frequency com-
ponent in the signal. In the proposed method, the EMD-IMF
is used to analyze the fault signals on a frequency scale.
Since a fault may generate high-frequency current transients
with non-stationary signals, the main fault characteristics lie
within the first to 2-3 IMFs. Additionally, the EMD-IMF also
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FIGURE 2. Flowchart of the proposed fault detection method.

Extraction of zero and negative
component

Generation of EMD- IMFs

acts as a noise remover, which is impossible if a simple high-
frequency filter is used. In the first step, EMD [25] is used to
decompose the signals into their corresponding modes, also
known as IMFs. All the mode functions obtained have the
same zero-crossing index numbers and are symmetric with
respect to the zero-local means. The generation of IMFs is
based on two factors: (1) the “local extrema” counts in a time
series shall be the same or differ by one respect to the number
of zero crossings and (2) the “local mean” surrounded by
minima and maxima shall be zero at all points [26]. The
first and second factors ensure a “‘global objective” and
“local objective,” respectively. The iterative process starts
by generating the upper and lower envelopes based on local
maxima and minima, respectively. If the above two conditions
are satisfied, the obtained signal is considered an IMF. If the
conditions are not satisfied, the means of both the lower and
upper envelopes are subtracted from the original signal, and
the iterative cycle repeats.

At the end of the process, all the IMFs are aligned. The
selection of optimal IMFs is implemented using (2) and (3),
as explained in Section II. The selected IMFs are merged,
resulting in filtered signals that are later forwarded to the
energy deviation matrix stage.

B. CONSTRUCTION OF ENERGY DEVIATION MATRIX

The filtered zero and negative sequence components are
arranged in a matrix W, assuming that the two components
have K data points. Each element in the matrix is indicated as
Wi (where i = 1, 2 represents two rows for two signals and
j=1,2,..., K). Data points were divided into equal interval
groups. If each group contains the same number of data points
F, there are in total H = K/F groups. The energy E;;, of each
group was calculated using (4).

F
Ein=)_ _ lentm* A, @

where ¢, (m) is the amplitude of the data points at i, in group
h, and for signal i, and At is the sampling period. In this case,
the sampling frequency was fixed at 10 kHz. The parameters
were defined as follows: K = 200, F = 10, and H = 20.
In other words, 200 data points were divided into 20 groups,
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with 10 data points in each group. After evaluating the energy
of all groups, the energy matrix E is defined as follows:

E; Ey Ei -+ Eyp

E_[Ez}_[Ezl Ezszzhi|’ ©)

The standard deviation (SD) is suitable for variation mea-
surements. However, when the evolution of the problem is
unpredictable, SD is not the best choice. Given that the
SD shows squared errors, minor disturbances may appear
to be significant. In this study, the median absolute devi-
ation (MAD) was used. To analyze the variations between
the points more precisely, a moving MAD was used with a
window of 4. The energy deviation matrix (EDM) is obtained
by applying the MAD to matrix E using (6). The final moving
MAD value is obtained by summing the components of the

EDM, as shown in (8). Subsequently, this value was com-
pared with the fault-detecting threshold Vy,.

EDM = mad [E]
[ median (|E; — median (Ey) |) ©)
"~ | median (|E2 — median (Ep) |) |’

Ez
EDM = I:—] , @)
En
Moving MAD = [Ez + EN], (8)

where E7 and Ey are the zero-and negative-sequence compo-
nents of the energy deviation matrix, respectively.
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FIGURE 3. Original signal along with the final output from both methods:
(a) without noise and (b) with the noise of SNR 20.

IV. RESULTS AND DISCUSSION

A. RESULTS OF OPTIMUM IMF SELECTION

In this section, the proposed optimum IMF selection algo-
rithm is evaluated. The proposed method was compared with
the standard cross-correlation coefficient method [27], and
the results are presented in Fig. 3. Two signal scenarios were
adopted for testing: the first input signal was the induction
motor bearing vibration data with an inner race fault [28], and
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the second input signal was a train of custom pulses generated
by the MATLAB environment. Table 1 shows the IMF selec-
tion outputs obtained via the proposed earth mover’s method
(ErMD™*) and cross-correlation coefficient method (CCCM).
It is observed that, owing to the ErMD* threshold limit, more
IMFs were selected than those of the conventional CCCM.

TABLE 1. Selection of optimal IMFs.

Signal ErMD . CCCM-
IMF selection IMF selection

Bearing vibration IMF 1

signal IMF 2 IMF 2
(Total IMFs-8) IMF 3

Train of pulses

without noise IMF 1 IMF 1
(Total IMFs-4)

Tr;.nn of pulses with IMF 4 IMF §
noise (Total IMFs-7) IMF 5

Therefore, the proposed method can efficiently approxi-
mate the original signal while maintaining its main features.
Fig. 3 (a) shows that both CCCM and ErMD are adequate for
approximating the original signal. However, Fig. 3(b) shows
that when the original signal contains white Gaussian noise
with a signal-to-noise ratio (SNR) of 20, the CCCM cannot
detect the spikes of the original signal, whereas the ErMD
shows reliable performance.

B. RESULTS OF FAULT DETECTION ALGORITHM

To verify the feasibility of the proposed fault-detection
algorithm, some scenarios were considered. A 10 kV
solidly grounded distribution system was modeled using
the MATLAB software platform, as shown in Fig. 4.
A 110 kV/10 kV delta (A)- grounded star (Yg) transformer
was connected to the main bus-bar of 10 kV. The model
network and parameters in [6] were adopted, with some minor
modifications.

10KV
) 31.5MVA
T

f Zs=6.75%
10 kV
cT ¢
] ol v
i OL C C
| 0, | 2km 2km
| : Skm
| Skm w
I Uc| Uc
| 2km| 2km
Uc O, O. I
1km Skm UC lkm‘
| 2km
! I
L7 L6 LS5 L4 L3 L2 = L1

FIGURE 4. Schematic showing the distribution system under study.

The sampling time of the simulation was 10 kHz. The con-
ductors were defined using a three-phase pi-section model.
The overhead lines (Op) and underground cables (Uc)
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TABLE 2. Variable parameters of cables.

Parameters Underground Overhead

per km Cables (Uc) Lines (Oy)
Ry (2) 2.70 0.28
R; () 0.27 0.13
Co (uF) 0.28 0.06
Ci (uF) 0.34 0.01
Lo (mH) 1.02 4.60
L, (mH) 0.26 1.30

where subscript ‘0’ denotes zero-sequence parameters, and subscript
‘1’ denotes positive-sequence parameters.

are discriminated using the different parameters presented
in Table 2 and 3. The receiving end of each line L;(i =
1,2,...,7) has a constant power load of 0.54;0.25 MVA.
All disturbances were introduced in L at a distance of 5 km
from the main bus. A current transformer (CT) was used
to measure the current flowing through the main bus. The
threshold value for the moving MAD was set to 200. It is
worth mentioning that the choice of threshold limit is made
considering the reliability and swiftness. Lower threshold
values can definitely ensure swiftness, but it may not be
reliable because it may detect a normal case as a faulty one.
In contrast, higher threshold values guarantee reliability, but
the overall process may become slow. In this case, reliability
is preferred over swiftness.

TABLE 3. Parameters of test system.

Equipment
3 phase transformer (Dynl1) 31.5 MVA, 110 kV-10 kV, 50 Hz
3 phase pi-section model Length- 2 km,5 km
Non-linear load 0.5+0.25 MVA

Ratings

1) LOW-RESISTANCE SINGLE LINE-TO-GROUND
SHORT-CIRCUIT FAULT

A low-resistance fault (Rf = 1 €2) is introduced in L; at a
distance from the main bus of 5 km, in phase “a.” The fault
inception angle (FIA) is varied from 0° to 150° in steps of
30°. Fig. 5 shows the detection results obtained with a low-
resistance single-line-to-ground fault.

It is observed that, given that the phase current ampli-
tude increases rapidly, there are considerable fluctuations
in the zero-and negative-sequence components. As a result,
the energy deviation method can detect the fault in approxi-
mately 1.4 ms. Additionally, the performance of the proposed
method under different FIAs, such as 0°, 30°, 60°, 90°, 120°,
and 150°, is presented. The results show an adequate fault-
detection time. The fastest detection time is achieved when
FIA = 150° and slowest when FIA = 120°. However, single-
phase low-resistance faults can be detected by the proposed
method within 2 ms.
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FIGURE 5. Low-resistance single-line-to-ground fault: (a) zero and
negative sequence components and (b) MAD for different FIAs.

2) HIGH-RESISTANCE SINGLE LINE-TO-GROUND
SHORT-CIRCUIT FAULT

Typically, it is difficult to detect high-resistance faults
because the peak current in the faulty phase is difficult to
detect. As aresult, the behavior of this test case is very similar
to the normal variations in the distribution systems. A single
line with a high resistance (R¢ = 100 2) fault is introduced in
phase “a” of L. Fig. 6 shows the detection results obtained
for a high-resistance single-line-to-ground fault.

The peak current in the faulted phase is lower than that
obtained in the previous test case using a low resistance
(see Fig. 6 (a)). If the fault resistance is increased further,
a high similarity with a transformer inrush or even unbalanced
operating conditions can be found. Compared with the pre-
vious case, the maximum fault detection time obtained with
FIA = 150° is approximately 2.7 ms (see Fig. 6 (b)), while
the maximum detection time was 2 ms for the low-resistance
fault case.

3) DOUBLE LINE SHORT-CIRCUIT FAULT
Maintaining the fault location constant, a solid double line
short-circuit fault between phases ““a’” and “b” is introduced.
Fig. 7 shows that the current spikes after and before the fault
allow the proposed detection algorithm to perform faster.
This clearly shows the increased amplitude of the two faulted
phases. Fig. 7 (a) shows that the amplitude of the pre-fault
current is zero; however, it is not. The similar performance
obtained for all the FIAs reduces the maximum fault detection
time to 1.4 ms, with 150° as the slowest and 30° as the fastest
detected cases (Fig. 7 (b)).

In addition, a low-resistance (Rf = 1 €2) double-line short-
circuit fault was introduced while leaving the other conditions
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FIGURE 6. High-resistance single-line-to-ground fault: (a) three-phase line current and (b) MAD for different FIAs.
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FIGURE 7. Double phase fault detection: (a) three-phase line current during low resistance fault, (b) MAD for different FIAs for low resistance
fault, (c) three-phase line current during high resistance fault, and (d) MAD for different FIAs under high resistance fault.

unchanged. The characteristics of the low-resistance short-
circuit faults and solid double-line short-circuit faults are
similar. Owing to the limitations on the paper length, the
results of the low-resistance short-circuit faults are not pre-
sented. Therefore, only solid short-circuit faults have been
considered.

Fig. 7 (c) shows the three-phase line currents during the
high-resistance double line to the ground fault. The perfor-
mance of the proposed method for different FIAs is shown
in Fig. 7 (d). The results show a considerable difference in
the fault current peaks owing to an increased fault resis-
tance. The effect of the peak fault currents on the fault-
detection time was also significant. For this test case, the
fastest and slowest fault-detection times were 2 ms and 8 ms,
respectively.

4) SYMMETRICAL THREE-PHASE FAULT

Symmetrical three-phase faults are the most critical owing
to their high peak fault currents. The balanced nature after
a fault also holds a challenge in fault detection schemes.
A solid three-phase fault was introduced in L;. Fig. 8
shows the large peak of the post-fault current. Fig. 8 (a)
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shows that the considerable fault current and its negative
sequence component allow the proposed fault detection
method to operate quickly. In particular, 10 ms after the
fault occurred, the negative sequence current became zero
again, making this fault difficult to detect. The fault-detection
time varied between 1 ms and 3 ms for different FIAs

(Fig. 8 (b)).

5) OPEN CIRCUIT FAULT

Open circuit faults are uncommon. However, these are dis-
cussed in this paper. In particular, we considered the conduc-
tor fault that occurs at the end of L at FIA = 0°, using phase
“a” as a reference.

Fig. 9 shows the simulated results of open-circuit faults.
When an open-circuit fault occurs, the faulted phase current
decreases significantly and ideally reaches zero. As a result,
a difference between the levels is generated, and the MAD
of the predefined threshold increases. The proposed method
detects the presented fault case in approximately 22 ms,
which is relatively fast for an open-circuit fault in a 50 Hz
system.
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FIGURE 9. Open circuit fault in phase “a”: (a) three-phase line current and (b) MAD for FIA = 0°.

6) TRANSFORMER INRUSH CURRENT

The normal conditions that appear to be faulty must be
verified to confirm the reliability of the proposed detection
method, and the transformer inrush current problem is one of
them. The distribution transformers undergo various turning
on and off states. In the restarting process, the machine may
supply a transient current that is approximately 15-20 times
higher than the rated current. However, this process is con-
sidered to be a normal operating state. Fig. 10 shows the per-
formance of the proposed detection method when an inrush
current occurs. The current causes a significant transient
fluctuation (Fig. 10 (a)), and the moving MAD reaches a
value between 20 and 30, which is still quite low compared
to the predefined threshold of 200 (Fig. 10 (c)).

7) LOAD DEVIATION

In distribution networks, sudden load deviations are common
and unpredictable. As a result, they can affect the perfor-
mance of fault detection methods. Fig. 10 (c) shows the MAD
when sudden load deviations of 10% and 20% occur in the
distribution system. It was observed that the MAD was much
lower than the predefined threshold, avoiding any false alarm.

8) VOLTAGE IMBALANCE

Unbalanced problems in power grids remain a challenge
for power engineers. They are often caused by unbalanced
three-phase loads in distribution systems. The International
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Electrotechnical Commission [29] recommends maintaining
voltage imbalances below 2%, while the national electrical
manufacturers association [30] considers a voltage imbalance
of 1% safe for operations. In general, the current imbalance
is 5—-10 times higher than the voltage imbalance [31]. In this
test case, a voltage imbalance of 1% was introduced in phase
“a” at 20 ms, which resulted in a current imbalance of 5%,
as shown in Fig. 10 (b). The moving MAD shows variations
that are much lower than the predefined threshold of 200.
However, a high percentage of voltage and current imbalance
may be similar to high-impedance fault conditions. In this
case, the possibility of having a false detection alarm is high
and requires variations in the predefined threshold.

9) FAULT DURING UNBALANCED STATE

Typically, a small proportion of the unbalanced compo-
nent exists in the utility grid. Further, a single-phase to
ground fault is introduced during a voltage imbalance of 1%,
as depicted in Fig 11. At 20 ms, a voltage imbalance of 1%
was introduced in the distribution system. As a result, the
moving MAD shows values that are much less than the prede-
fined threshold. At 60 ms, a single-phase high-resistance fault
was introduced into the power grid. Consequently, the MAD
reaches a threshold limit of 200, as shown in Fig. 11. It is also
worth mentioning that the system performance might over-
lap with the fault characteristics if the imbalance increases
further. However, the performance of the proposed method
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FIGURE 11. Three-phase line current and MAD for single-phase fault
during voltage imbalance = 1%.

might be improved by modifying the predefined threshold
limit.

10) ANTI-INTERFERENCE CAPABILITY

In realistic situations, the voltage and current signals may
include noise that could affect fault detection. To test this
possibility, white Gaussian noise with a SNR of 20 was added
to the current signals, as shown in Fig 12. As a result, the
presence of noise in the zero sequence and negative sequence
components is inevitable. A single line-to-ground fault is
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adopted in phase “a”. When a noisy element is present, the
proposed IMF selection algorithm can be used to improve
the performance of the fault detection algorithm. The noisy
zero-sequence current component was filtered and smoothed
to maintain the signal fluctuations intact. Hence, the fault-
detection time of the proposed algorithm is not significantly
affected by the introduction of a noisy element. Furthermore,
decreasing the SNR may cause the output signal to lose its
original information.

11) NETWORK TOPOLOGY

In fault detection methods, any network change is perceived
as a challenge. In view of this, the topology of the sample
network was modified in this study. Initially, the distribution
network was a radial system arrangement, as shown in Fig. 4.
Here, the feeders L1 and L2 are tied via a common bus, and
a single load is tapped off the common bus. The modified
distribution network is presented in Fig. 13 as a hybrid radial-
meshed distribution network. Various line faults were intro-
duced at the load-end side. The simulation results are listed
in Table 4.
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FIGURE 13. Modified distribution network with feeders L1 and L2 tied via
a common bus.

The fault transients at the main bus were not significantly
affected, due to the network topology characteristics. The
waveform shape and the behavior of the sequence currents
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TABLE 4. Fault detection times for various fault cases.

Radial network Hybrid network
Fault cases

(ms) (ms)
Single line-to-ground
. 1.3 1.1
low-impedance fault
Single line-to-ground 09 12
high-impedance fault ) )
Double line-to-ground
. 1.5 1.8
low-impedance fault
Double line-to-ground 15 18
high-impedance fault ) )
Solid triple line-to-
ground fault 0.3 0.9
1o + EDM
RCM
8 AWM
£ s
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FIGURE 14. Comparison of EDM, RCM, and AWM: (a) single line-to-ground
fault, (b) double line-to-ground fault, and (c) three-phase line fault.

remained unchanged. The peak fault currents, however, were
slightly different, mainly due to the decrease in the lumped-
sum load at L1 and L2. Changes in peak currents may result in
different fault detection times for the two network topologies,
as shown in Table 4.

C. COMPARATIVE ANALYSIS WITH OTHER METHODS

To verify the performance of the proposed method, two exist-
ing fault detection methods are used as benchmarks: the area

139850

waveform method (AWM) [8] and the rate of change of the
current method (RCM) [9]. The AWM is mainly used to
calculate the area under the three-phase current curves. For
each phase, the half-cycle area was calculated and compared
with the next half-cycle area. The RCM uses the differences
between the current amplitudes of consecutive data points.
The benchmark methods and the proposed fault detection
method are defined using the MATLAB/Simulink software
platform, and the same conditions were used for the sim-
ulations. The predefined threshold limits for EDM, RCM,
and AWM are 200, 20, and 7, respectively [8], [9]. Fig. 14
shows the fault-detection time for different fault inception
angles. It is observed that EDM provides satisfactory outputs
compared with AWM and RCM at different FIAs and fault
types. Additionally, the other cases were examined for all
three methods. In the case of a high-impedance fault, the
AWM fails to detect the fault, whereas EDM and RCM detect
it. In the case of a transformer in-rush, which is a normal case,
the RCM considers it as a fault. Noise introduction to the
data results in false alarms by RCM, whereas other methods
detect it as a safe operation. In the case of voltage imbalance,
all three methods consider it to be in a normal state. The
additional cases are tabulated in Table 5, where the “‘red’’ font
specifies wrong responses and the “green” specifies correct
responses.

TABLE 5. Comparison among existing methods.

Cases Proposed EDM RCM AWM
High impedance single- No fault
line-to-ground fault Fault detected ~ Fault detected detectad
Transformer inrush No fault No fault
current detected LTS detected
Voltage imbalance No fault No fault No fault
g detected detected detected
Normal case with 10% No fault Fault detected No fault
SNR noise. detected detected

V. CONCLUSION

In this study, the zero- and negative-sequence components of
the currents were used to define a moving energy deviation
matrix as the driving point for fault detection. Furthermore,
an IMF selection method was defined. The analysis of vari-
ous fault and normal cases shows that the proposed method
performs better than the standard methods. The test results
and comparison of the proposed method with other existing
methods prove its reliability and efficiency.
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