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ABSTRACT With the fast development of network technology, great amount of data have been accumulated.
Plenty of them are organized by using heterogeneous information networks (HIN). So mining heterogeneous
information networks efficiently is very important. Node clustering is an essential part of this task. And
several clustering algorithms have been proposed. As all these algorithms contain complicated optimization
procedure and matrix calculation procedure, complexity of these algorithms is very high. To overcome the
shortage described above, in this paper, a new clustering algorithm is proposed. In this algorithm, several
parameters should be inputted. These parameters include a heterogeneous information network, meta-paths
that are used and the names of target types. During the clustering procedure, a homogeneous network will
be built by the proposed algorithm firstly. All the target objects of HIN are treated as nodes of this network.
The instances of meta-paths are edges. After the homogeneous network is constructed, label propagation
procedure can be performed. Then the clustering result will be obtained. Obviously, by using the proposed
algorithm to perform clustering, the complex optimization procedure and matrix calculation procedure
are eliminated. As the convergence rate of label propagation procedure is fast, the proposed algorithm is
very efficient. Besides, we can find that label propagation procedure can be executed in parallel. Thus,
the proposed algorithm is easy to be parallelized. In this situation, it is fit for processing large scale HIN
based on server cluster. From experimental results, we can find that the proposed algorithm running faster
than all the other algorithms for comparison.

INDEX TERMS Heterogeneous information networks, clustering, community detection, label propagation,
graph mining.

I. INTRODUCTION

As network technology develops rapidly, it is very easy for all
fields to share their data. So different types of data are accu-
mulated, such as trajectory data, relational data, image data,
text data and graph data etc. Recently, graph data becomes
more and more prevalent. As graph can depict the relationship
of different elements clearly, many fields try to organize their
data in the form of graph. For example, social networks can
be treated as a large graph [1]. In this graph, every user
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is a node. The relationship between two users will be treated
as an edge. So, if two users are friends or share same interest,
there will be an edge between them. In microbiology [2],
all the microorganisms can be organized in a complex net-
works. In this network, all the microorganisms are treated
as nodes. Potential connections between these components
are edges. Computer network topology can also be viewed
as a graph [3]. The network devices are nodes of the graph.
If two devices are connected by a cable, there will be an edge
between these two devices.

Heterogeneous information network (HIN) is a kind of
special graph. In traditional graph, all nodes belong to the
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same category. But, in HIN, nodes must belong to several
different categories. And the edge meaning of HIN are also
different. For example, in bibliography network, four types
of nodes are contained, namely conferences, papers, terms
and authors. The meaning of edges are distinct. If an edge
connects an author and a paper, it means that this paper
is written by the author. If an edge connects a paper and
a conference, it means that the paper is published in this
conference. If a term is connected to a paper, it means that this
term exists in this paper. In microbiology, a complex network
composed of microorganisms can also be viewed as a HIN.
It is because different kinds of microorganisms are contained
in this networks, including protein, virus and bacteria etc.
In computer science, computer network can be viewed as a
HIN as well. Because several different devices are contained
in this network. These devices include routers, switches or
servers etc. As HIN are very common, it is necessary to
analyze HIN efficiently.

In recent years, many graph mining algorithms have been
proposed. These algorithms can be divided into several dif-
ferent categories, including frequent subgraph mining algo-
rithms [4], graph classification algorithms [5], link prediction
algorithms [6], node clustering algorithms [7] and link based
object ranking algorithms [8] etc. Node clustering, which is
also called community detection, mainly tries to put nodes of
a graph into different clusters. It is an important component
of graph mining. Nowadays, many algorithms have been
proposed to fulfill this task [9]-[14]. As large scale complex
networks become common, there are also some algorithms
proposed for performing clustering based on this kind of
networks [15], [16]. Heterogeneous information networks
is different from traditional homogeneous networks. Thus
new methods are needed to analyze this kind of networks
[17]-[19]. HIN clustering algorithm can be classified into two
types. One kind of algorithms is mainly based on ranking
method. In this kind of algorithms, objects’ ranking will
be considered while performing clustering. Sun et al. [20]
proposed an algorithm named RankClus. This algorithm is a
ranking based algorithm. While clustering, quality of cluster
and ranking will be enhanced mutually. The most important
drawback of this algorithm is that it only can put the target
objects into two different categories. So if the target objects
belong to more than two clusters, this algorithm will not work.
Because of this, another algorithm called NetClus [21] was
proposed. This algorithm constructs net-clusters by using the
links across multi-typed objects. And all the target objects
can be put into more than two categories. But it still has
some shortcomings. Firstly, each target object are put into a
cluster randomly. Secondly, in this algorithm, the impact of
target object relationships is weakened. Another type of algo-
rithms is meta-path based algorithms. This type of algorithms
takes relationship of all the target objects into consideration.
The most popular meta-path based clustering algorithm is
named PathSelClus [22]. As instances of all the meta-paths
can connect the target objects directly, the relationships of
these nodes are clearly presented. Thus cluster quality will be
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improved effectively. When Meta-path is proposed, it is used
by many algorithms to analyze HIN [23]-[25]. At the same
time, Li et al. [26] proposed another meta-path based clus-
tering algorithm. This algorithm considers not only the meta-
paths of HIN, but also the attributes of target objects. As the
attributes of target objects contains great amount of infor-
mation, the clustering quality of this algorithm is improved.
But it still has a shortage. If target objects don’t have any
attributes, the algorithm may be not better than other meta-
path based algorithms. After that, several other attribute based
algorithms were proposed [27], [28]. As links and attributes
are very useful for clustering, a new algorithm [29] which
tries to unify both link-based method and attribute-based
method was proposed. Moreover, Liu et al. [30] proposed a
new node mapping method. This method tries to map each
target object into a vector. By using these vectors, clustering
result can be improved efficiently. These algorithms are also
based on meta-path. In these algorithms, some matrices are
constructed firstly. Each matrix is corresponding to a specific
meta-path of HIN. So, during the clustering process, com-
plicated matrix computation and optimization procedure are
performed. All these procedures are costly. And, at the same
time, while the number of target objects increases, the matrix
size will also increase. Thus the calculation process will
spend more time. And, obviously, these algorithms are not
fit for parallelization.

To overcome the low efficiency problem described above,
a new algorithms is proposed in this paper. In this algorithm,
label propagation method is used. This method is proposed by
Raghavan et al. [31]. Initially, it tries to assign a label to each
node. Then every node will propagate the label to its neigh-
bors. As each node receives multiple labels, it must choose
one for itself. The propagation and selection procedure will
be repeated until the label of each node doesn’t change.
Obviously, the clustering process of this algorithm is very
simple. So the running speed of label propagation method is
faster than others. Besides, as each node can perform label
propagation and label selection independently, this algorithm
is easy to be parallelized. So running speed of this algorithm
can be further accelerated by using multi-thread technology.
In this paper, a new community detection algorithm is pro-
posed for heterogeneous information networks. This algo-
rithm is based on label propagation method. So its running
speed is very fast.

As label propagation procedure is executed based on
homogeneous network, a homogeneous network should be
constructed based on HIN by the proposed algorithm firstly.
In this network, all the target objects are contained. And
the instances of meta-paths are used to connect these target
objects. So these instances will be treated as edges of homo-
geneous network. As there may be more than one instances
of meta-paths between two target objects, a weight value
should be assigned to the edge that connects them. This
weight value is used to represent the number of edges. As the
instances of meta-paths are used while constructing a homo-
geneous network, the relationship of all the target objects are
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fully considered. After a homogeneous network is obtained,
the label propagation can be executed. During label propa-
gation process, the weight value should be considered. It is
because the weight value is used to represent the number of
instances between two target objects. So we can calculate
closeness of target objects by using these weight values. The
contribution of this paper is as below:

1 A new homogeneous network construction method is
proposed. This method tries to construct a homogeneous net-
work based on all the target objects and meta-paths of HIN.
The relationships of all the target objects are fully considered
by using this method.

2 A new label propagation method is proposed for per-
forming node clustering. As weight values of the constructed
homogeneous network should be considered while propagat-
ing labels, a new label propagation method should be used to
perform clustering by the proposed algorithm.

3 A HIN clustering algorithm is proposed in this paper.
This algorithm is based on the new label propagation method.

The rest of this paper is organized as follows. In section 2,
the definition of some important concepts will be given.
In section 3, the algorithm proposed in this paper is described.
In section 4, the proposed algorithm will be empirically eval-
uated based on the real-world data sets. And the paper will be
concluded in section 5.

Il. DEFINITIONS

In this section, the definitions of some key concepts are
introduced. These concepts are network schema, target type,
target object, HIN clustering and meta-path.

Definition 1 (Network Schema): Suppose that G(V, E) is a
graph and T = {T1, T», ..., T;} is a type set. Each element
of set T represents a type. Every node of graph G at least
belong to one type of set 7. And each element of set T at least
contains one node of graph G. A new graph Gg(Vs, Eg) can
be built based on set T'. In this graph, node set Vg is composed
of all the elements of set 7. Set Eg contains all the edges
that connect different elements of set 7. Graph Gg(Vs, Es)
is called the network schema.

In a bibliography network, four types of nodes can
be found, including ‘“‘author”, “conference”, “paper” and
“term”. So, according to definition 1, the network schema
of bibliography network contains 4 nodes. As papers are
written by authors, an edge should exist between “‘author”
and “paper”’. At the same time, a paper must be submit-
ted to a conference. So “paper” and ‘“‘conference” should
be connected. Moreover, as a term must be contained in a
specific paper, “term” and ‘“‘paper” should be connected
as well. In this situation, according to the above descrip-
tion, the network schema of bibliography network contains
3 edges.

Definition 2 (Target Type): Suppose that graph G(V, E) is
aHIN. Set T = {Ty, ..., Ty} is a type set. All nodes of graph
G must belong to these ¢ different types. If the clustering task
is to put all nodes of type 7; into different cluster, then type
T; will be called target type.
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Definition 3 (Target Object): Suppose that the clustering
process is mainly performed based on all nodes of type 7.
From definition 2, we know that type 7; is called target type.
Then nodes that belong to type T; are called target objects.

Definition 4 (HIN Clustering): Suppose that T =
{Ty, ..., T;} is a type set. In HIN G(V, E), every node must
belong to one type of set 7. If clustering is performed based
on all the nodes of type T},, according to definition 2, type T,
should be called target type. Then this clustering process will
be called HIN clustering.

Definition 5 (Meta-Path): Meta-path is an edge set. It con-
sists of several edges of a network schema. The instance of a
meta-path can be used to connect two nodes of HIN that are
not adjacent.

Suppose that T, T, and T}, are three elements of type set 7.
Ro and R are two edges of a network schema. In HIN, Ry is
used to connect nodes of type T, and nodes of type T,. R is
used to connect nodes of type T}, and nodes of type T,. From

R R
definition 5, we know that T, = T =5 T, is a meta-path.
Thus, nodes of type T}, and nodes of type 7, are not adjacent.
But they can be directly connected by using the instances of

R R .
meta-path T, = T,, — T,. And, at the same time, we can
find that two edges of network schema are contained in this
meta-path. These edges are Ry and R;.

lIl. HINLPCLUS ALGORITHM

In this section, the proposed algorithm is introduced.
To describe the clustering procedure of the proposed algo-
rithm more clearly, a flow chart is very necessary. It is pre-
sented in figure 1. From the flow chart, we can find that
two steps are contained in the proposed algorithm. In the
first step, a homogeneous network is constructed. In this
network, all the target objects are treated as nodes. And the
instances of meta-paths are treated as edges. It is because
meta-paths can depict the relationship of target objects very
well. In the second step, the label propagation process is
performed based on the constructed homogeneous network.
The detailed introduction of each steps is presented in the
following sections.

A. HOMOGENEOUS NETWORK GENERATION

In this part, the homogeneous network construction process
will be introduced firstly. Let’s take bibliography network as
an example.

In bibliography networks, plenty of publication informa-
tion can be found. Generally, nodes of bibliography networks
belong to four categories, namely author, paper, conference
and term. So the network schema of bibliography networks
contain four nodes. At the same time, as an author can write a
paper, a paper should be published in a conference, and a term
is contained in a paper, the network schema of bibliography
networks must contains three edges, namely (author, paper),
(paper, conference) and (term, paper). Suppose that the tar-
get type is author. Then the clustering task is to put all
the authors into different clusters. Thus, while generating
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v

Choose label for each node True

FIGURE 1. Flow chart of the proposed algorithm.

homogeneous network, all the authors are treated as nodes
and instances of the meta-paths that connect authors are
treated as edges. It is mainly because that, if two target objects
are connected by an instance of a specific meta-path, they
always share same characteristics. In this situation, these two
target objects are more likely to be put into same cluster.
In bibliography networks, three meta-paths that connect tar-
get objects can be found, including author — paper — author,
author — paper — conference — paper — author and author —
paper — term — paper — author. The authors connected by
the first meta-path are co-authorship of a paper. These authors
may focus on the same research direction. The second meta-
path tries to connect the authors that publish papers in the
same conference. As a conference usually focus on a specific
field, the authors who submit paper to the same conference
probably have same research direction. Similarly, the authors
who are connected by instances of the third meta-path may
also focus on the same research direction. It is because
that different papers concentrated on the same field always
contain same keywords. For example, the papers concerning
deep learning may contain keywords like neural networks,
CNN, LSTM and RNN etc. But the paper concerning image
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processing always contains keywords like image segmenta-
tion, image reconstruction and resolution etc.

Obviously, the target objects connected by instances of the
meta-paths described above are more similar. So, instances
of meta-paths are treated as edges of homogeneous network.
And a weight value should be assigned to each edge. It is
used to represent the number of instances found between two
target objects. As there may exists more than one instances,
the number of instances should be checked while generat-
ing homogeneous networks. If there is only one instance,
weight value of the corresponding edge will be set to 1.
If n instances of meta-paths are found between two target
objects, the weight value will be set to n. According to
the above description, we can conclude that the larger the
weight value is, the more identical characteristics these two
target objects share. So it is very likely that these two target
objects will be put into same cluster. Thus, while performing
label propagation, the weight values of the edges should be
considered.

The features of homogeneous network generated based
on HIN have been described clearly. Now the homogeneous
network construction procedure will be introduced detailedly.
During this procedure, we should construct a weighted adja-
cent matrix for each meta-path at first. Then the weighted
adjacent matrix of homogeneous network will be calculated
based on the matrix of all the meta-paths.

In this situation, the matrix construction process of each
meta-path should be introduced firstly. Suppose that we tend
to construct a weighted adjacent matrix for meta-path A —P —
C — P —A.A, Pand C are three different node types. And
each node type contains more than one nodes. As type A is
target type, the nodes belonged to this type are target objects.
Obviously, in HIN, nodes of type A are connected to the nodes
of type P. The nodes of type P are connected to the nodes of
type C. Myp is weighted adjacent matrix constructed based
on nodes of type A and nodes of type P. This matrix can be
directly constructed based on HIN. In Myp, if element ¢; j is
equal to 1, it means that the i—th node of type A and j—th node
of type P are connected by an edge of HIN. If element ¢; ; of
Myp is equal to 0, it means that the i — th node of type A and
J — th node of type P are not connected. Similarly, weighted
adjacent matrices Mpc, Mcp and Mpy can be constructed in
the same way. After matrices Map,Mpc, Mcp and Mpy are
obtained, the weighted adjacent matrix M4pcps of meta-path
A —P — C — P —A can be calculated. The calculation method
is as below:

Mapcpa = MapMpcMcpMpa (D

Obviously, some elements of matrix Mapcps are larger
than 1. If an element e,,, of matrix Mapcpa is equal to w,
it means that there are w instances of meta-pathA — P — C —
P — A between u — th target object and v — th target object.
Accordingly, the matrix of other meta-paths can be calculated
by using the same method.

After obtaining weighted adjacent matrix of all the meta-
paths, the weighted adjacent matrix of homogeneous network
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can be calculated. Suppose that there are three meta-paths
contained in HIN, thatare A — P—A,A—P—C — P —A and
A — P —T — P — A. The matrix of meta-path A — P — A is
M zpa. The matrix of meta-path A —P—C — P —A is Mapcpa.
And the matrix of meta-pathA — P —T — P — A is MaprpA-
Now we can compute the weighted adjacent matrix Moo of
homogeneous network as below:

Mpuomo = Mapcpa + Mapa + Maprpa (2)

With weighted adjacent matrix Mpyp,, the homogeneous
network can be constructed. All the target objects of HIN will
be treated as nodes. And all the edges should be got from
matrix Mpomo. If element ey, , of matrix Mjom, is equal to k,
it means that there is an edge between the p — th target object
and the g — th target object. And the weight value of this edge
is equal to k.

B. LABEL PROPAGATION PROCESS

After the homogeneous network is constructed, the label
propagation method can be performed. This method will be
introduced in this section. At the beginning, every node of
homogeneous network will get a unique label. Then, label
propagation and selection should be performed and repeated
for several rounds. In each round, all the nodes will transmit
its own label to direct neighbors. And every node will be
assigned a new label, which is got from labels of its neighbors.
When the label of each node is not changed, label propagation
and selection procedure will be terminated. Now all the target
objects of HIN have got its final label. So, at last, the tar-
get objects that share same labels should be put into same
cluster.

Obviously, during the label propagation procedure, each
node will receive several labels from its neighbors. Deciding
which label should be adopted is a very critical step. Thus
the label selection process is introduced here. While perform-
ing label selection, every label will get a value. Then label
selection task can be fulfilled by using these values. As noted
above, each edge of the homogeneous network is assigned a
weight value. This weight value can present how close two
target objects are. So, while we try to calculate a value for
each neighbor’s label of a target object, the weight value of
the edge connected them should be considered. In order to
provide a better description, let’s take bibliography network
as an example. In this network, four types of nodes must be
contained, that are authors, papers, conferences and terms.
Suppose that all the authors are selected as target objects.
Then the meta-paths needed to be considered are author —
paper —author, author —paper —conference—paper —author
and author —paper —term—paper —author . If two authors are
connected by n instances of the first meta-path, it means that
these two authors are coauthors of n different papers. While
two authors are coauthors of many papers, they are very likely
to focus on same research field. If two authors are connected
by the instances of the second meta-path, it means that these
two authors have submitted papers to the same conference.
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Generally, conferences are concentrated in a specific field.
Thus the authors who have submitted paper to the same
conference must focus on identical research field. If two
authors are connected by the instances of the third meta-path,
it means that the papers written by these two authors have
same keywords. As keyword can represent the features of a
specific research field, it is likely that the authors who are
connected by the instances of the third meta-path have similar
research direction. From above description, we can find that,
the more instances of these three meta-paths exist between
two authors, the more similar research directions of these two
authors are. So, in the homogeneous network, if two authors
are connected by an edge and the weight value of the edge
is very large, these two authors are very likely to be put into
same cluster. So, while a node calculates a value for the label
of its neighbor, the weight value of the edge that connect these
two nodes should be considered.

While calculating value for each label, two cases should
be considered. In the first case, a neighbor transmits a
unique label to the target object. It means that this target
object doesn’t receive identical label from other neighbors.
Suppose that target object A has ¢ different neighbors.
These neighbors are Aj,...,A;. And the i-th neighbor
A; transmits a unique label label; to target objects A.
weight_value; is weight value of the edge between A
and A;. In this situation, the value of label; should equal to
weight_value;. In the second case, more than one neighbors
of a target object transmits same label to this target object.
Suppose that m neighbors of target object A transmit label
label,se to A. These neighbors are Aj, Aji1,...,Ajrm—1.
The weight values of edges between A and these neighbors
are weight_valuej,weight_valuej, ... ,weight_value; 1.
Then the value owned by label label,;, is computed as below:

Jj+m—1
valuejapel,,, = Z weight _value;. 3)

t=j

After obtaining labels of all the neighbors and the corre-
sponding values of these labels, each target object should
make a choice. It depends on the value of the label. If the
value of label; is greater than the value of all the others, label;
will be selected as the new label of the target object, that is,
the label with largest value will be chosen.

From above description, we can find that label selection
is executed after label transmission. During the label trans-
mission procedure, each node tries to transmit its label to
its neighbors. Apparently, this process can be executed in
a concurrent manner. While label transmission procedure is
finished, each node will get several labels. Now they should
select its new label. As the label selection procedure is iso-
lated, this process also can be executed simultaneously. Thus,
the label transmission and label selection can be fulfilled
concurrently by using multi-thread technique.

The suedo-code of the proposed algorithm is as
following:
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Algorithm 1 NodeVecClus Algorithm
Input: HIN: G(V, E), Meta-path Set: P, _,
Output: Clustering Result Set: res
1: Construct a homogeneous network based on heteroge-
neous information network G(V, E) and all the meta-
paths by using the method described above

2: count = 1
3: while count > 0 do
4: for each node of homogeneous network do
5: The node transmits label to its neighbors
6: end for
7: for each node of homogeneous network do
8: Calculate a value for every obtained label by
using the method stated above
9: Select the most suitable label as its new label
based on the value of all the labels
10: end for
11: Count number of the nodes that label has been

changed and assign this number to variable count

12: end while

13: Target objects with same label will be put into same
cluster

14: Store the clustering result into set res and return set res

C. TIME COMPLEXITY ANALYSIS

Obviously, running time of the proposed algorithm mainly
depends on the label propagation process. The more times
label propagation process repeats, the longer the proposed
algorithm runs. As every node of homogeneous network need
to collect its neighbors’ labels in each cycle, the running
time of each cycle mainly depends on the number of nodes
contained in the homogeneous network. Suppose that the
label propagation process will repeat d times and m nodes are
contained in the network. Time complexity of the proposed
algorithm is O(d - m).

IV. EXPERIMENTS

A. DATA DESCRIPTION

In this experiment, four data sets are used to evaluate the
proposed algorithm. These four data sets are DBLP data set,
Yelp-b data set, Yelp-r data set and Yelp-s data set. All the
data sets will be introduced in detail.

DBLP computer science bibliography is an open biblio-
graphic information service website. This website contains
plenty of papers that are published in major computer science
journals and proceedings. DBLP data set is extracted from
this website, in which all the papers of the website can be
found. As data volume of the data set is very large, it should
be preprocessed. During the procedure, papers that are pub-
lished in eight top conferences will be kept. These confer-
ences are SIGMOD, VLDB, ICDM, SIGIR, TREC, ACML,
COLT, SIGKDD. Then all the authors of these papers can be
obtained. These authors are sorted in descending order based
on the number of papers they published in these conferences.
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After that the data of top 1000 authors should be used to form
the preprocessed data set. Now, based on the preprocessed
DBLP data set, a heterogeneous information network can be
generated. During the procedure, author names, conference
names, paper titles and key terms contained in the paper
should be extracted. These objects will be treated as nodes
of HIN. And all the authors are treated as target objects.
As eight conferences selected in this experiment mainly focus
on four different fields, including data mining, machine learn-
ing, information retrieval and database, the tested clustering
algorithms should try to put all the authors into four different
clusters. Moreover, in this experiment, 3 meta-paths are used,
includingA —P—-A,A—P—-C—-P—-AandA—-—P—-T —
P —A. Arepresents authors. P represents papers. C represents
conferences. And 7T represents terms.

Yelp is the largest review website of the United States.
It contains information of stores that are located in differ-
ent places. And these stores belong to different industries.
In this experiment, three data sets that are extracted from this
website will be used. These data sets are Yelp-b, Yelp-r and
Yelp-s.

« Yelp-b: Stores contained in this data set belong to four
different industries, which are Food, Shopping, Health &
Medical and Beauty & Spas.

« Yelp-r: This data set contains great amount of restaurant
information. The stores of this data set can be classified
into four categories, including Chinese, Thai, Mexican
and Italian.

o Yelp-s: Plenty of shopping markets can be found in
this data set. The stores contained in this data set also
belong to four categories, which are Eyewear & Opti-
cians, Books, Mags, Music & Video, Sporting Good and
Home & Garden.

We can construct heterogeneous information networks based
on Yelp-b, Yelp-r and Yelp-s separately. During the process,
four kinds of objects will be extracted, which are store names,
comments of the stores, customers who wrote the comments
and the key terms contained in the comments. All these
objects are treated as nodes. As a store name can be used to
represent a specific store, all the store names will be selected
as target objects. According to the above introduction, each
data set contains four kinds of stores. So the tested algorithm
should try to put target objects of each data set into four
different clusters. Moreover, two meta-paths of these three
HIN are used in the experiment. These two meta-paths are
S—R—-—U—-R—-SandS —R—-T — R —S. S represents
stores. R represents reviews. U represents visitors of stores.
And T represents terms of reviews.

The information of HIN constructed based on data sets
DBLP, Yelp-b, Yelp-s and Yelp-r are presented in Table 1.
Table 1 contains the node number, edge number, average
degree and target object number of each HIN.

The original data obtained from DBLP website and Yelp
website are not in the form as we expected. So some data
preprocessing are needed. The data set collected from DBLP
website are in xml format. It contains great amount of
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TABLE 1. Information of data sets DBLP, Yelp-s and Yelp-r.

dataset Node Edge Average | Target Object
Number | Number |Degree | Number

DBLP 15098 81451 11 1000

Yelp-s 28232 367596 |26 749

Yelp-r 19332 242016 |25 164

Yelp-b 42391 475150 |18 1600

article information. So, these data should be filtered and some
important objects should be extracted. During the process,
papers of specific authors that are published in eight des-
ignated conferences will be kept. Objects and edges related
to these papers will be extracted. The extracted objects are
author names, paper titles, conferences that publish these
papers. The extracted edges are (paper,author) and (paper,
conference). To fulfil the task, module named minidom
should be used. It is provided by Python. After paper titles are
obtained, word segmentation should be executed. Then the
key terms contained in the title and all the edges (paper, term)
can be extracted. These objects and edges should be stored in
different files. The date set collected from Yelp website are
in JSON format. So the JSON package provided by Python
will be used to extract information. While we try to construct
data set Yelp-r, shop names of four kinds of restaurants will
be extracted firstly. Then we can extract related comments,
visitors who wrote the comments and key terms contained in
the comments based on the shop names. The edges should
be extracted at the same time. These edges are (shop,review),
(shop,visitor) and (shop,term). Then all the objects and edges
will be stored in different files. Data sets Yelp-b and Yelp-s
can be constructed in the same way. After these four data sets
are obtained, the tested algorithms can be executed. These
algorithms try to put target objects of each data set into several
different clusters. This experiment is performed by using a PC
which contains Core-i7 CPU. The memory of the PC is 16G.
The version of Python is 3.8.0. Several python packages are
used in the experiment, including networkx, igraph, numpy
and scipy etc.

B. BASELINES AND EVALUATION METHODS

In this experiment, the proposed algorithm will be com-
pared with three other algorithms. These three algorithms
are NetClus algorithm [21], PathSelClus algorithm [22] and
SCHAIN algorithm [26]. In NetClus algorithm, object rank-
ing is considered. This algorithm tries to generate model
for target objects by using ranking distributions of other
nodes. PathSelClus algorithm is proposed based on meta-
path. It takes the structural relationship of target objects into
consideration. SCHAIN algorithm is also proposed based on
meta-path. But, it takes attributes of all the target objects into
consideration at the same time.

While performing experiment, three metrics are used,
including accuracy value, Rand Index(RI) value and running
time. Accuracy value is used to measure how much instances
are put into the correct cluster. The more instances are put into

VOLUME 9, 2021

TABLE 2. Experimental results based on DBLP dataset.

Metrics NetClus PathSelClus | SCHAIN HINLPClus

RI 0.479 0.705 0.405 0.693

accuracy 0.127 0.738 0.525 0.702
TABLE 3. Experimental results based on Yelp-s dataset

Metrics NetClus PathSelClus | SCHAIN HINLPClus

RI 0.451 0.559 0.366 0.479

accuracy 0.171 0.360 0.529 0.551

the correct cluster, the higher accuracy value this algorithm
will get. RI value is used to measure how close the calculated
clustering result and the real clustering result are. Obviously,
these two metrics are very important for measuring clustering
quality of the tested algorithms.

C. CLUSTERING QUALITY STUDY

In this section, the clustering quality of the proposed algo-
rithm will be tested and compared with other clustering algo-
rithms which are introduced above. This experiment will be
performed based on four data set, including DBLP, Yelp-b,
Yelp-r and Yelp-s. Table 2 presents the experimental results
based on DBLP data set. Table 3 presents the experimental
results based on Yelp-r. Table 4 presents the experimental
results based on Yelp-s. And Table 5 presents the experi-
mental results based on Yelp-b. In these tables, HINLPClus
represents the proposed algorithm. Every algorithm of this
experiment should run five times based on each data set.
And final result of an algorithm is the average value of five
different result values.

TABLE 4. Experimental results based on Yelp-r dataset.

Metrics NetClus PathSelClus | SCHAIN HINLPClus

RI 0.375 0.562 0.356 0.512

accuracy 0.441 0.518 0.475 0.493
TABLE 5. Experimental results based on Yelp-b dataset.

Metrics NetClus PathSelClus | SCHAIN HINLPClus

RI 0.318 0.536 0.342 0.508

accuracy 0.401 0.573 0.487 0.560

Obviously, the proposed algorithm outperforms NetClus
algorithm and SCHAIN algorithm in all cases. But, in the
experimental results based on DBLP data set, Yelp-b data set
and Yelp-r data set, clustering effect of PathSelClus algorithm
is better than the proposed algorithm. It is probably because
different meta-paths can impact the clustering result in differ-
ent level. In PathSelClus algorithm, each meta-path will get
its weight value. If a meta-path can depict the relationship of
target objects better than other meta-paths, the weight value
of this meta-path is higher. Thus it will have more influence
on final clustering result. In the proposed algorithm, even
though the homogeneous network is also generated based on
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FIGURE 2. Meta-path importance comparison.

the meta-paths, the difference of meta-paths is not considered.
Thus all the meta-paths are equally important to the final
clustering result. In this situation, the meta-path that can
depict the relationship of target objects better will not have
more influence on final clustering results. Moreover, from
the experimental results, we can find that SCHAIN algorithm
is not better than other algorithms. It is because SCHAIN
algorithm takes attributes of target objects into consideration,
but number of attributes contained in these three data sets
are limited. Besides, from the experimental result, we can
find that both RI value and accuracy value of the proposed
algorithm are very high. It means that the proposed algorithm
not only has high clustering accuracy, but the clustering result
calculated based on the proposed algorithm is very close to
the real clustering result.

D. META-PATH IMPORTANCE STUDY
In this section, the importance of different meta-paths will be
studied. By doing so, several homogeneous networks should
be generated. Each one is corresponding to a specific meta-
path. While constructing a homogeneous network based on a
meta-path 7, all the target objects will be treated as nodes of
homogeneous network. Then all the instances of meta-path ¢
will be treated as edges of the homogeneous network. At last,
every edge need to be assigned a weight value. The weight
value is used to indicate how many instances exist between
two target objects. So, if m different meta-paths are contained
in HIN, m homogeneous networks will be generated. After
getting these m homogeneous networks, the label propagation
process will be performed based on each of them. Then, m
clustering results will be got. At this time, the influence of
all the meta-paths can be compared based on these clustering
results. If a clustering result is better than others, the meta-
path that related to this clustering result is more important
than other meta-paths. Obviously, this meta-path can better
reflect the features of HIN than others.

The experimental results presented in figure 2 are obtained
based on two data sets, which are DBLP data set and Yelp-r
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data set. The metrics used in this experiment are accuracy
value and RI value. Obviously, in the experimental results
based on DBLP, we can find that the clustering results
obtained based on the homogeneous network of meta-path
A — P — A is better than others. It means that homogeneous
network constructed based on meta-path A — P — A can depict
the relationship of target objects better than others. Thus the
importance of meta-path A — P — A is the highest. So authors
that appear in the same paper are more likely to focus in the
same research field. As the accuracy value and RI value of
meta-pathA—P—C —P—AishigherthanA—P—-T —P—A,
the importance of meta-path A — P — C — P — A is higher than
meta-pathA — P —T — P — A.

In the experimental results based on data set Yelp-r,
the accuracy value and RI value corresponding to the meta-
path S — R — T — R — S is higher than the accuracy value and
RI value corresponding to the meta-path S —R— U — R —S.
So the importance of meta-path § — R — T — R — S is higher
than § —R—U —R—S. It means that stores that share common
terms are more likely to be put into same cluster.

E. EFFICIENCY STUDY

In this section, the running time of the proposed algo-
rithm will be tested and compared. The results are presented
in Figure 3. HINLPClus represents the proposed algorithm.
Every algorithm should run five times based on each data set.
Then five running time values will be got. Thus every final
running time value presented in Figure 3 are average value of
five running time values.

In the results presented in figure 3, we can find that the
running time of the proposed algorithm is shorter than the
running time of the other three compared algorithms. It is
because running time of the proposed algorithm is mainly
decided by convergence speed of label propagation proce-
dure. As the convergence speed of label propagation pro-
cedure is very fast, the proposed algorithm runs faster than
other algorithms. Obviously, the running time of the proposed
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algorithm is also influenced by the number of target objects.
So running time of the proposed algorithm based on Yelp-b
data set is longer than others. Running time based on DBLP
is the second longest. Running time based on Yelp-s is longer
than the running time based on Yelp-r.

F. SCALABILITY STUDY
In this section, the scalability of the proposed algorithm will
be tested and presented. DBLP data set and Yelp-s data set
are used. In this experiment, the data volume of each data set
will be increased gradually. The target object number of each
data set is set to 100, 200, 300, 400 and 500 successively.
The experimental results are presented in figure 4. And each
running time value presented in figure 4 is also average
value of five different running time values. So the proposed
algorithm should runs five times based on each specific data
set with designated number of target objects. In figure 4,
different curves are used to represent different data sets. The
solid line represents the results obtained based on DBLP data
set. The dotted line represents the results obtained based on
Yelp-s.

From the experimental results presented in figure 4, we can
find that the running time of the proposed algorithm increases
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linearly while the sample size is becoming larger. And, obvi-
ously, increasing rate is very slow. Because the slope values
of these two curves are less than 1. From the results, we can
find that the running time increasing rate of the proposed
algorithm based on DBLP data set is larger than the increasing
rate based on Yelp-s data set. It is because the edge number of
homogeneous network constructed based on DBLP is larger,
while the target object numbers of these two data sets are
equal.

V. CONCLUSION

A community detection algorithm is proposed in this paper
for heterogeneous information networks. As this algorithm
is based on label propagation, the complicated optimization
procedure and matrix computation procedure contained in the
traditional community detection algorithms are eliminated.
Thus the running time of the proposed algorithm is shorter
than the compared algorithms. But the proposed algorithm
needs to be further improved. One shortage of this algorithm
is that it doesn’t take the relative importance of meta-paths
into consideration. As different meta-path has different level
of influence on final clustering results, weight value should
be assigned to each meta-path. In this situation, the relative
importance of each meta-path can be presented.
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