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ABSTRACT Recently, to match the emerging demands for multi-site edge clouds, the cloud-based infor-
mation and communication technology (ICT) infrastructure is rapidly expanding. To protect distributed
edge-based cloud assets from networking-based threats by recognizing suspicious traffic, cloud operators
should monitor the overall underlying topology to categorize and identify diversified networking packet
traffic, flowing through various paths among virtualized and containerized cloud nodes. Perimeter-based
networking security, which employs security appliances in fixed locations, cannot address this visibility
challenge. As a result, in this paper, we propose the SmartX Multi-tier Security (Multi-Sec) framework,
which aims to provide intuitive and systematic visibility formulti-site edge-cloud security. SmartXMulti-Sec
abstracts the underlying networking topology among multi-site edge clusters as multiple onion-ring-based
tiers of physical, virtualized, and containerized cloud nodes. It also provides collective DevSecOps automa-
tion features for monitoring, visualizing, and filtering targeted networking traffic from the respective tiers of
the abstracted networking topology. The resulting flow-centric visibility using SmartXMulti-Sec can be fea-
tured with extended Berkeley Packet Filter and eXpress Data Path (eBPF/XDP)-leveraged lightweight flow
capture and filtering, three-dimensional onion-ring visualization, and automated deployment of DevSecOps
functions. By integrating these features, the Proof-of-Concept (PoC)-version of the SmartX Multi-Sec
framework is realized to verify the flexible and scalable flow-centric security for multi-site cloud-native
edge clouds.

INDEX TERMS Automated function deployment, lightweight flow capture and filtering, multi-site
cloud-native edge clouds, security-oriented flow-centric visibility, three-dimensional visualization.

I. INTRODUCTION
With the rapid growth of the Internet of things and 5Gmobile
networks, edge computing is widely adopted to address
demanding resource requirements for AI-leveraged edge ser-
vices such as high networking bandwidth, low latency, and
security improvement [1]–[4]. Along with this technology
trend, by intensively adopting virtualization and container-
ization, cloud-native-style clouds are becoming popular for
emerging information and communication technology (ICT)
infrastructure [5], [6]. Thus, to maximize resource efficiency
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and flexibility while satisfying the intense requirements of
diversified services, edge clouds are dominantly adopting
open-source-based cloud-native computing [7].

Typically cloud-native edge clouds are built over-
complicated networking topology because of geographical
separation and network isolation (i.e., virtualization) for vir-
tualized and containerized application services. In addition,
distributed edge clouds, interconnected with numerous end
things and people, are exposed to potentially dangerous
external devices via many vulnerable access points. Conse-
quently, the complicated underlying topology naturally leads
to diversified edge-cloud networking paths, which can be
abused as wide attack surfaces by suspicious behavior flows.
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In addition to the north-south traffic with hidden external
attacks, east-west traffic among internal entities (e.g., phys-
ical, virtualized, and containerized nodes) can compromise
the multi-site edge clouds from inside.

Detecting suspicious behaviors of malicious flows and
estimating their impact coverage could be overwhelmingly
difficult in distributed clouds over complicated networking
topology. For flow-based detection, the whole networking
traffic sent from (or received by) peering networking ports
should be captured, collected, and processed by exploiting
the limited resources of edge clouds. Then, to estimate the
impact coverage and effectively block the attacking threats,
the collected packet traffic data and the status of respective
peering ports should be intuitively visualized for the DevSec-
Ops operators of multi-site edge clouds.

Without systematic visibility supports, timely reactions
against attacking threats cannot be made, and belated reaction
incurs resource wastes. Actually, K-ONE Playground trial
has been a real-world testbed example for networking-based
security threats since 2015 [8], as preliminary multi-site
cloud-native edge clouds. Due to the complexity of under-
lying networking topology, we have wasted time and human
resources to identify specific victims and block them from the
attack attempts. From this long-termminiaturized experience,
the main lesson for the continuous operation of multi-site
edge clouds is to maintain the well-designed systematic vis-
ibility and apply the organized visibility for flow-centric
protection of multi-site edge clouds.

Typically security approaches for edge-cloud clusters are
quite diverse since the security for cloud inherently touches
the multiple layers of physical, virtualized, and containerized
cloud nodes. The resulting security options for protecting
edge-cloud infrastructure and services are thus ranging over
various concepts, tools, and schemes [9]–[17]. The conven-
tional perimeter-based defense, relying on dedicated security
appliances at the infrastructure boundary, does not effec-
tively address attacks originating inside the perimeter. As an
alternative, Linux-native flow management features, such as
iptables (i.e., netfilter) and traffic control, are widely adopted
to protect physical/virtual/container-layer networking inter-
faces (e.g., ports). These flow management tools typically
manage a shared long list of filtering rules for all ports of
edge-cloud cluster nodes, which is subject to the burden of
effectively sharing the long list. This burden and other limita-
tions reduce its usefulness for multi-site edge clouds, where
the management complexity and resource consumption are
not trivial due to scalability challenges.

Meanwhile, many novel security schemes for detection
accuracy and management effectiveness have been pro-
posed [9]–[13]. Some of the suggested schemes are touching
the use of edge as defense belts for a centralized cloud by
mitigating DDoS (distributed denial of service) attack or
proactive ML (machine learning)-based IDS (intruder detec-
tion system). The flexibility of security function chaining,
SmartNIC-accelerated security functions, and a hierarchi-
cal architecture with security protocols are also introduced.

However, leveraging these schemes directly to the multi-site
edge clouds for acquiring systematic visibility is not practi-
cally affordable due to the wide-range differences in target
scenarios and users, underlying networking topology, and
cluster node assets to be protected.

In summary, to overcome the topological complication of
distributed edge clouds and maintain their continuous opera-
tion, it is essential to establish organized and systematic visi-
bility over the targeted cloud infrastructure. Our initial effort,
named SmartX MVF (multi-view visibility framework)
[18]–[23], has targeted establishingmulti-layer visibility over
software-defined networking-enabled multi-site cloud-based
nodes. SmartXMVF attempts to organize unified multi-layer
visibility of the underlay network, physical and virtualized
nodes, inter-connecting flows, and application workloads.
However, due to the inherent complexity of attempted up to
5 layers of visibility, the achieved multi-layer visibility has
been limited to basic-level framework validation emphasizing
layered visibility collection and two-dimensional onion-ring
visualization. Also, the issue of how to leverage the collected
visibility toward the secured operation of multi-site clouds is
not yet explored.

Thus, this paper explores an intuitive and systematic
solution for a visibility-centric and multi-tiered security
framework that can be further customized and scaled for com-
plicated multi-site edge-cloud security. By focusing on the
systematic protection for multi-site cloud-native edge clouds,
we propose SmartX Multi-tier Security (Multi-Sec) frame-
work as a unique visibility-centric and multi-tiered frame-
work. The main contributions behind the proposed SmartX
Multi-Sec can be summarized as follows:
• We list the SmartX Multi-Sec framework requirements
for visibility-centric simplification andmulti-tiered scal-
ability. The proposed SmartX Multi-Sec framework
abstracts the underlying networking topology among
multi-site edge clusters as several layers of physical,
virtualized, and containerized cloud nodes to meet the
requirements. The adopted abstraction simplifies the
complicated underlying topology and associated virtu-
alization/containerization of cluster nodes into hierar-
chical multiple tiers of onion-style rings. It effectively
categorizes and identifies diversified networking packet
traffic by associating them with the peering network-
ing ports of physical/virtualized/containerized cluster
nodes.

• The proposed framework also provides collective
DevSecOps automation features that can monitor, visu-
alize, and filter targeted networking traffic from the
respective tiers of the abstracted networking topol-
ogy. The resulting flow-centric visibility employing
SmartX Multi-Sec can be featured with lightweight
eBPF(extended Berkeley Packet Filter)/XDP(eXpress
Data Path)-leveraged flow capture and filtering, three-
dimensional (3D) onion-ring visualization, and auto-
mated deployment of DevSecOps functions. That
is, based on the abstracted visibility visualization,
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the framework can flexibly capture and filter network-
ing traffic by associating eBPF/XDP-based tiny-sized
DevSecOps functionalities with the targeted peering
ports. In addition, the framework provides three-
dimensional onion-ring-style visualization that directly
depicts the simplified underlying networking topology
along with the security status of respective peering ports.
With these features, the proposed framework supports
the easy and semi-automated repetition of DevSecOps
coordination steps, which spans the widely-scopedmon-
itoring, visualization, and filtering of networking traffic.

• By integrating the proposed framework and prototyping
the above features, the PoC(Proof-of-Concept)-version
of the SmartX Multi-Sec framework is realized to ver-
ify the flexible and scalable flow-centric protection for
multi-site cloud-native edge clouds. The recognized pro-
totype implementation over K-ONE Playground and
its verification results highlight the effectiveness of
the proposed framework design and the feasibility of
the proposed framework equipped with the respective
DevSecOps features for multi-site edge-cloud security.

The rest of this paper is organized as follows. Section II
explains our real-world testbed implementation for multi-
site cloud-native edge clouds, followed by functional require-
ments for protecting them. In Section III, to satisfy the given
requirements, the overall design of the SmartX Multi-Sec
framework and its key components are detailed. Then,
the prototype implementation of the proposed framework is
explained in Section IV, together with feasibility verification
results. In Section V, we discuss the potential use cases of the
proposed framework and related work on securing multi-site
edge clouds. Finally, we conclude this paper in Section VI.

II. BACKGROUND AND REQUIREMENTS
Edge clouds can be typically constructed in different
configurations due to the various resource requirements
of target AI-leveraged edge services. Thus, this section
describes K-ONE Playground as our miniaturized real-world
testbed of multi-site cloud-native edge clouds to assume
the underlying networking topology for flow-centric visi-
bility. We list functional requirements to monitor, visualize
effectively, and filter networking traffic among distributed
physical/virtualized/containerized cloud nodes based on the
assumption.

A. K-ONE PLAYGROUND: A MINIATURIZED TESTBED FOR
MULTI-SITE CLOUD-NATIVE EDGE-CLOUDS
Motivated by the increasing interest in cloud-native edge
clouds, we have operated K-ONE Playground since 2015 to
support domestic researchers to realize cloud-based DevSec-
Ops services [8]. K-ONE Playground consists of three infras-
tructure tiers: a centralized core cloud, distributed edge
clouds, and diversified end-things (Fig. 1). The core and edge
clouds are built as clusters of physical cloud assets (i.e., phys-
ical servers and networking switches). To orchestrate cloud

FIGURE 1. The hierarchical networking topology of K-ONE playground.

assets and services effectively, K-ONE Playground employs
the systematic structure for operations of SmartX Play-
grounds [24], which contains a centralized playground tower
and distributed security posts. K-ONE Playground tower at
the centralized location manages the entire infrastructure by
employing SmartX automation centers that are respectively
DevSecOps-based software collections for provisioning, vis-
ibility, orchestration, and intelligence tasks. Security posts
monitor and control adjacent cloud nodes and services in
respective edge clusters by utilizing open-source DevSec-
Ops automation tools. By coordinating the security posts,
the playground tower can expand its management coverage
to all edge clusters.

The K-ONE Playground was also refined based on the
concept of composable playground to effectively support
multiple tenants who may demand different networking
topologies, software packages, and resource requirements.
K-ONE Playground contains feature components such as
networking plane separation, a box deployment tool, and a
resource-centric visibility tool to provide customized testbeds
from the limited resources. K-ONE Playground employing
these features allow cloud operators to flexibly deploy and
monitor physical/virtualized/containerized cloud nodes over
distributed clusters.

B. REQUIREMENTS FOR PROTECTING MULTI-SITE
CLOUD-NATIVE EDGE CLOUDS
In addition to geographical separation among edge-cloud
clusters, adopting virtualization and containerization, which
create many networking ports for virtual overlay networking
to interconnect among virtualized/containerized cloud nodes,
can incur the networking topology. Monitoring, visualizing,
and filtering networking traffic of respective networking ports
for protecting cloud assets are overwhelmingly difficult in
multi-site cloud-native clusters over the complicated net-
working topology. Cloud nodes with networking ports that
are not properly protected can be easily vulnerable targets.
Furthermore, once security threats successfully compromise
cloud nodes through the vulnerable ports, the attackers can
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exploit the nodes as internal bases for attacking internal cloud
assets and services from inside.

Zero-trust security can be a promising conceptual approach
to protect the complicated networking of multi-site cloud-
native edge clouds from networking-based threats. The
zero-trust concept assumes all entities can be suspicious.
So DevSecOps operators should monitor, verify, and control
all entities all the time. This concept may look straightfor-
ward, but its realization can be varied depending on target
entities and attacking threats. When it comes to multi-site
cloud-native edge clouds, we can consider all physical, vir-
tualized, and containerized cloud nodes as suspicious enti-
ties. DevSecOps operators demand scalable and flexible
flow-centric visibility that monitor and filter networking
packet traffic sent from (received by) cloud nodes. Further-
more, visualization is also significant to timely react against
threats because a reaction can begin only after estimating
areas affected by the detected threats.

Inspired by the zero-trust concept, we can consider func-
tional requirements of a visibility-centric framework to effec-
tively monitor, visualize, and block networking traffic for
multi-site cloud-native edge clouds as follows:
• R1 (Requirement #1). Providing scalable flow-centric
visibility with an abstracted visualization: A central-
ized place should collect, store, and process massive
amounts of monitoring data for flow-based visibility.
The visibility workloads can exploit huge portions of
limited computing, storage, and networking resources in
multi-site edge clouds. In addition, a security framework
should uniquely identify respective peering ports, and
collect networking traffic from them. Furthermore, visu-
alizing the security status of peering ports in text formats
such as lists and tables cannot helpDevSecOps operators
intuitively estimate attacking areas by security threats.
Drawing the complicated topology in the forms of trees
or graphs can easily increase their sizes and complexity.
Therefore, flow-centric visibility for multi-site cloud-
native edge clouds should employ a systematic abstrac-
tion that simplifies the underlying networking topology
among virtualized and containerized cloud nodes to
cope with the increasing scale. Edge-cloud security
should distribute visibility workloads to edge clusters
to alleviate the centralized resource consumption. Also,
an intuitive visualization for edge-cloud security should
depict the abstracted topology and the security status of
respective peering ports on the same screen for DevSec-
Ops operators to recognize and understand suspicious
behaviors.

• R2 (Requirement #2). Supporting a flexible and
semi-automated deployment of DevSecOps func-
tions: To monitor and filter packet traffic from cloud
nodes, DevSecOps operators need to flexibly deploy
software functions that can capture and block net-
working packets. Because of the topology compli-
cation, manual and script-based configuration may
waste human resources and be susceptible to human

errors. Thus, the visibility-centric framework should
support flexible and automated monitoring and filtering
functions on the intended peering ports of physical/
virtualized/containerized cloud nodes. For this feature,
the framework should provide a unified interfacing
method for flexible and easy function deployment.
In addition, based on the input, the framework should
conduct multiple configuration steps for remote cloud
nodes, such as installation/configuration of basic soft-
ware packages and functions, executing functions, and
updating option values.

• R3 (Requirement #3). Utilizing lightweight DevSec-
Ops functions for networking traffic capture and
filtering: DevSecOps functions associating with peer-
ing networking ports should directly handle massive
packets in real-time. Furthermore, physical cloud nodes
can internally contain many virtualized and container-
ized cloud nodes. Under massive networking traffic,
packet capture and filtering from networking ports
of these nodes can waste huge compute and storage
resources, which results in disturbing legitimate ser-
vices. Thus, the visibility-centric framework demands
tiny-sized software functions that can be flexibly applied
to various networking ports whereas consuming small
computing resources.

To satisfy these requirements, we propose the SmartX
Multi-Sec framework as a flow-centric visibility framework
with collective DevSecOps features that can correspond
to respective monitoring, visualization, and reaction steps
for edge-cloud security. Furthermore, SmartX Multi-Sec
suggests a systematic approach for edge-cloud security and
supports further research on intelligent security (e.g., AI/DL-
based intrusion detection systems, resource-aware security
orchestration) that demands flow-centric visibility data and
the DevSecOps features. Even though edge-cloud security
may have various technical challenges not listed, SmartX
Multi-Sec focuses on addressing the functional requirements.

III. DESIGN OF SmartX MULTI-TIER SECURITY
FRAMEWORK AND KEY COMPONENTS
In this section, we design the SmartXMulti-Sec framework in
a top-down approach. The overall design includes the concept
of SmartX Multi-Sec framework based on onion-ring-style
topology abstraction, and its framework architecture with
collective DevSecOps components.We also design the details
of these components to address the requirements described in
Section II-B.

A. OVERALL DESIGN OF SmartX MULTI-SEC FRAMEWORK
Fig. 2 depicts the overall concept of SmartX Multi-Sec.
SmartX Multi-Sec can abstract the underlying topology
among virtualized/containerized cloud nodes as multiple tiers
of onion-ring-style rings. Respective networking ports of the
nodes can uniquely correspond to the segments on the rings.
Based on this abstraction, we can assume that security attacks
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FIGURE 2. The overall concept of SmartX Multi-Sec.

attempt to find vulnerable networking ports to compromise
services and cloud nodes. To detect and react to the attempts,
SmartX Multi-Sec can deploy DevSecOps functions, such as
measurement and filtering functions, on the respective tiers
for flow capture and filtering. Using monitoring data col-
lected from the measurement functions, the visibility center
provides 3D onion-ring visualization that can depict both
the abstracted topology and security status of respective net-
working ports on a single graph. The provisioning center
can support template-based function deployments to monitor
and block targeted networking traffic. SmartX Multi-Sec can
allow DevSecOps operators to effectively repeat the security
cycle such as monitoring, visualization, and filtering with
these features.

When it comes to topology abstraction, we define two
types; infrastructure tiers and box tiers. Infrastructure tiers
represent a hierarchical relationship of distributed cloud clus-
ters and their operational elements. A playground tower,
clusters for core cloud, security posts, and clusters for edge
clouds can correspond to the respective tiers in order from
the center to the edge. In this relationship, the inner tiers can
typically monitor and control the outer tiers. For example,
the playground tower can manage all edge clusters, the posts
canmanage adjacent cloud nodes, and DevSecOps services in
a core cloud can coordinate distributed edge services. Thus,
inner entities tend to have higher significance than outer enti-
ties in DevSecOps operations, so DevSecOps operators may
ensure higher-level protection for inner entities by deploying
more functions along the networking paths.

Box tiers represent a nested structure of physical, virtu-
alized, and containerized cloud nodes. Notice that SmartX
Multi-Sec uses the term boxes, defined in SmartX Play-
grounds, to refer to cloud nodes. In typical cloud-native-
style clouds, virtual and container boxes (e.g., virtualized and
containerized cloud nodes) can be nested together depending
on operation policies and service requirements. However,
handling these indefinite combinations can be impractical.
Therefore, in this paper, SmartX Multi-sec only considers
networking ports visible in operating systems of physical

FIGURE 3. An onion-ring-style multi-tiered topology of K-ONE
playground.

cloud nodes. Fig. 3 shows the multi-tiered topology of cloud-
native edge clouds for SmartX Multi-Sec, which combines
the definitions of infrastructure and box tiers.

In addition, we define a dot notation <cluster>.<physical
box>.<networking port>.<function> to uniquely identify
the respective tiers and functions. For example, gj.k1-gj1-
cube1.eno1.measure can point out a DevSecOps function
measure deployed on the networking port eno1 in the phys-
ical box k1-gj1-cube1 in the gj cluster. Using this notation,
SmartX Multi-Sec can deploy and update DevSecOps func-
tions on exact networking ports.

In the following subsections, we detail the design of essen-
tial components of SmartXMulti-Sec framework such as vis-
ibility center, provisioning center, and eBPF/XDP-leveraged
DevSecOps functions.

B. VISIBILITY CENTER FOR SCALABLE FLOW-CENTRIC
MONITORING AND VISUALIZATION
SmartX Multi-Sec framework can employ the visibility cen-
ter to support flow-centric visibility tasks for multi-site cloud-
native edge clouds. For the visibility center, we design a 3D
onion-ring graph structure for the visualization as depicted
in Fig. 4. The horizontal surface of the graph can show
the multi-tiered topology that looks like the cross-section
of an onion. Also, the graph can be vertically rotated to
show vertical heights of the ring segments that correspond
to vulnerability scores of the respective ports.

The visibility center should internally collect, store, ana-
lyze, and stagemonitoring data to continuously supply data to
the visualization. The respective tasks can be implemented as
software-based visibility modules. The data collection mod-
ule can acquire monitoring data captured by measurement
functions. The storing module can modify the obtained data
to be compatible with a pre-defined schema and store them
into databases. The data analysis module mainly focuses on
generate security-oriented information such as vulnerability
levels of cloud nodes, services, and tenants by clustering,
classifying, and identifying networking traffic flows. The
staging module can prepare the visibility data for other mod-
ules (e.g., the visualization module for 3D onion-ring-based
graph) to instantly utilize.
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FIGURE 4. Design of 3D onion-ring visualization.

Header fields of raw packets cannot directly represent
time-related networking patterns such as the duration of
flows, packets/bytes per second, and inter-packet arrival
time. Thus, typical intrusion detection systems (IDS) employ
flow-based monitoring that obtains flow features from cap-
tured raw packets to detect suspicious patterns based on
signature and policies. Likewise, public IDS datasets such
as UNSW NB-15 [25], CICIDS-2017 [26] provide collec-
tions of flow features rather than raw packet data. For flow-
based monitoring, SmartX Multi-Sec should manage flow
caches to maintain flow expiration and generate additional
features.

By employing these modules, the visibility center can
continuously supply the collected data into the visualiza-
tion module. Then, the 3D onion-ring graph can highlight
impacting areas affected by suspicious traffic over the multi-
tiered topology. Consequently, operators can easily recognize
security threats and estimate the scopes for further inspection
and reaction.

C. PROVISIONING CENTER FOR FLEXIBLE AND
AUTOMATED FUNCTION DEPLOYMENT
To design function deployment for SmartX Multi-Sec,
we should define where eBPF/XDP-leveraged DevSecOps
functions can be associated for flow capture and filtering.
Linux kernel has several candidates: utilities (e.g., Netfilter
and traffic control) and kernel functions (e.g., ip_rcv() and

ip_send()). These Linux-native features can handle all net-
working traffic visible in the kernel, regardless of packets’
sources and destinations. However, these features manage
security rules of networking ports in a lengthy list (or several
lists). Thus, they can be susceptible to a single-point-of-
failure and the management complexity of security rules. For
that reason, they can reveal limitations in scalability, resource
efficiency, and processing performance. Therefore, SmartX
Multi-Sec can directly associate DevSecOps functions with
Ethernet interfaces of cloud nodes. Filtering rules directly
bind to respective ports decreasing the average number of
inspection rules for filtering packets.

However, the increasing number of DevSecOps functions
in multi-site cloud-native edge clouds can increase the com-
plexity in terms of deployments. Manual and script-based
deployment should manually configure and verify each step
such as access to remote cloud nodes, finding exact peer-
ing ports, installing DevSecOps functions with dependent
packages, and modifying the detailed configuration. This
approach can be error-prone and waste a huge amount of
human resources.

To address the complication, the provisioning center
of SmartX Multi-Sec can support template-based function
deployment. As an input to describe the desired function
topology, a provisioning template for SmartX Multi-Sec
should contain three attributes of DevSecOps functions: iden-
tifiers of networking ports, function types, and types of
deployment tasks. Firstly, the identifiers follow the dot nota-
tion defined in Section III-A, which helps the provision-
ing center identify networking peering ports. Next, we can
choose between measurement (i.e., capture) and filtering as
a function type, as both functions require different setups.
Finally, there are three types of deployment tasks: compose,
update, and release. For the compose task, the provisioning
center newly deploys functions on specified ports. The update
task can change options and filtering rules of functions. The
release task removes functions working on specified ports.
By listing functions with these attributes, a provisioning tem-
plate can depict a desired topology of functions.

SmartX Multi-Sec can automatically conduct a series
of provisioning (i.e., installation and configuration) steps
based on the template. To effectively implement the auto-
mated deployment feature for the provisioning center, we can
define provisioning steps such as template interpretation,
DevSecOps tool selection, DevSecOps tool execution, and
installation/configuration. In the template interpretation step,
the provisioning center can understand the desired result of
deployment by reading a given template. In the tool selection
step, the provisioning center can select DevSecOps automa-
tion tools among available candidates. The provisioning cen-
ter can call the interfaces of the selected tools and pass
parameters to execute configuration tasks. Then, the invoked
tools conduct the configuration step by remotely installing
and configuring software such as kernels, libraries, packages,
and function source codes. DevSecOps operators only need
to describe functions in a provisioning template for flexible
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monitoring and filtering on targeted networking ports thanks
to the template-based function deployment.

D. LIGHTWEIGHT DevSecOps FUNCTIONS FOR FLOW
CAPTURE AND FILTERING
After deployment by the provisioning center, SmartX
Multi-Sec DevSecOps functions associated with peering
ports can capture or filter networking packet traffic. To imple-
ment tiny-sized DevSecOps functions for flow capture and
filtering, we can leverage Linux eBPF and XDP. Linux eBPF
provides a set of libraries that allows dynamic injection of
codes from userspace into various kernel events (i.e., hooks)
such as kernel functions, system calls, tracepoints, and sock-
ets [27], [28]. Meanwhile, XDP provides special hooks and
libraries for eBPF kernel programs to rapidly forward, drop,
and redirect packets received at networking ports [29]. XDP
hooks include the very early point in the kernel network-
ing stack, device drivers, and SmartNIC. SmartNIC is a
short expression of a smart networking interface card that
can offload networking-related workload, such as packet
en(de)capsulation, monitoring/filtering, shaping, and routing,
fromCPU to its networking processors. Also, eBPF functions
associated with XDP hooks can be executed in one of XDP
modes such as generic, native, and hardware offload modes,
depending on the type of peering ports. In XDP generic mode,
the kernel programs can be freely associated with standalone
Linux networking devices such as physical networking ports
and virtual Ethernet (i.e., veth) interfaces, but processing
performances are significantly lower than other modes. The
kernel programs in XDP generic mode can be only associ-
ated with device drivers of physical NIC, thus they inspect
before packets enter the kernel networking stack. And XDP
offloadedmode supports the kernel programs that can directly
handle raw packets inside the receiving queue in SmartNIC.

An eBPF program for kernel older than 5.2 can contain
at most 4096 instructions without loops. The restriction can
ensure the DevSecOps functions quickly to finish packet
processing within a finite period, consuming small comput-
ing resources. SmartX Multi-Sec can deploy eBPF/XDP-
leveraged DevSecOps functions for both flow capture and
filtering in the same way. Also, thanks to veth interfaces
in the Linux kernel, a single eBPF/XDP-based function
can be flexibly utilized for physical, virtual, and container
boxes. Therefore, SmartX Multi-Sec employing eBPF/XDP-
leveraged lightweight DevSecOps functions can satisfy the
flexibility to handle different networking ports in typical
cloud-native-style clouds.

Fig. 5 depicts the basic design of DevSecOps functions.
Both measurement and filtering functions can be divided
into userspace codes and kernel codes. In addition to kernel
code injection, userspace programs can interconnect kernel
programs with external entities. The userspace programs can
get kernel-captured data and send it to the visibility center
for monitoring purposes. Inversely, the userspace programs
for the filtering functions can update filtering rules received
from the provisioning center into the kernel programs.

FIGURE 5. Design of SmartX Multi-Sec DevSecOps functions for
networking flow capture and filtering.

When it comes to kernel programs, working procedures of
the measurement and filtering functions can be straightfor-
ward. These functions can be executed when a packet hits
the associated networking ports. The kernel programs of the
measurement functions can take pre-defined header fields
from the packet and send the data to the userspace programs.
Inversely, the kernel programs of filtering functions can look
up filtering rules written by userspace programs, match the
header fields against the rules, and drop the matched packet.
These functions can employ eBPF maps that are data struc-
tures shared between eBPF-based userspace and kernel pro-
grams for communications.

Even though eBPF-based functions are lightweight, cap-
turing respective packets can consume huge computing and
storage resources and even incur significant networking
delays. Among various factors, a considerable amount of raw
packet data transferred from kernel to userspace can be a
significant factor that incurs the performance limitation. For
that reason, SmartX Multi-Sec can directly generate flow
features from raw packets in the Linux kernel using eBPF
maps as kernel-level flow caches. In the perspective of the
userspace program, huge traffic can be summarized as a few
entries of flow features. Therefore, flow-based capture can
reduce the amount of monitoring data. And the reduction can
alleviate the performance limitations and resource wastes,
resulting in improving the scalability.

IV. PROOF-OF-CONCEPT IMPLEMENTATION AND
FEASIBILITY VERIFICATION
This section implements a PoC prototype of the SmartX
Multi-Sec framework for the K-ONE Playground. Based on
a scenario, we describe how the respective components of
the SmartX Multi-Sec framework can address the functional
requirements for the feasibility verification.

Fig. 6 depicts an example scenario. The dots, drawing on
the multi-tiered underlying topology of the K-ONE Play-
ground, correspond to the networking ports of cloud nodes.
For simulation, we simultaneously generate ICMP flood DoS
attack traffic traversing different networking paths. Flood
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FIGURE 6. An example attack scenario to verify the feasibility of SmartX
Multi-Sec. (GJ: GIST, KU: Korea university, SSU: Soongsil university, PO:
POSTECH, KA: KAIST).

DoS attacks are very challenging for monitoring and filtering
networking-based threats.Massive attacking traffic can easily
exhaust computing, storage, and networking resources for a
visibility-centric security framework to capture, process, and
store respective packets. The red arrows represent the paths of
the respective attacks. The first path at the top corresponds to
availability attacks from external dangerous devices. The sec-
ond path represents internal attacks between virtual boxes in
a physical box. And the third one at the bottom corresponds
to attacks traversing multiple tiers of distributed clusters.

When it comes to testbed configuration, we utilize the
minimal number of boxes (i.e., cloud nodes) to clearly show
how respective DevSecOps features of the SmartXMulti-Sec
framework work. In addition to the boxes involving in the
attacks, the provisioning/visibility centers, the core-cloud
cluster, and security posts should always be in working sta-
tus for continuous operations. We utilize hping3 to send
huge ICMP packet traffic having 65000 bytes of payload,
which forces victims to waste more computing resources for
reassembling fragmented packets. A physical CPU core can
approximately generate 2-3 Gbps ICMP traffic using hping3
at most, so we adjusted the traffic size of attacks with the
number of cores and nodes.

Based on the scenario, we verify the respective features to
show the feasibility of SmartX Multi-Sec with its flexibility
and scalability as a basic visibility-centric framework for
edge-cloud security.

A. THE FLOW-CENTRIC MULTI-TIERED VISIBILITY
FRAMEWORK WITH 3D ONION-RING VISUALIZATION
Based on the design of the visibility center, we imple-
ment visibility modules such as data collection, storing,

analysis, staging, and visualization modules. Notice that
SmartX Multi-Sec employs the software structure of SmartX
MVF with its leveraged open-source software for effective
implementation of flow-centric visibility.

FIGURE 7. The working procedure of the visibility center.

Fig. 7 depicts the structure of visibility modules in detail.
The arrows represent a data path where visibility data are
transferred, stored, and processed. The visibility center lever-
ages Apache Kafka for message queues, MongoDB for an
MVF data store, and InfluxDB for a flow cache. The MVF
data store contains management information such as physical
infrastructure topology, login credentials, and a tenant list.
Also, it stores resource-centric visibility data such as lists
of physical, virtual, and container boxes with their resource
status. The data collection module takes flow data from
message queues, where measurement functions transfer the
captured data continuously. The data storing module mod-
ifies the format of the collected data and stores them in
the flow cache. Notice that DevSecOps functions identify
respective networking flows in a physical node with a 5-tuple
identifier that consists of source/destination IP addresses,
source/destination ports, and protocol. However, the 5-tuple
identifier cannot be used to uniquely identify flows in multi-
site cloud-native edge clusters since virtual overlay networks
in different physical nodes and clusters can have duplicated
private IP addresses. Thus, the visibility center and the secu-
rity posts use the 6-tuple identifier that contains the additional
where field written in the dot notation.

The flow cache management module manages active and
expired flows as separated tables in the flow cache for flow-
centric visibility. The module combines the collected flow
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features into entries matching the 6-tuple in the active flow
table. The module also expires active flows by moving the
entries into the expired flow table. In this implementation,
expired flows are idle for 60 s from the last received packet
or include a connection termination message (i.e., TCP FIN
packet). The feature generation module then develops 9 time-
related features of the active flows, such as flow duration,
packet per second, and byte per second. The visibility center
finally acquires the 6-tuple identifier and 22 features of each
uni-directional flow used for intrusion detection.

Due to the modular design of SmartX Multi-Sec, security
posts accommodate the collection module and flow man-
agement module to distribute the centralized visibility work-
loads, as depicted in Fig. 7. Security posts pre-process flow
features collected from adjacent cloud nodes so that the
visibility center can alleviate resource consumption for flow
management and data transfer. The data analysis module
calculates the security levels of networking ports using the
processed flow features. In this PoC, we employ a simple
method for the data analysis module to quantify vulnerability
scores of the flood DoS attack flows based on flow bytes
per second: 10 Gbps equals 100 and 0 bps equals zero, and
a more significant score means the flow is more suspicious.
The analysis module stores the quantified results in the MVF
data store.

The data staging module combines different monitoring
data stored in the MVF data store into a single data object
for the visualization module. After finishing the data anal-
ysis, the MVF data store contains the underlying topology
among physical cloud nodes, a list of virtual/container boxes,
their resource status, and their vulnerability scores. The stag-
ing module firstly adds the list of virtual/container boxes
into the underlying topology. It then updates resource status
(i.e., normal, failed, shutdown), owners (tenants), and vul-
nerability scores of the respective boxes. Consequently,
the staged object is the underlying networking topology
among physical, virtual, and container boxes embedded with
vulnerability scores and other information.

The visualization module draws a 3D onion-ring graph by
using the staged object. We leverage three.js, an open-source
graphic library specialized for 3D visualization, to implement
the data visualization module. The module finally illustrates
a 3D onion-ring graph on a web-based dashboard, as depicted
in Fig. 8. The graph intuitively visualizes the topology
of the K-ONE Playground on the onion-ring surface. The
gray-colored ring segments correspond to idle boxes that are
not used for the example scenario. On the other hand, ring
segments for active boxes have different colors and vertical
heights, based on their vulnerability scores calculated by the
data analysis module.

We generate flood DoS attack traffic based on the sce-
nario and show the visualization changes for the feasibility
verification. Fig. 9 shows the 3D onion-ring graph under
the traffic. All networking ports on the attack paths are
highlighted with their colors and heights. The vulnerability
score of the red-colored segment is around 90 (i.e., 9 Gbps),

FIGURE 8. A web dashboard of SmartX Multi-Sec for 3D onion-ring
visualization.

the orange-colored segments are around 70 (i.e., 7 Gbps),
and the yellow-colored segments are around 50 (i.e., 5 Gbps).
The visibility center of SmartX Multi-Sec intuitively visual-
izes the networking ports affected by suspicious networking
flows. Thus, we can estimate the impacting areas where
we should carefully check to detect suspicious traffic. Once
operators react to the threat by deploying filtering functions,
the vertical height of the corresponding segments also auto-
matically decreases.

To compare packet-based monitoring with the proposed
scheme in terms of scalability, we consider our previous
version of an eBPF function that selectively captures 7 header
fields and transfers monitoring data in CSV format [20]. For
a networking port receiving a uni-directional 10 Gbps flow
in 1500-byte MTU, this function should copy 83000 records
from kernel to userspace every second. Then, the userspace
program should rewrite the records to 80 bytes of a message
in CSV string format with additional metadata (e.g., times-
tamps and node names). Without packet sampling, a uni-
directional 10 Gbps flow generates 6.6 MB monitoring data
every second. On the contrary, the proposed flow monitoring
transfers a 600-byte JSON message for 17 features of each
uni-directional 10 Gbps flow.

Employing flow-centric visibility can significantly reduce
the usage of WAN resources for edge-cloud monitoring.
In addition, the elapsed time from the beginning of an attack
to a change on 3D visualization takes 4.81 s in this PoC
implementation. The elapsed time and the monitoring traf-
fic reduction show the scalable and continuous monitoring
capability of SmartX Multi-Sec.

B. DISTRIBUTED SECURE PROVISIONING TOOL FOR
TEMPLATE-BASED DevSecOps FUNCTION DEPLOYMENT
To react against suspicious activities highlighted by the vis-
ibility center, DevSecOps operators utilize the provisioning
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FIGURE 9. The implemented result of security-centric 3D onion-ring
visualization for the example scenario.

center of SmartX Multi-Sec to deploy measurement and
filtering functions. For template-based automation, the pro-
visioning center employs Distributed Secure Provisioning
tool [30] with additional implementation for deploying
SmartX Multi-Sec DevSecOps functions. Fig. 10 depicts the
software structure of the provisioning center with a working
procedure. The provisioning center covers high-level coordi-
nation and then distributed security posts conduct the actual
configuration using DevSecOps automation tools. In multi-
site edge clouds, respective clusters are typically configured
with different L2 (layer 2) networks. The separation of the
provisioning capability allows SmartX Multi-Sec to support
someDevSecOps automation tools requiring broadcast-based
L2 networking, such as DHCP (dynamic host configuration
protocol) and PXE (preboot execution environment), with
physical boxes. The tool separation also has the advantage
of workload distribution and reduction of operation traffic in
wide area networks.

The provisioning center receives a template, written in the
YAML-based format depicted in Fig. 11, from DevSecOps

FIGURE 10. The working procedure of template-based function
deployment.

FIGURE 11. The basic format of the provisioning template.

operators to request function deployment. Function descrip-
tion contains four fields which are name, where, type, and
option fields. The where field specifies peering ports where
the functions are deployed in the dot notation, and the
name field identifies functions on the same port. SmartX
Multi-Sec assigns a unique identifier to each function by
appending the name field to the where field (i.e., clus-
ter.box.networking_port.function_name). Also, the type field
defines function types, and the option field brings additional
parameters for the functions such as filtering rules. A tem-
plate describes a desired topology of functions by listing the
description of functions.
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The template interpretation module of the provisioning
center reads the desired topology from the template. It adds
access information of the physical boxes (i.e., IP addresses
and SSH credentials) where these functions will be deployed.
Then, the provisioning center sends deployment requests
through RESTful APIs of distributed security posts. When
receiving requests, security posts create multiple processes
as much as peering ports listed in the request. The processes
select appropriate API clients for DevSecOps automation
tools. We also implement playbooks for Redhat Ansi-
ble, a popular open-source DevSecOps automation tool for
remote software configuration, to automate configuration
steps for function deployment. Selecting and calling the API
client for Ansible executes Ansible to automate the function
configuration steps based on the playbooks. The configu-
ration steps are accessing target cloud nodes through SSH,
installing software packages, copying the source codes of
SmartX Multi-Sec DevSecOps functions, and associating the
functions with peering ports.

In typical cloud-native operations, cloud operators can
access physical cloud nodes but cannot access the inside
of virtualized/containerized nodes owned by users. Thus,
in terms of function deployment, associating the DevSecOps
functions with Ethernet ports of physical cloud nodes is very
straightforward. When creating virtualized node, the host
operating system (OS) in a physical node creates virtual
Ethernet (i.e., veth) interfaces that bridge external networks
with the networking ports inside virtualized nodes. Likewise,
host OS creates veth interfaces that peer with internal net-
working ports of containerized nodes. In host OS, both phys-
ical ports and veth interfaces are considered as standalone
networking devices with which eBPF-leveraged DevSecOps
functions can be associated in the same way. Furthermore,
all networking traffic going into/coming from the virtual-
ized/containerized nodes must go through the veth interfaces.
Thanks to the veth interfaces, the provisioning center employ-
ing template-based DevSecOps function deployment sup-
ports the flexibility for cloud operators to monitor and filter
networking traffic of physical, virtualized, and containerized
cloud nodes.

We show how SmartXMulti-Sec easily and flexibly deploy
DevSecOps functions to block the DoS attack traffic regard-
ing feasibility verification. By the visibility center, the ring
segments of victim boxes were highlighted with heights and
colors. To block the traffic, we describe the topology of
three filtering functions into a template, as shown in Fig. 12.
The option field contains initial matching rules and XDP
modes. Notice that gj.k1-gj1-cube1.eno7 is a physical net-
working port of SmartNIC. The filtering function for this
port is executed in hardware offloaded mode, so its filter-
ing performance is highly accelerated without using CPU
resources. The rules in the option field are injected into
eBPF maps for the filtering functions. Using this template as
input, the provisioning center automates the configuration of
filtering functions to the exact peering ports. Regardless of
locations and types of peering ports, deploying functions was

FIGURE 12. A provisioning template to filter the attack traffic in the
example scenario.

finished within 30 s. It is worth mentioning that the provision-
ing center for K-ONE Playground can support the automated
deployment of physical/virtual boxes, so we can also remove
the boxes causing internal attacks by writing a provision-
ing template. Consequently, SmartX Multi-Sec employing
template-based function deployment supports easy and flex-
ible flow capture and filtering.

C. LINUX eBPF/XDP-LEVERAGED LIGHTWEIGHT
MEASUREMENT AND FILTERING FUNCTIONS
To implement SmartX DevSecOps functions for flow cap-
ture and filtering, we leverage BPF compiler collection that
provides Python libraries and utilities for developers to effec-
tively implement eBPF-based programs for monitoring, net-
working, and security.

When deploying a measurement function to a networking
port, its eBPF kernel program is associated with the kernel
function (i.e., sock_queue_rcv_skb() kernel function) for the
networking port. Thus, the kernel program is executed to
handle raw packets when the packets enter the kernel func-
tion. The program firstly records the arrival timestamp of the
packets in nanoseconds. It selectively takes header fields from
layer 2 to layer 4 headers: destination/source IP addresses,
destination/source ports, protocol, TCP flags, header length,
packet length, etc. The software takes an entry of flow fea-
tures with the same key from an eBPF map and changes
the matching entry using a 5-tuple (i.e., destination/source IP
addresses, destination/source ports, protocol) as a key. If the
flow is new, then the program stores the new entry to the map.
By repeating these steps for every packet, the kernel program
generates the 5-tuple identifier and 13 features (e.g., packet
sizes, inter-packet arrival time, TCP flags) and 4 additional
data (e.g., timestamps) for each uni-directional flow. Mean-
while, the userspace program of the measurement function
operates asynchronously after associating the kernel program
with the target peering port. The userspace program repeat-
edly takes the flow features from the eBPFmap every second.
Then, the userspace program packs the flow features into a
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FIGURE 13. CPU utilization of DevSecOps functions under external and internal ICMP flood DoS attacks.

message and transfers it to a message queue of an adjacent
security post.

Regarding filtering functions, the userspace program
injects kernel programs with one of the XDP modes. Then,
the userspace program receives rule update messages from
the provisioning center through its RESTful APIs. The rules
are converted into C struct (i.e., structure for C language)
compatible with eBPF maps for filtering rule lists. Each
filtering rule contains 5-tuple of traffic flows. An empty
element in the tuple is considered as a wildcard value. The
kernel program is invoked when the associated port receives a
packet, firstly takes 5-tuple of the packet and compares it with
the rule lists. if a matching rule exists, the packet is instantly
dropped by the kernel program, and if not, the packet is passed
to the normal kernel networking path.

The flexibility of the DevSecOps functions enables
fine-grained protection for diversified networking paths in
multi-site cloud-native edge clouds. Also, the measurement
and filtering functions directly handle packets in the Linux
kernel without copying to userspace, which enables rapid
packet processing in a resource-efficient way. To verify these
advantages, the function deployment by the provisioning cen-
ter showed the flexibility of measurement and filtering func-
tions in Section IV-B. Also, the performance and resource
efficiency of using eBPF/XDP-leveraged packet capture and
filtering have been evaluated and discussed in other research
works. For example, [14], [31] evaluated the overwhelming
performance of Linux eBPF/XDP-leveraged packet capture
and filtering compared to iptables.

In addition, we evaluate CPU usages of the DevSecOps
functions under external attack and internal attack to verify
scalability. We utilize the K-Cube box, a physical edge node
with 4 CPU cores of Intel Xeon-D processor in K-ONE
Playground for both attack cases. In addition, for the internal
attack, we create two virtualized nodes having 4 virtual

CPUs respectively. Fig. 13 depicts the experiment results. The
Y-axis means the average usage percent of four physical cores
during each experiment case. For example, 200% means two
cores are fully utilized on average.

In the external attack, the physical victim node receives
10 Gbps attack traffic that occupies 97% utilization of a
physical port. This attack basically increases 63.5% CPU
usage. Associating a monitoring function with the physical
port additionally consumes 12% of a core. This result shows
that the CPU overhead for monitoring functions can be rea-
sonable under DoS attacks. We deploy filtering functions
in different XDP modes. The CPU usages are significantly
reduced because the filtering functions drop the attacking
packets at the early point of the kernel networking path before
assembling the fragmented ICMP packets. Furthermore,
filtering functions utilize very small computing resources
compared to the normal status. Also, SmartX Multi-Sec
employing eBPF-based DevSecOps functions can satisfy
the higher scalability than the Linux-native filtering scheme
(i.e., iptables).
The attacker node continuously sends 2.4 Gbps DoS traffic

to the victim node when it comes to the internal attack.
Notice that resource usages for networking between virtual-
ized nodes can fluctuate over time. This experiment shows
the sudden decrease in 20% CPU usages and 400 Mbps
networking bandwidth at most, so we measure the aver-
age results of 20 successful repetitions that show consistent
CPU usage without networking bandwidth decrease for 60 s.
Unlike the external case, we associate DevSecOps functions
with the virtual Ethernet interface of the attacker node, not
the victim node. An internal attack can quickly drain a
physical edge node’s limited processing capabilities, as the
attack consumes around 285% of CPU consumption. The
addition of a monitoring function boosts CPU utilization by
about 1%. A filtering function also decreases the CPU usage
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of a physical node since the victim node does not utilize
the CPU to receive and reassemble the attacking traffic of
fragmented packets.

In summary, the CPU usages of various use cases showed
that deploying multiple monitoring and filtering functions in
a physical cloud node can be feasible. This result guarantees
the feasibility as well as scalability of SmartX Multi-Sec
employing eBPF-based fine-grainedmonitoring and filtering.

V. DISCUSSION AND RELATED WORK
In this section, we discuss use cases where SmartXMulti-Sec
can aid in protecting multi-site cloud-native edge clouds.
We describe related work that proposes similar approaches
for edge-cloud security. And we clarify the differences with
SmartX Multi-Sec that focuses on flow-centric visibility for
protecting multi-site cloud-native edge clusters.

A. DISCUSSION ON USE CASES
The featured advantages of SmartX Multi-Sec can be flow-
centric visibility based on the simplified underlying topology
of multi-site cloud-native edge clouds, and fine-grained flow
capture and filtering by deploying lightweight DevSecOps
functions. Based on the advantages, SmartX Multi-Sec can
be utilized as a complementing feature to implement several
use cases such as micro-segmentation and multi-perimeter
defense.

Inspired by the defense-in-depth (DoD) strategy [32],
the multi-perimeter defense maintains multiple defense belts
over multi-site edge clouds by deploying micro security func-
tions.Multi-perimeter defense focuses on adjusting the acces-
sible coverage of networking traffic and protection levels of
cloud assets, based on traffic sources and the importance of
destination cloud assets. These perimeters are logically built
with DevSecOps functions on the same tiers of multi-site
edge clouds. We can apply different policies on the respective
perimeters based on the importance of cloud assets and typ-
ical attack patterns of the tiers. For example, the red-dashed
lines in Fig. 2 can be infrastructure-scale multi-perimeters.
We can configure the bottom perimeter, built over physical
SmartNICs of cloud nodes, to handle flood DoS attacks
from external devices. Among cloud nodes in edge clusters,
the midst perimeter can mainly block networking traffic of
detected attacks based on blacklists. The top perimeter can
restrict tenants and services not registered in whitelists from
accessing core clouds and the playground tower for the most
important assets. The multi-perimeter defense can be the
main application for K-ONE Playground, where gives tenants
enough freedom to realize their services over edge clouds
whereas highly protecting core clouds and the playground
tower.

SmartX Multi-Sec can also be utilized to realize micro-
segmentation. Micro-segmentation separates cloud nodes
into logical segments based on tenants and services and
applies different security policies to the segments by
coordinating security functions. Thanks to the fine-grained
networking monitoring and filtering, SmartX Multi-Sec can

create logical segments by using different security policies to
respective sets of security functions. Micro-segmentation and
the multi-perimeter defense are conceptually similar in terms
of separating edge clouds and applying different policies.
Multi-perimeter defense basically assumes the multi-tiered
underlying topology among distributed cloud nodes, and
builds defense belts to separate the segments based on the
tiers. Then, this application controls the number of defense
lines that networking traffic should traverse depending on
its sources and destination, to enforce higher protection for
important ICT assets. On the contrary, micro-segmentation
can flexibly separate edge clouds depending on logical enti-
ties such as tenants and services, and focuses on applying
different security policies to respective segments.

B. RELATED WORK ON SECURING MULTI-SITE
EDGE CLUSTERS
To effectively protect multi-site edge clouds, various
approaches have been proposed based on the concept of
software-defined security. The authors of [9] proposed a
framework to protect a centralized cloud by employing fog
devices (corresponding to edge-boxes) as DDoS defense
lines. [10] proposes autonomous security edge-boxes that can
detect suspicious behaviors of end-things using ML algo-
rithm for IDS. On the other hands, [11] and [12] suggest
service function chaining-based security. The authors of [11]
configure chains of containerized security functions in front
of web servers for flow measurement and filtering. UniSec
framework [12] implements physical security functions
accelerated with FPGA (field programmable gate array)-
based SmartNIC implementation. However, these works do
not focus on the flexibility and scalability required to pro-
tect the complicated topology of multi-site cloud-native edge
clouds effectively. Also, the visibility and semi-automated
deployment features to cope with the increasing scale of dis-
tributed clusters are not clearly proposed in the work. On the
other hand, SDSec [13] proposes a hierarchical architecture
with protocols to effectively manage security rules across
multi-site edge-boxes. Even though this work has similar
focuses in managing rules of security functions, its targets are
limited to physical and virtual boxes. Also, it does not fully
address visibility for edge-cloud security.

Meanwhile, Linux eBPF and XDP, which have strong
advantages in terms of usability, flexibility, lightweight, and
performance, are widely used as an alternative technology of
Linux internal security features such as iptables and traffic
control [14], [15], [27]. In addition to example use cases pro-
vided by XDP [29], security orchestration actively leverages
eBPF and XDP for securing distributed edge-cloud clusters.
[16] employs eBPF-based functions to collect system-related
information for security-oriented visibility to cover up to
L7 networking traffic filtering. The proposed technology
combines system visibility data of users, processes, and
application containers measured by eBPF programs, with
networking visibility data measured by ntopng. The authors
of [17] replace iptables-based filtering functions with XDP
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programs in the existing DDoS mitigation system, GateBot,
for performance benefits and flexibility. When compared
to these works, SmartX Multi-Sec attempts to propose a
systematic flow-centric visibility framework with collective
DevSecOps automation features, allowing DevSecOps oper-
ators to easily repeat monitoring, visualization, and filter-
ing networking-based threats for multi-site cloud-native edge
clouds.

VI. CONCLUSION
This paper proposes the SmartX Multi-Sec framework that
attempts to provide a systematic structure of flow-based
visibility and collective DevSecOps features for protecting
multi-site cloud-native edge clouds. The SmartX Multi-Sec
framework abstracts the underlying networking topology
among virtualized and containerized cloud nodes as a multi-
tiered onion-ring-style topology to address the topology intri-
cacy in multi-site cloud-native edge clouds. Based on the
topology abstraction, the collective DevSecOps functions
such as visibility center, provisioning center, and eBPF-based
DevSecOps functions support cloud operators to monitor,
visualize, and filter networking-based threats. The visibility
center supports scalable flow-centric visibility that collects,
stores, analyzes, and stages networking packet traffic flowing
over distributed edge clouds. Using the staged flow data,
the visibility center provides 3D onion-ring visualization
that can intuitively depict the multi-tiered topology together
with the security status of respective networking ports. The
provisioning center supports template-based deployment of
DevSecOps functions for flexible flow capture and filter-
ing on the targeted peering ports of physical, virtualized,
and containerized cloud nodes. Linux eBPF/XDP-leveraged
lightweight DevSecOps functions associated with physical,
virtual, and container networking ports can directly gener-
ate flow features from networking packets in a flexible and
resource-efficient way. We implemented the PoC-version of
the SmartXMulti-Sec framework for K-ONE Playground for
feasibility verification, which is our miniaturized testbed of
multi-site cloud-native edge clouds. Based on an example
scenario, we also showed the PoC-version of the SmartX
Multi-Sec framework could successfully provide an intuitive
3D Onion-ring visualization, template-based easy function
deployment, and resource-efficient flexible flow capture and
filtering.

In the future, we will improve the data analysis module
of SmartX Multi-Sec to address various attack scenarios by
leveraging intelligent intrusion detection schemes based on
machine learning and deep learning. In addition, with the
flexibility of Linux eBPF, the framework will utilize hetero-
geneous events regarding computing and storage resources,
to monitor and block system-oriented security threats.
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