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ABSTRACT This paper proposes an inertial sensor-based positioning method without using dead reckoning.
The basic concept estimates the current position based on a pre-indexed map composed of spectrograms
of road shapes estimated using inertial sensor signals. The proposed positioning algorithm has three
characteristics: a feature-indexed map, the Kalman filter for signal fusion, and the interacting multiple
model to integrate multiple maps. The positioning algorithm shows higher positioning accuracy and shorter
computing time than a simple scanning method. Furthermore, the size of the map does not proportionally
increase as the total length of the road increases. Therefore, the proposed positioning algorithm can be used as
a complementary or alternative positioning method to GPS-based positioning methods using only an inertial
sensor that is cheap and reliable.

INDEX TERMS Feature-indexed map, inertial sensor, localization, non-dead reckoning, road shape estima-
tion, spectrogram.

I. INTRODUCTION
Vehicle self-positioning is essential for safe autonomous
driving [1]–[4]. The most general positioning system is the
Global Navigation Satellite System (GNSS), which provides
information on the absolute position signals from at least four
satellites, and users can easily access the position informa-
tion with low-cost devices. However, GNSS accuracy could
degrade to tens of meter-level depending on the received
conditions and direct visibility from the satellites to the
devices [5], [6].

Some methods to improve the accuracy of GNSS have
been developed, including the Differential Global Positioning
System (DGPS) [7] or Real-Time Kinematic (RTK) [8], [9],
but they are too expensive to apply to production vehicles
and even useless if GPS is completely blocked. A map-based
positioning method using vision sensors is another method to
increase GNSS accuracy and an alternative to GNSS when
GNSS is unavailable. Vision sensors, such as cameras and
LIDARs, measure surrounding environments. Vehicles esti-
mate their position using distinguishable features, such as 3-D
landmarks [10]–[19] or road markings [20]–[23], extracted
from the observations by comparing with a pre-indexed map.
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The benefit of this concept is that distinguishable features
can be defined from the visual observations intuitively, and
accuracy can be higher than that of GNSS without error
accumulation [24]–[26]. However, vision sensors have their
own detection range limitations, and they are also vulnerable
to environmental changes, such as lighting and weather con-
ditions [27]. Vehicle-to-everything (V2X) technology was
recently suggested as a robust solution to obtain informa-
tion about the driving environment and is less vulnerable
to visibility and environmental changes. However, the avail-
ability and reliability of V2X depend on the communication
conditions [28], [29].

If any availability for all signals disappears, e.g., blocked
GPS, observation interference of vision sensors, and adverse
V2X communication, a new backup sensor for positioning
is required. An inertial sensor can be the backup sensor
because it measures the vehicle states, not visual objects
or communication signals. Therefore, the inertial sensor is
less dependent on visibility or communication conditions.
Furthermore, inertial sensors are mounted on most vehicles
for safety features. Themost typical positioningmethod using
inertial sensors is a dead reckoning that estimates the relative
position by integrating vehicle states [30]–[32]. However,
the dead reckoning method becomes inaccurate due to error
accumulation when used for a long-time horizon.
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FIGURE 1. Concept of the inertial-sensor-based positioning algorithm.

Some researchers have applied a map-based posi-
tioning method using only inertial sensors, not a dead
reckoning-based positioning method [33]–[39]. The basic
hypothesis of this method is that the inertial sensor signals
imply vehicle responses to the road surface profile and the
same road surface profile excites similar vehicle motions.
In other words, the inertial sensor signals in the distance
domain can be the distinguishable features of positions. Pitch
rate signals are mainly used for positioning [33]–[37], but
roll rate signals are also used [38]. The proposed map-based
approaches eliminate the error accumulation problem. How-
ever, inertial sensor signals depend on vehicle dynamics
and speed ranges. Li et al. [36] proposed a braking-robust
positioning method using the fact that drivers brake before
passing speed bumps. Nevertheless, signal-based approaches
are vulnerable to various driving patterns and require long
driving distance queries to converge the positioning; for
example, braking and pitch rate-based positioning meth-
ods require at least 255.40 m for convergence [36]. This
long-distance query requires a huge computing load and a
huge map size.

A previous study by the authors proposed a map matching-
based positioning method using the estimated road profile
from the IMU sensor [39]. The study presented how to esti-
mate vertical road shape, demonstrated the repeatability of
the vertical road shape at any vehicle type and speed ranges,
and showed the possibility of positioning using the road shape
spectrogram. This method has many advantages, such as low
cost, no error accumulation, and its use as a possible backup
or alternative when other positioningmethods are unavailable
regardless of the vehicle types or speed ranges. However, this
method still needs improvements for practical implementa-
tion, such as reducing computational load, increasing consis-
tency of positioning accuracy, and simultaneously increasing
resolution and robustness.

This paper proposes an inertial-sensor-based non-dead
reckoning positioning algorithm that can be applied in prac-
tice by realizing low computational load, consistent position-
ing accuracy, and high resolution and robustness. The inertial
sensor signals in the time domain are mapped to vertical and
lateral road shapes in the distance domain. From the estimated
road shapes, a spectrogram is constructed, which becomes
the feature for positioning. The spectrogram-based feature
requires a shorter distance for positioning than the time-based

FIGURE 2. Road shape estimation: (a) vertical road shape estimation and
(b) lateral road shape estimation.

feature [37], [39]. The proposed algorithm using the road
shape spectrogram consists of three remedies: constructing a
feature-indexed map; integrating the map-based positioning
method and vehicle dynamics using the Kalman filter frame-
work; and, using multiple maps generated using different
condition-based spectrograms. Fig. 1 shows the concept of
the proposed positioning algorithm. The algorithm shows
consistent accuracy with a manageable computational load
and map size.

Sections are organized as follows: Section II briefly
reviews a method to estimate road shapes, explains a posi-
tioning algorithm based on a position-indexed map as a base-
line algorithm, and discusses the issues of the positioning
algorithm using the position-indexed map. Section III pro-
poses a positioning method using a feature-indexed map, and
Section IV shows the algorithm validation. Finally, Section V
presents the conclusions.

II. ROAD SHAPE ESTIMATION AND POSITIONING WITH
POSITION-INDEXED MAP
Estimation of road shapes is the first step in inertial-
sensor-based positioning. Two types of road shapes are
estimated using inertial sensor signals: vertical road shape
and lateral road shape, as shown in Fig. 2. The estimated
road shapes are signals mapped into the distance domain.
The features for map-based positioning are the spectrograms
of the estimated road shapes. Usual spectrograms are rep-
resentations of signals with respect to the time-frequency
domain, but we generate spectrograms with respect to the
distance-frequency domain to keep a distance index in the
feature. The current position information can be extracted
by scanning a current spectrogram through the pre-indexed
map.

The pre-indexed map can be constructed using the road
shapes measured or estimated in the distance domain,
not in the time domain. The spectrograms based on the
distance-frequency domain become a pre-indexed map.
Spectrogram-based features are more robust than one
dimension-based feature because spectrograms have spectral
characteristics as well as spatial features, and noisy signals
are easily removed. An example of a constructed map is
shown in Fig. 3.

A. VERTICAL ROAD SHAPE ESTIMATION
Vehicle dynamic responses with respect to the vertical road
shape appear in the pitch rate and vertical acceleration
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FIGURE 3. Road shape-based map construction.

signals, as shown in Fig. 2 (a). An estimator for the verti-
cal road shape was proposed in a previous paper [39]. The
estimator was designed using an unknown input Kalman
filter framework that estimates a time-varying unknown
input [40], [41]. Common assumptions in unknown input
estimation are that the unknown input is constant or cyclic.
However, the vertical road shape varies too rapidly to be
assumed constant and does not have a simple cyclic pattern.
The unknown input Kalman filter estimates the rapidly
time-varying unknown input without the assumption of con-
stant or cyclic input at the cost of a one-step delay in
estimation.

The designed model for the vertical road shape estimator is
based on a half-car model with nonlinear dampers. Themodel
included a sensor bias model to compensate for sensor instal-
lation errors and sensor offset. The designed vertical road
shape estimator, including the bias model, is applicable for
any inertial sensor with different bias conditions. Virtual mea-
surement signals were also introduced to guarantee observ-
ability. The designed estimator provided the one-step delayed
vertical road shape using the pitch rate, vertical acceleration,
and longitudinal acceleration signals, which can be obtained
from an inertial sensor.

B. LATERAL ROAD SHAPE ESTIMATION
The main signal of vehicle dynamic responses with respect
to the lateral road shape is the yaw rate, as shown in Fig. 2 (b).
The lateral road shape, or road curvature, ρ, can be derived
as follows:

ρ =
∂ψ

∂s
=
∂ψ/∂t
∂s/∂t

=
ψ̇

v
, (1)

where ψ is the vehicle yaw angle, ψ̇ is the yaw rate, s is the
travel distance, and v is the longitudinal vehicle velocity.

C. TRANSFORMATION OF ROAD
SHAPES TO SPECTROGRAM
The estimated road shapes are transformed into the distance-
frequency domain-based spectrogram. The size of the

FIGURE 4. Extraction of positioning information using a position-indexed
map (scanning method).

spectrogram consists of the frequency and the distance
ranges. The frequency range is fixed to under 1 round/m for
the vertical road shape and under 0.5 round/m for the lateral
road shape. The distance range of the spectrogram determines
the richness of a feature in the spectrogram. A larger-sized
spectrogram would have a higher positioning accuracy but at
the expense of computational load.

D. POSITIONING WITH POSITION-INDEXED MAP
The map for positioning consists of the same-sized spectro-
grams indexed by positions. The map works as a function.
The input of the function is a position, di, and the output is
the corresponding feature (spectrogram), fi:

fi = MapPIM (di) . (2)

Fig. 4 shows a simple scanning method proposed to show
that positioning with the position-indexed map (PIM) is pos-
sible. The scanning method calculates similarities between
the spectrogram measured at the current position and the
spectrograms for all positions in the map. Thus, the position
of the spectrogram with the highest similarity becomes the
estimated current position.

E. ISSUES OF POSITIONING WITH
POSITION-INDEXED MAP
Fig. 5 shows the estimated vertical and lateral road shapes
using inertial sensor signals. The estimated shapes show
consistency, even if the inertial sensor signals are measured
in different vehicles running at different velocities, which
addresses the possibility of localization regardless of the
vehicle speed and vehicle dynamics. Fig. 6 shows the spec-
trograms transformed from the estimated shapes. The size of
the spectrogram of the vertical road shape is 1.0 round/m ×
300 m, and the size of the spectrogram of the lateral road
shape is 0.5 round/m × 300 m. These spectrograms are
constructed with a series of signal chunks. Each signal chunk
consists of signals for a 10-meter distance and is sampled
every 0.5 meters. Therefore, each chunk has 95% overlapping
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FIGURE 5. Estimated road shapes: (a) estimated vertical road shape and
(b) estimated lateral road shape.

FIGURE 6. Road shape-based spectrograms in the distance and frequency
domain.

signals with the neighbor chunks. In Fig. 6, the spectrograms
of road shapes are consistent even though the spectrograms
were extracted from different vehicle classes running at dif-
ferent speeds.

Fig. 7 shows the positioning result using the simple
scanning method. The maps were generated with data from
a full-sized sedan driven at 25 km/h. The test vehicle for
positioning was a compact-sized sedan running at about
16 km/h. The red dots are the estimated positions with only
vertical road shape-based map and black dots only lateral
road shape-based map. The positioning results show that the
position can be estimated using only inertial sensor signals
without an error accumulation problem. However, estimating
positions using the scanning method has some issues. Firstly,
map scanning is computationally expensive, and the size of
the map proportionally increases as the total length of the

FIGURE 7. Positioning results using the scanning method.

road increases. A map that is too large is problematic for data
storage and computational load.

Secondly, the accuracy is extremely degraded in some posi-
tions, as highlighted by the red circle (depicted as Circle A)
in Fig. 7. This phenomenon occurs because the current posi-
tion is estimated without considering the past position of the
vehicle. It is expected that the positions of the vehicle will
be estimated as a gradually changing variable because the
features gradually change in their neighboring area. How-
ever, a feature on a map is not necessarily unique, and the
map-based matching method is a kind of algebraic func-
tion. Therefore, the simple algebraic matching function can
cause a huge estimation error for a slight difference in the
spectrograms.

What happened in the case highlighted in Circle A is
presented in Fig. 8. When the vehicle was at 605.49 m, the
estimated position was 603.22m, but when the vehicle moved
to 605.99m, the estimated position was 2405.09m. This error
occurred because the feature measured at 605.99 m has a
higher similarity to the map feature of 2405.99 m than those
of the neighboring area of 605.99 m. Considering vehicle
dynamics, such sudden position changes from 603.22 m to
2405.99 m are not very likely.

Thirdly, the accuracy of the estimated position depends on
the chunk size of the spectrogram. Fig. 9 shows position-
ing examples with spectrograms based on different distance
ranges of 100m, 200m, 300m, and 500m. The results using a
longer distance range showed higher accuracy because of the
richer features in longer spectrograms. However, the position
extraction algorithm requires a higher computational load
with a longer range. One possible way to reduce the compu-
tational load without reducing the distance range is to reduce
the sampling frequency of signal chunks. This approach can
increase the richness of features without increasing the com-
putational load but at the cost of degraded resolution in a
trade-off relationship.
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FIGURE 8. A case of a sudden estimated positioning change.

FIGURE 9. Positioning results with several sizes of spectrograms:
(a) distance range = 100 m; (b) distance range = 200 m; (c) distance
range = 300 m; and (d) distance range = 500 m.

III. POSITIONING WITH FEATURE-INDEXED MAP
Accuracy and computational load issues are due to the struc-
ture of a map and the lack of vehicle dynamics information.
Our method is based on an alternative map structure and an
estimator framework that fuses positioning results from the
maps and vehicle dynamics. A new structure of themap called
a feature-indexed map is proposed. It stores the positions and
their probabilities with respect to the representative features
of spectrograms. Representative features mean the general
characteristics of each cluster that groups similar spectro-
grams. The number of representative features is determined
by the desired number of clusters, not by the total length
of the road. Therefore, the map requires smaller storage
space and less computational load than the position-indexed
map.

Furthermore, the feature-indexed map can provide a
probability of the estimated position that can be used for
further improvement of the positioning accuracy. A posi-
tioning algorithm is also designed based on a Kalman filter
framework that takes vehicle dynamics into consideration.

FIGURE 10. Extraction of position information using a feature-indexed
map.

Lastly, multiple maps generated using different conditions
of spectrograms are used to increase the accuracy without
degrading the resolution of the estimation.

A. FEATURE-INDEXED MAP
The feature-indexed map (FIM) consists of the positions
with their statistical information indexed by representative
features. The steps for map construction are: extract the
representative features from the same-sized road shape spec-
trograms, define the position probability distributions of each
representative feature, and save the statistical position infor-
mation of each representative feature. The feature-indexed
map works as a function, as shown in Fig. 10. The input of
the function is a representative feature, mj, and the output
is the set of possible positions Dj, the set of the position
probabilities Pj, and the set of standard deviations 6j:[

Dj, Pj, 6j
]
= MapFIM

(
mj
)
, (3)

where Dj = {dj1, dj2, . . .}, Pj = {pj1, pj2, . . .}, and 6j =

{σj1, σj2, . . .}.
These pieces of information are extracted from the spec-

trograms. The statistical information is dependent on the def-
inition of representative features. The representative features
are defined and identified based on K -means clustering [42],
a centroid-based clustering method that minimizes the
squared distances:

C∗ = argmin
C

K∑
j=1

∑
f ∈Cj

∥∥f − mj∥∥2, (4)

where C = {C1,C2, · · · ,CK}, mj is the center vector of Cj,
and f is a feature or a spectrogram for the map as the input
for K -means clustering. All mj for C∗ are the representative
features.

The probability ofmj being the central vector for the cluster
including a given feature fi is defined based on the squared
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distance between mj and fi:

p
(
mj|fi

)
= e−‖fi−mj‖

2

/
K∑
j=1

e−‖fi−mj‖
2
. (5)

The likelihood of the feature distribution with respect to a
given representative feature is defined as the probabilities of
the representative feature with respect to the feature:

L
(
fi|mj

)
= p

(
mj|fi

)
. (6)

The probability of a feature with respect to a given repre-
sentative feature can be defined as a normalized likelihood:

p
(
fi|mj

)
=

L
(
fi|mj

)∑
i
L
(
fi|mj

) . (7)

The feature-indexed map outputs the set of possible posi-
tions and their statistical characteristics, so the probability
function (7) should be defined with respect to positions, not
features. The function is easily re-expressed with respect to
positions using the mapping function from a position to a
feature, as follows:

p (m|d) = p (m|f ) , L (d |m) = L (f |m) ,

p (d |m) = p (f |m) , f = MapPIM (d). (8)

Fig. 11 shows a conceptual image of the probability
functions (8). Fig. 12 shows the probability of possible posi-
tions for a given cluster mj and corresponding statistical
information. The local maxima mean the probabilities of pos-
sible current positions when the current feature is categorized
into the jth cluster. We assume that the distribution of the
probability around the local maxima is locally Gaussian. The
expected values of the Gaussian distributions are the elements
of Dj. The peak values of the Gaussian distributions are the
probabilities in Pj. The standard deviations of the Gaussian
distributions are elements of 6j and can be used as the mea-
surement error covariance of the estimated position. In other
words, the feature-indexed map works as a positioning sensor
with Gaussian noise.

B. KALMAN FILTER-BASED POSITIONING
Once spectrograms are generated using estimated road
shapes, sk , possible positions and corresponding statisti-
cal information are obtained from the feature-indexed map,
which is the position information of the most similar repre-
sentative feature m∗ to the current spectrogram sk :[

D∗, P∗, 6∗
]
= MapFIM (m∗), (9)

where

m∗ = argmax
mj

(
p
(
mj|sk

))
= argmax

mj

e−‖sk−mj‖2/ K∑
j=1

e−‖sk−mj‖
2

 .

FIGURE 11. Conceptual description of the probability of representative
feature for a given position.

FIGURE 12. Position information of a cluster mj .

The current position among the multiple position can-
didates D∗ is estimated by integrating the probabilistic
information of the feature-indexed map and the probable
probabilistic informationwith respect to the previous position
using the Kalman filter, as shown in Fig. 13. The estimated
positions from the feature-indexedmap haveGaussian noises,
which guarantees the optimal condition for the Kalman
filter.

The system and measurement models for the Kalman filter
are designed as follows:

xk = Fxk−1 +Guk−1 + wk ,

yk = Hxk + nk , (10)

where

xk = dk , uk = vk ,

F = 1, G = dt, H = [1 1]T ,

yk = zk =
[
d∗ver,k d∗lat,k

]T
,

dk is the longitudinal position, vk is the current velocity, and
dt is the sampling time. wk and nk are the process and mea-
surement noises assumed to be zero-mean Gaussian white
noise with covarianceQk and Rk , respectively. The measure-
ment zk is composed of the positions extracted using vertical
and lateral road shapes from the map, d∗ver,k and d∗lat,k . The
Kalman filter estimates the vehicle position through the recur-
sive updates between the time-update using vehicle dynamics
and the measurement-update using the measurements from
the map [43].

The concept of extracting positions, d∗ver,k and d∗lat,k ,
is shown in the bottom box in Fig. 13, which becomes the
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measurement of the Kalman filter. The concept to extract
the most probable position among the set of position can-
didates from the map uses the time-updated state x̂k|k−1
and its error covariance P̂k|k−1 to the probabilistic infor-
mation of the position candidates. Given a representative
feature (mj) and time-updated vehicle position information
(x̂k|k−1, P̂k|k−1), the probability of the position is expressed
as the weighted version of feature-based position probability
p
(
d |mj

)
using vehicle dynamics-based position probability

p
(
x|x̂k|k−1, P̂k|k−1

)
:

p
(
d |mj, x̂k|k−1, P̂k|k−1

)
= p

(
d |mj

)
· p
(
x|x̂k|k−1, P̂k|k−1

)
,

(11)

where p
(
x|x̂k|k−1, P̂k|k−1

)
is the Gaussian distribution of x

given x̂k|k−1 and P̂k|k−1.
The most probable position d∗ is the position with the

highest probability among the modified position probabil-
ities, which becomes the measurement. The corresponding
measurement noise σ ∗ is the standard deviation of d∗:

d∗k = argmax
d

p
(
d |mj, x̂k|k−1, P̂k|k−1

)
,

σ ∗k = σ of d
∗
k . (12)

The expected positions and standard deviations identi-
fied by vertical and lateral road shapes are augmented as
the measurement vector zk and covariance matrix Rk . The

measurement vector and the noise covariance matrix are:

zk =
[
d∗ver,k
d∗lat,k

]
, Rk =

[
σ ∗ver,k

2 0
0 σ ∗lat,k

2

]
, (13)

where d∗ver,k and d∗lat,k are the extracted positions at k time
step using the feature-indexed maps of vertical road shapes
and lateral road shapes, respectively. σ ∗ver,k and σ ∗lat,k are
the corresponding standard deviations. The Kalman filter is
measurement-updated based on the augmented measurement
vector zk and covariance matrix Rk .

C. ACCURACY IMPROVEMENT USING MULTIPLE MAPS
AND MULTIPLE INTERACTING FILTERS
The positioning accuracy of the proposed method is depen-
dent on the size of the spectrogram. We propose a method to
improve the accuracy with a small increase in computational
load while keeping the resolution at the current level. The
method is the integration of Kalman filter-based positioning
methods using different-sized maps. A Kalman filter-based
positioning method with a short-distance map is expected
to have the advantage of high resolution, and one with a
long-distance map is expected to have the advantage of high
accuracy.

The basic idea is adopted from the interaction multiple
model (IMM) estimator structure, as shown in Fig. 14. The
IMM approach is used to improve the efficiency of an adap-
tive system by switching or tuning several models based
on the responses of the system and models [44]–[47]. The

FIGURE 13. Positioning algorithm based on the integration of the Kalman filter and the feature-indexed map.
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IMM architecture has three steps: interacting, filtering, and
integrating with the updated mode probability.

The interacting step mixes states x̂ ik−1|k−1 and their covari-
ances P̂ik−1|k−1 of each model with the mixing probability:

µ
j|i
k−1|k−1 =

πjiµ
j
k−1

N∑
j=1
πjiµ

j
k−1

, (14)

where µjk−1 is the posterior mode probability of model j in
step k − 1, πji is the prior probability for the transition from
model j to model i, and N is the number of models.

The mixed states x̃ ik−1|k−1 and their covariance P̃ik−1|k−1
of model i, under the Gaussian mixture model assumption,
derived as:

x̃ ik−1|k−1 =
N∑
j=1

µ
j|i
k−1|k−1x̂

j
k−1|k−1,

P̃ik−1|k−1 =
N∑
j=1

µ
j|i
k−1|k−1

×

[
P̂jk−1|k−1 + e

j
k−1|k−1

(
ejk−1|k−1

)T]
,

ejk−1|k−1 =
(
x̂ jk−1|k−1 − x̃

i
k−1|k−1

)
. (15)

These mixed states and their covariance become the initial
state and covariance of each Kalman filter-based position
estimator constructed with the different conditioned maps.
The Kalman filter-based position estimators predict and
update their own position and error covariance using the
estimated position from each map, respectively.

The estimated results of each Kalman filter are integrated
with the updated mode probability based on the innovation
(zik −Hk x̂ ik|k−1) and its covariance S

i
k from the Kalman filter.

The updated mode probability is expressed as:

µik =

N
(
zik ;Hk x̂ ik|k−1, S

i
k

) N∑
j=1
πjiµ

j
k−1

N∑
l=1

N
(
zik ;Hk x̂ lk|k−1, S

l
k

) N∑
j=1
πjlµ

j
k−1

, (16)

where N(x; x̄, σ 2) is the probability of x given x̄ and
σ 2 (the mean and the variance of x under the Gaussian
assumption). The updated mode probability is the mode
probability-weighted with the estimated position probability
from eachKalman filter. The final state x̂k|k and its covariance
P̂k|k , integrated all states from N models under the Gaussian
mixture model assumption with the updated mode proba-
bility, are the final estimated current position and its error
covariance:

x̂k|k =
N∑
i=1

µik x̂
i
k|k ,

P̂k|k =
N∑
i=1

µik

[
P̂ik|k +

(
x̂ ik|k − x̂k|k

) (
x̂ ik|k − x̂k|k

)T]
. (17)

FIGURE 14. Integration of multiple maps using the interacting multiple
model framework.

The designed model structures have the same dynamics
but different measurements from the different maps. Once a
measurement is performed, the transition probabilities from
model j to i are determined as follows:

πji =

{
1/NA, measurement i is available,
0, measurement i is unavailable,

(18)

where NA is the total number of models for which measure-
ments are available.

IV. ALGORITHM VALIDATION
The proposed algorithm was validated using the data col-
lected on campus roads of a university, as shown in Fig. 15.
Two different vehicles were used for the validation: a
full-sized sedan and a compact-sized sedan. In general,
the road shape map would be pre-defined with the real
road shape. However, the consistency of the estimated road
shape makes it possible to generate a road shape map using
the estimated road shapes with different types of vehicles.
The full-sized sedan was used for map construction, and the
compact-sized sedan was used to perform positioning. The
IMU sensor with the generic specification, consisting of
3-axis accelerometers with 10 g range and 2 µg bias, and
three gyros with 100 ◦/s range and 2 ◦/h bias, was installed
near the center of gravity of vehicles.

Two sets of spectrograms from vertical and lateral road
shapes were constructed with 10-meter window size, 95%
overlap, and a 100-meter distance range for map construc-
tion. These two sets of spectrograms are the basis of the
feature-indexed map. The number of representative features
to construct the feature-indexed map is dependent on the total
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FIGURE 15. Test environment: the red line is for map construction, and
the yellow line is for the positioning test.

number of spectrograms of the map and affects the resolution
and accuracy of the representative feature with a trade-off
relationship. We extracted 1000 representative features from
each group of spectrograms when the number of spectro-
grams is 9160.

Fig. 16 shows two representative features for spectro-
grams of the vertical road shape and the corresponding
spectrograms. The spectrograms in the same cluster have high
similarities to each feature. However, not all spectrograms
are from neighboring areas of a single position. For exam-
ple, in Cluster 655, some are from 3074 meters, and some
are from 3520 meters. Therefore, the possible positions are
probabilistically determined.

The probabilities of the representative feature for given
positions are shown in Fig. 17 (a). For example, when a
current spectrogram is categorized into Cluster 655, the prob-
ability of the possible position is distributed, as shown
in Fig. 17 (b). In this case, the most likely position would
be 3074.5 meters unless any history of vehicle positions is
given.

If information about the vehicle position in the previous
time step is given, choosing the most likely current posi-
tion would be different. For example, Fig. 18 (a) shows
the positions with their probabilities obtained using only
the feature-indexed map. Fig. 18 (b) shows the probability
of the estimated position obtained using the Kalman filter.
As shown in Fig. 18 (c), combining these two pieces of
information, a new estimated position can be determined
as 1458 meters, and its variance becomes the measurement
noise.

The effect of integration with the Kalman filter is shown
in Fig. 19, where the accuracy has been improved by remov-
ing the sudden position changes. Figs. 19 (a) and (b) show
the positioning results with the scanning method using the
position-indexed vertical and lateral shape map, respectively.
Fig. 19 (c) shows the positioning result using the integra-
tion of the Kalman filter framework and the feature-indexed
map that includes both vertical and lateral road shapes. The

FIGURE 16. Two examples of the representative feature in a map based
on vertical road shape and the chunks of spectrograms corresponding to
each representative feature.

process noise covariance is assumed as 50 m. The integra-
tion of the Kalman filter framework and the feature-indexed
map can remove the sudden position jumps by the scanning
method.

The effect of using multiple sizes of maps is shown in
Fig. 20. The positioning algorithm uses two feature-indexed
maps. The first one consists of spectrograms with a 300-m
distance range and 50% overlapping for positioning accuracy
(i = 1, Map 1). The other consists of spectrograms with
a 100-m distance range and 95% overlapping for position-
ing resolution (i = 2, Map 2). The transition probabilities
are:

πji =

{
1, for available measurement i,
0, for unavailable measurement i,

(19)

where i = 1, 2. When both measurements from Map 1 and
Map 2 are available, the transition probabilities are equal for
each measurement:

πji = 0.5. (20)

The blue and red lines in Fig. 20 show the root mean square
(RMS) errors of the estimators using single feature-indexed
maps. The black line shows the estimator using the two maps.
The mean distance error of the estimator with Map 1 was
2.3 m, with Map 2, 3.2 m, and with both Map 1 and Map 2,
1.7 m. The estimator with Map 1 shows higher accuracy
than Map 2’s because of the larger size of the spectrogram.
However, the resolution of the estimator with Map 1 is worse

132774 VOLUME 9, 2021



J. Gim, C. Ahn: Inertial-Sensor-Based Non-Dead Reckoning Localization for Ground Vehicles

FIGURE 17. Probability distributions: (a) probabilities of representative
features for given positions and (b) position probability when m655 (the
representative feature of Cluster 655) is given.

than Map 2’s, as seen in the bottom plot of Fig. 20. The esti-
mator with multiple maps showed higher accuracy than the
estimators with single maps. Furthermore, the resolution of
the estimator with multiple maps is the same as the highest
resolution among the multiple maps.

Fig. 21 compares the map sizes and the computing times of
several methods with respect to the total distance of the map,
which determines the computational load. The computing
time is defined as the averaged calculation time for map
matching, i.e., the calculation time for extracting measure-
ment vector zk from the map. The blue line is for the scanning
method with the position-indexed map (PIM). The red line
is for the proposed method that integrates a Kalman filter
and multiple feature-indexed maps (Map 1 + Map 2). The
black line is for the integrated method of a Kalman filter
and a single feature-indexed map, which shows a similar
accuracy to the proposed method. All maps were constructed
to have the same resolution. A longer total distance of the
map requires a larger map size and longer computing time.
However, the size and computing time of the feature-indexed
map are less sensitive to the total distance of the map than
those of the position-indexed map. For example, the map size
for the unit distance of the PIM is 40.8 kB/m, and that of
multiple feature-indexed maps is 1.36 kB/m. The computing
time for the unit distance of the scanning method with PIM
is 0.1147 ms/m, and that of multiple feature-indexed maps is
0.0025 ms/m.

FIGURE 18. Concept of reflecting the vehicle dynamics into the position
candidates: (a) the current measurement (position information of m655);
(b) the expected position distribution based on the Kalman filter; and
(c) the position information considering the expected position and the
current measurement.

FIGURE 19. Effect of integration of the Kalman filter and a
feature-indexed map: (a) scanning method with a position-indexed map
of vertical shape; (b) scanning method with a position-indexed map of
lateral shape; and (c) integration of the Kalman filter and a
feature-indexed map.

Fig. 21 also shows the benefit of using multiple feature-
indexed maps compared to the method with a single
feature-indexed map. The spectrograms need to have a
long-distance range and high overlap to improve the accuracy
and resolution simultaneously with only a single map.
Therefore, the map requires a huge size and long comput-
ing time. For example, a single feature-indexed map for
10000 meter-distance requires 130.68 MB and 0.1 seconds.
On the other hand, multiple feature-indexed maps for the
same total distance need 38.45 MB and 0.025 seconds.
In other words, the positioning method based on multi-
ple feature-indexed maps can increase the accuracy and
resolution without using too large a map and too much
computation.

Table 1 summarizes the contributions of the proposed
methods. All non-GPS-based positioning methods require a
map, and the problem is the map size and computational

VOLUME 9, 2021 132775



J. Gim, C. Ahn: Inertial-Sensor-Based Non-Dead Reckoning Localization for Ground Vehicles

FIGURE 20. Effect of using multiple maps.

FIGURE 21. Map sizes and computing times of several methods that have
the same resolution: (a) map size with respect to the total distance of
map and (b) computing time with respect to the total distance of map.

FIGURE 22. IMU-based positioning results: (a) proposed method and
(b) dead reckoning (a typical method for inertial sensor-based
positioning).

load. The proposed feature-indexed map reduces both map
size and computing time because it stores the position with

TABLE 1. Summary of proposed methods’ effects.

respect to features, whereas general maps store features with
respect to positions, and its validation is shown in Fig. 21.
The integration of the Kalman filter and the feature-indexed
map suppresses sudden positioning changes, as shown in
Figs. 18 and 19. The Kalman filter integration also improves
the positioning accuracy by providing an integration frame-
work of multiple measurements (estimated positions using
vertical and lateral road shapes), as shown in Fig. 19. The
positioning with multiple feature-indexed maps improves the
positioning accuracy and resolution without a large increase
of the map size and the computational load, as shown in
Figs. 20 and 21. Finally, Fig. 22 shows that the proposed
method eliminates the error accumulation, a chronic problem
that prevents long time horizon application of the mainstream
algorithm for inertial sensor-based positioning called dead
reckoning. Therefore, the proposed positioning method can
quickly identify the position of the vehicle with only an
inertial sensor without error accumulation.

V. CONCLUSION
This paper presented an inertial sensor-based positioning
method with no dead reckoning. Vertical and lateral road
shapes can be used as features to identify positions on a road,
but road shapes are not necessarily unique and do not vary
monotonically. Therefore, we proposed a feature-indexed
map and integrated the road shape-based positioning method
with vehicle dynamics using a Kalman filter framework. The
approach has several benefits, such as reduced map size,
reduced computational load, increased accuracy, and the abil-
ity to use multiple maps.

One limitation is that the accuracy is a fewmeters, which is
not as good as DGPS or RTK because characteristic features
on the road may not exist every few centimeters. Another
limitation is that the method is valid for one-dimensional
localization. This method cannot identify the current lane
unless maps for all lanes are available. However, the most
substantial benefit of the proposed algorithm is that the
required sensor is cost-effective, reliable, and robust to envi-
ronmental changes. Therefore, this method would still be
available even when wireless signals are blocked or optical
sensors are malfunctioning because of severe weather con-
ditions. Possible applications are the localization of public
transportation running on an exclusive lane with a fixed route
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and a backup for the localization of military vehicles on a
battlefield where GPS is jammed and optical sensors cannot
work because of smoke. In addition, the proposed method is
scalable to the general non-GPS-based localization by con-
structing map structure in the feature domain using image-
based features and definition of two-dimensional position
probabilistic information.
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