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ABSTRACT We propose a novel wireless control system architecture that divides the wireless service area
into smaller optical cells and centrally controls the user equipment (UE) connections under each optical cell.
The proposal transmits via IoT smart lighting an optical identifier (ID) specifying connection information to
the UE with illuminance sensor. The received optical ID indicates the optimum connection destination. Two
solutions are proposed to overcome the hardware restrictions faced by optical ID transmission/reception.
Oversampled edge-excluded receiving scheme (OE) reduces the error rate; the signal is oversampled and
each window subjected to majority decision. Optical ID reception with lower error rate than conventional
approach is realized with a minimum received illuminance of just 8.5 lx (background illuminance 226.67 lx)
and amodulation factor of 7%. Fast optical ID authentication (FA) reduces the authentication cycle preceding
optical ID reception by performing correlation calculation between the cyclic matrix and an optical ID
list. FA shortens the authentication cycle by 62.5 % (1200 ms to 450 ms). Furthermore, an optical cell
control algorithm (ScanLine-based/MinDist-based) is proposed to offset the deterioration in network quality
created by non-uniform UE distribution. ScanLine-based algorithm controls optical cells in scanning line
manner, whileMinDist-based favors optical cells with the minimum distance from the access point (AP). It is
confirmed that with an optical cell radius of 5 m or less, the capacity difference per user is reduced compared
to the existing RSSI-based alternative while reducing the deterioration of total capacity in extremely biased
user distribution scenarios.

INDEX TERMS Wireless local area network hotspot, optical wireless communication, optical cell operation,
wireless local area network control plane.

I. INTRODUCTION
The demand for wireless communication has been remark-
able in recent years, and the use of user equipment (UE)
has exploded [1]. By 2022, wired networks will account for
29.4 % of Internet protocol (IP) traffic, and Wi-Fi devices
and mobile networks will account for 70.6 % of that traf-
fic [1]. Wireless services have made it possible for every-
one to connect to the network. In particular, wireless local
area network (WLAN) services based on IEEE 802.11 are
widely deployed in public facilities and commercial facilities,
and many hotspots have been deployed [2]. Hotspots are
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now being offered as a value-added service to commercial
services [3]. In other words, network service is being pro-
vided as a commercial tool for the purpose of attracting
customers. However, if the quality of the communication
environment provided is problematic, customer satisfaction
with the entire commercial service may be degraded [4]–[6].
Therefore, the quality and convenience of the communication
environment is a critical factor.

However, hotspot services have challenges in terms of
providing access only to UEs in the target area and service
quality. Existing services are not able to provide location-
aware hotspots. With existing systems, it is difficult to pro-
vide network connection to just the UEs in a specific region
within the wireless access area. In other words, it is difficult
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to limit the usage area based on location [7]. This means
that there is a lack of flexibility in the provision of hotspot
services. Furthermore, there is a possibility of unintended net-
work access from outside the target area. This is because, due
to the diffraction property of wireless signals, it is physically
possible to communicate beyond the target area. Such unin-
tended use of the network can degrade the communication
quality as perceived by the primary target users. This may
induce a decrease in customer satisfaction with the entire
commercial service. Network access restriction is generally
achieved by distributing different passwords to the UEs to
differentiate the target areas, but there is a concern that this
will reduce usability [8].

Additionally, from the network provisioning viewpoint,
existing received signal strength indicator (RSSI)-based sys-
tems have difficulty in load balancing with fine granular-
ity, and the network quality fluctuates according to UE
distribution [9]. In existing systems, it is difficult to control
UE connections according to the individual UE location.
For example, a UE connects to the access point (AP) with
the strongest RSSI when it first connects. However, as the
UE moves and its location changes, the throughput deterio-
rates [10]. The distribution of UEs is rarely spatially uniform,
and congestion often occurs in different areas. Depending on
distribution irregularity, network quality can be significantly
degraded [9]. Furthermore, highly irregular UE distributions
can generate excessive network traffic concentration on indi-
vidual APs [11].

Various approaches have been proposed to support non-
uniform distributions of UEs. One approach is for each UE
to make its own AP selection decisions depending on their
state. Each UE calculates the optimal AP by itself and con-
nects to the destination under its own initiative. The second
approach is to collect network information from a central AP
or controller and then determine the connection destination
for each UE based on that information. In this approach,
network parameters including RSSI between UE and AP are
used to determine the connection destination. However, in an
environment where a large number of UEs and an extremely
concentrated user distribution occur, it is difficult to perform
fine-grained connection control, so an approach that consid-
ers the absolute UE position is also being considered. In order
to improve the accuracy of UE position determination, one
approach utilizes not only the radio waves themselves but
also other media. By utilizing such position determination,
it is possible to calculate the optimum connection destination.
Unfortunately, this approach makes it necessary to modify
UE hardware and software to add the functions needed.

In order to realize location-aware service provisioning and
fine-grained network control in hotspot services, we propose
a new wireless control system architecture that intentionally
divides the wireless service area into small optical cells and
controls the connection of UEs in each optical cell. In the
proposed system, optical identifiers (IDs) that represent net-
work connection information are distributed to each optical

cell, authentication and connection are performed according
to the optical IDs, and AP assignment can be dynamically
changed by changing the optical ID. In our proposal, we
limit the network available area by performing location-based
authentication for each optical cell. In addition, by coordi-
nating optical cells, it is possible to set up partially avail-
able/unavailable areas within the radio wave coverage area,
and flexible authentication and connection can be easily
realized. Instead of using a built-in dedicated optical wire-
less transceiver, smart light emitting diode (LED) lighting is
used as the ID light source, and the illumination sensors or
cameras in existing smartphones are used to receive optical
IDs. Therefore, the system can be realized without modify-
ing existing UE hardware, thereby reducing the barriers to
implementation.

To further improve the benefits of the proposed system in
terms of network quality, we propose an optical cell control
algorithm that guarantees high network quality against tem-
poral variations in UE location distribution. In this algorithm,
UE connection control is performed by considering the traffic
of each AP and the absolute location of the optical cells and
APs, without actively collecting UE location information.
We show that our proposal enables load balancing amongAPs
while ensuring fairness of capacity among UEs under each
AP in various UE location distribution scenarios. We also
show that, by considering the location of each AP and opti-
cal cell, the total system capacity reduction caused by load
balancing among APs can be minimized.

Section II describes relevant studies in the literature.
Section III describes the entire proposal. First, we describe
the architectural details and configuration, and propose an
optical ID distribution scheme. In addition, we also propose
an optical cell control algorithm. Section IV shows the results
of a field evaluation of the optical ID distribution scheme and
the scenario-based evaluation of the effectiveness of the pro-
posed architecture under various UE distributions. We also
discuss the design of the optical cell. Section V summarizes
this work.

The contributions of this paper are as follows.
• Proposal of an WLAN control architecture that divides
the network service area by optical cells and realizes
flexible but simple connection control for each opti-
cal cell.

• Experimental evaluation of the proposed optical ID
transmission/reception scheme by implementing the
architecture with general IoT lighting and the illumi-
nance sensors installed in smartphones.

• Evaluation of the proposed optical cell control algo-
rithm that achieves fairness and high average capacity
against local UE concentration and fluctuation in user
distribution.

II. RELATED WORKS
This section describes related works on AP connection
selection and location estimation.
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FIGURE 1. Proposed system architecture that applies optical wireless to the control plane of WLAN.

A. RESEARCH RELATED TO ACCESS POINT SELECTION
Various techniques have been proposed for AP assignment.
They can be roughly divided into two types: UE-driven and
network-driven.

The UE-driven type has the UE select and connect to an
AP. In existing WLAN systems, the UE takes the initiative
in connecting to the AP with the strongest RSSI among
connectable APs [12]. An alternative method uses the round
trip time (RTT) between the UE and AP to trigger connec-
tion switching [13]. In [14], the UE selects the connection
destination AP by itself according to the moving direction of
the UE by using the geomagnetic sensor set in the UE. All of
these UE-driven type methods tend to optimize the individual
connection quality via RSSI.

On the other hand, network-driven type methods assess
the entire network and distribute UE connections from the
viewpoint of network resources. The AP and controller basi-
cally perform centralized connection control based on the col-
lected UE information. For example, one method changes the
physical locations of the access points based on the informa-
tion of UE location distribution. Dynamically changing AP
placement is expected to improve the communication quality
adaptively, even if the UE distribution fluctuates [15], [16].
However, the APs need to be equipped with a mobility
mechanism. An alternative dynamically changes the trans-
mission power according to UE location. These so-called
cell-breathing methods control the transmission power of the
AP, and a UE experiencing weak RSSI is forcibly recon-
nected to another AP [17], [18]. In the cell-breathing scheme,
the control granularity of UEs to be load balanced is limited,
and fine-grained connection control is difficult.

There are also several load balancing schemes for the AP
side based on parameters that can be collected at each AP. The
main parameter collected is the number of active UEs [19].
In addition to the number of UEs, [20] also considers the
RSSI between the UE and the AP. Furthermore, in [21],

the data rate is also employed as a parameter alongwith RSSI.
However, in these RSSI-based schemes, the uncertainty in
RSSI determination makes it difficult to select the correct
UE for balancing in environments where the number of UEs
is extremely high or they are unevenly distributed. Hence,
throughput bias among UEs or APs will occur.

In addition to the relevant parameters mentioned above,
a method has been proposed that uses the geographic location
of the UE for connection selection. In [22], the location
information of UEs is estimated from the RSSI of beacons
and a distribution map is created, which is then used to select
the connection destination. This is based on the RSSI of the
beacons. It is affected by uncertainty in environments where
the distribution is skewed. Reference [23] proposed a method
that uses deep learning to estimate UE location from the
radio signal (radio parameters other than RSSI) to achieve
advanced location awareness and use location results for AP
selection. However, achieving accurate location estimation
incurs heavy computation costs. This problem worsens as UE
number increases.

B. LOCATION ESTIMATION SCHEME
Various studies have been conducted to estimate the location
of UEs. In addition, services related to location information
have been actively proposed. The global positioning sys-
tem (GPS) is well known as a source of location informa-
tion [24]. Although GPS can determine location with high
accuracy when used outdoors, it is well known that its accu-
racy is poor indoors.

An indoor positioning technique that uses sound waves has
been proposed [25], [26]. This can estimate the position in
three dimensions. There is also a positioning technique that
uses the channel characteristics of wireless signals [27], [28].
References [27], [28] proposed a position estimation tech-
nique using channel state information (CSI). It has been
reported that using CSI improves the accuracy of position
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FIGURE 2. Reception error in asynchronous correlation receiving scheme.

FIGURE 3. Detailed understanding of the oversampled edge-excluded
receiving scheme (OE).

estimation compared to using RSSI. Unfortunately, these
proposals require the use of special devices dedicated as
transmitters and receivers. To ensure convenience and prac-
ticality in implementing area-based connection restriction in
hotspots, it is desirable to use an approach that does not use
special devices and does not involve UE modification.

III. PROPOSAL: OPTICAL WIRELESS FOR WLAN
CONTROL PLANE
A. PROPOSED SYSTEM ARCHITECTURE
1) OVERALL ARCHITECTUE
Figure 1 shows the proposed system architecture. We assume
a hotspot service with multiple APs that overlap each other.
In addition, we also assume that there are multiple optical
cells with smaller areas in the WLAN area. Specifically,
the optical cells are created by smart Internet of Things (IoT)
lighting using LEDs that can be dimmed by external control.
The smart IoT lighting is used as an array of optical wireless
transmitters; the modulation level is so low that it cannot be
perceived by humans, and its lighting function is retained.

In our system architecture, AP selection is centrally con-
trolled for each optical cell. The optical cells distribute the
optical IDs, which are used for authentication and connection
control. By knowing the installation location of the opti-
cal cell in advance, we can flexibly establish permitted and
restricted areas. In addition, location-based connection con-
trol, which utilizes the installation location of optical cells,
is expected to effectively realize load balancing, even when
UEs move their locations or crowd together. The mechanism
of connection control by optical cells and its flow are shown
below.

In our system architecture, APs and smart IoT lighting are
connected to a central AP assignment controller in a basic
star network topology. The status of UEs under each AP is

managed, and the connection status is periodically collected
from APs by the central AP assignment controller. Here,
the status indicates information related to WLAN such as
the number of UEs, channels, and frequencies of each AP.
Based on this status, the optical ID is determined by the AP
assignment controller for each optical cell. Here, the optical
ID is an arbitrary orthogonal bit sequence. Individual bit
sequences are associated with individual SSID/PW. Optical
IDs can be operated locally rather than globally to reduce the
bit length. For example, in a small area such as the wireless
service area of a commercial facility, about 8-bits is sufficient.
A control signal for modulating the determined optical ID is
sent from the AP assignment controller to the light source.
The optical ID is broadcast to the UE in the optical cell.
By transmitting the optical ID, the transmission rate required
is reduced compared to sending the SSID/PW directly, mak-
ing it possible to utilize IoT lighting with lower modulation
facto and illuminance sensors with lower sampling rates as
transmitters and receivers (TRx). The UE that receives an
optical ID refers to an optical ID list loaded in advance and
tries to connect to the specified AP. Here, the optical ID
list associates the optical ID with connection information
(i.e. SSID/PW etc.,). After receiving the optical ID, the UE
makes the connection specified by the authentication process.

Instead of a dedicated optical wireless transceiver, we uti-
lize general IoT lighting as the transmitter and a smartphone’s
illuminance sensor as the receiver. The advantage of the
proposed system is that it is expected to become widespread
given the rapid penetration of IoT. For example, the spread
of IoT lighting systems is expected to increase more and
more for the purpose of energy saving [29]–[32]. However,
there are trade-offs due to the use of general IoT equipment.
One is that it is difficult to increase the transmission speed.
Due to the limited speed of IoT lighting modulation and
the sampling frequency of most illumination sensors, the
amount of information that can be transmitted is limited. This
makes it difficult to insert the synchronous bits. As a result,
it becomes difficult to achieve low error communication.
In the next section, we detail our optical ID-based trans-
mission/reception method that overcomes these problems.
Another issue with our proposal is that the AP assignment
controller and the UEs need to have a common optical ID
list in advance. Our system enables UE control even at low
speeds by maintaining an optical ID list that contains the
optical IDs corresponding to the information to be trans-
mitted. Considering these points, TRx must be economical
and convenient in order to break down the hurdles of system
diffusion and implementation, so it should be possible to use
existing devices and smartphones without modification.

2) OPTICAL ID TRANSMISSION AND RECEPTION SCHEME
USING CONSUMER SMART IOT LIGHTING
AND SMARTPHONES
In order to improve the economy and convenience of
sending and receiving optical IDs, existing lighting and
smartphones must be used instead of dedicated optical
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FIGURE 4. Generated cyclic matrix and optical ID list.

transmission/reception devices such as Light-Fidelity
(Li-Fi) [33]. In addition, the optical ID receivers must be
implemented as a simple smartphone application. Therefore,
we propose an optical ID transmission and reception scheme
to utilize IoT smart lighting as the transmitter, and the illumi-
nance sensor of the smartphone as the receiver.

However, there are several technical issues. First, the trans-
mission speed depends on the sampling frequency of the
TRx, which is extremely low. Since it is difficult to use
synchronous bits such as preambles, asynchronous commu-
nication must be used, resulting in high error rates. Also, due
to the limited transmission speed, it takes time to receive and
authenticate the optical ID.

One well known pattern matching method is that used
in an intelligent lighting system [34]. This approach has
the advantage of simplicity as optical correlation receiving
is used. As shown in Fig. 2(a), there is no reception error
when sampling is performed at the correct position for the
received pulse. However, in the case of asynchronous com-
munication, as shown in Fig. 2(b), errors are likely to occur
when sampling is performed in an uncertain region, such as
at the rising/falling edge of a pulse, where 1/0 judgment is
uncertain. To address this issue, we propose an oversampled
edge-excluded receiving scheme (OE). OE makes it possi-
ble to ignore uncertain regions (the edges) that hinder ID
determination. OE can estimate the optical ID by oversam-
pling the transmitted n-bit signal and performing window-
based decision for each defined window length. Fig. 3 details
the proposed receiving process. The received illuminance is
binarized using a threshold value calculated from the aver-
age illuminance value in the sliding window. OE uses this
sliding window to extract oversampled N -bit arrays. Here,
signal uk after binarization is represented by the following
equation.

uk =


1 if sk ≥

∑l=N
l=1 sk−N+l

N

0 if sk <

∑l=N
l=1 sk−N+l

N

(1)

Here, sk represents the sensor sampling instances in the
sliding window; sliding window length for binarization is N .
The binarized N -bit signal is converted into an n-bit optical
ID by using a judgement window. λk , which constitutes the
optical ID after window-based judgement, is given by the

following equation.

λk =


1 if sum {wk} >

K
2

0 if sum {wk} ≤
K
2

(2)

Here, the window length for window-based is, for the k-th
judgement window, set to K (= N /n). By performing these
processes at the UE, uncertain regions (the edges) of the
transmitted signal that hinder the determination of optical ID
can be avoided, and the error rate can be reduced even with
asynchronous signaling.

In the OE proposal described in advance, oversampling
is performed K times compared to the existing receiving
method. This means that the matching cycle between the
received optical ID and the reference ID is also K times
longer. A matching cycle is represented by the following
equation.

Tperiodic = K � n � 1/fsample (3)

n is the number of bits of the optical ID, and fsample indicates
the sampling frequency of the illuminance sensor. Tperiodic
increases in proportion to n and K . The Tperiodic indicates
the shortest period during which optical ID can be pattern
matched. Therefore, in order to ensure usability, it is nec-
essary to reduce Tperiodic as much as possible. Therefore,
we also propose a fast optical ID authentication scheme (FA)
that reduces the authentication cycle. The proposed method
compares not only the optical ID itself, but also n bit-shifted
patterns of the optical ID and the reference ID on the optical
ID list in each sampling cycle. The optical ID is given by

3received =
[
λ0 λ1 · · · λn−2 λn−1

]
. (4)

As shown in Fig. 4, cyclic matrix 3 is generated by bit-
shifting the received optical ID. The optical ID list 4 is pre-
pared in advance. Here, φ indicates the number of reference
IDs in optical ID list, and ξ [φ] indicates the reference ID#φ.
The k row of the cyclic matrix (i.e. λ[k]) and the j row of
the optical ID list (i.e. ξ [j]) are extracted, and the correlation
coefficient γλ[k]ξ [j] is calculated by the following equation.

γλ[k]ξ [j]=

1
n

∑n−1
i=0

(
λ
[k]
i −

¯λ[k]
) (
ξ
[j]
i −

¯ξ [j]
)

√
1
n

∑n−1
i=0

(
λ
[k]
i −

¯λ[k]
)2

�

√
1
n

∑n−1
i=0

(
ξ
[j]
i −

¯ξ [j]
)2
(5)

The correlation coefficient between each row in the cyclic
matrix and each row in the optical ID list (i.e. reference ID)
is calculated by in round-robin manner. The reference ID#j
with the highest correlation coefficient is determined by using
following equation.

ξ [j] = arg max
k,f ,∈N
1≤k≤n
1≤j≤φ

{
γλ[k]ξ [j]

}
(6)
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FIGURE 5. Optical cell operation framework. (a) Arrangement and
configuration of AP and optical cell. (b) Overall flow chart of optical cell
operation.

Finally, the reference ID#j corresponding to the received
optical ID is extracted from the optical ID list. The matching
cycle when FA is applied to the OE is expressed by using
sampling frequency of illuminance sensor fsample.

Tperiodic_FA = K � 1/fsample (7)

Matching cycle duration can be reduced by the factor of n
compared to when only OE is used.

These processes can be implemented in software and run
on the UE.

B. OPTICAL CELL OPERATION POLICY
The proposed architecture controls the optical ID distributed
in each optical cell based on UE connection state. Our cell
operating objective is to reduce the excessive network load
on individual APs (i.e. bias of traffic among APs) and the
unfairness among UEs under different APs, caused by UE
mobility and local clusters. Therefore, optical cell control is
based on the following policy.
• Reduce the difference in average capacity per UE among
the APs.

• Reduce the network load bias of each AP
To satisfy the above policy, the optical ID sent to each optical
cell is determined based on the algorithm described below.

Figure 5 shows the framework for optical cell control.
In the framework, a threshold based on fairness is first
defined. Until the threshold is satisfied, the following oper-
ations are repeated: select an optical cell in the order given
by the algorithm described below, changing the optical ID
to be delivered, and switching the AP to which the UE is
connected. As shown in Fig 5. (a), we assume that two APs,
AP#1 and AP#2, are deployed in a wireless service area
hosting a large number of UEs. The placement coordinates
(x, y) of the visible light source and the placement coordinates
of AP#1 and AP#2 are known in advance. Fig 5. (b) shows
the flow of optical cell control. First, estimate the average
capacity per UE for AP#1 and for AP#2 based on the traffic
and number of UEs for each AP. If the following is satisfied,
monitoring is continued.

|c1 − c2| ≤ cth (8)

Here, c1 and c2 represent the average capacity per UE
for AP#1 and AP#2, respectively. Also, cth represents an
arbitrary threshold value. On the other hand, if the following
formula is satisfied, the AP to which the optical cell (p, q)

TABLE 1. Notation for optical cell control.

belongs is changed (i.e. the optical ID to be broadcast is
changed).

|c1 − c2| > cth (9)

The method of selecting optical cell (p, q) is described
in detail in the next section. The UEs in optical cell
(p, q) receives the changed optical ID and connect to the
specified AP.

C. OPTICAL CELL CONTROL ALGORITHM
Changing the optical cell selection order for determining
whichAP the optical cell belongs to, will significantly change
the overall network capacity. This is because the capacity
is affected by the modulation and coding scheme (MCS)
chosen to suit the different RSSI values which depend on the
distance between the optical cell and the AP [35]. Therefore,
we introduce an optical cell selection algorithm that considers
the physical distance between the optical cell and the AP.
Two algorithms, ScanLine-based andMinDist-based, are pre-
sented; the notations for ScanLine-based and Min Dist-based
are given in Table 1.

Figure 6 shows a graphical representation of ScanLine-
based. In ScanLine-based, optical cells are selected in raster
scan manner. As an example, we consider the case that the
distribution of UEs fluctuates from the equilibrium state
in Fig. 5(a) and the capacity of each UE changes. When the
distribution of UEs changes, the AP allocation of optical cells
is changed from the initial cell allocation in the central equi-
librium shown in Fig. 5(a) according to the cases c1− c2 > 0
or c1 − c2 < 0, respectively. Here, the initial state varies
depending on AP placement. In the initial state, each optical
cell is assigned to the AP with the smallest distance.

In the situation where c1 − c2 > 0, as shown in Fig. 6(a),
the optical cells belonging to AP#2 are reassigned to AP#1
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Algorithm 1 ScanLine-Based
Require: (m, l), c′1, c

′

2, c1, c2
Ensure: (p, q)
1: if |c1 − c2| > cth
2: if c1 − c2 > 0
3: if c′1 − c

′

2 <0
4: stop cell operation
5: else
6: if l = 1 then
7: if m = 1 then
8: stop cell operation
9: else

10: p⇐ m−1, q⇐ L
11: end if
12: else
13: p⇐ m, q⇐ l−1
14: end if
15: else
16: if c′1 − c

′

2 >0 then
17: stop cell operation
18: else
19: if m =M then
20: if l = L then
21: stop cell operation
22: else
23: p⇐ m+1, q⇐ 1
24: end if
25: else
26: p⇐ m, q⇐ l+1
27: end if
28: end if
29: end if
30: return (p, q)

in order from optical cell (3,5). On the other hand, in the
situation where c1 − c2 < 0, as shown in Fig. 6(b), the
optical cells belonging to AP#1 are reassigned to AP#2 in
order from optical cell (4, 1). Optical cells are reassigned until
the condition of equation (6) is satisfied.

The other approach, Min Dist-based, is shown in Fig. 7.
The optical cells to be changed are determined by consid-
ering the distance between optical cell centers and AP#1 or
AP#2. When c1 − c2 > 0, as shown in Fig. 7(a), among
the optical cells belonging to AP#2, the optical cells with the
shortest distance between the optical cell center and AP#1
(i.e. d21τ ) are reassigned to AP#1 in decreasing order of
distance.

On the other hand, when c1−c2 < 0, as shown in Fig. 7(b),
among the optical cells belonging to AP#1, the optical cells
with the shortest distance between the optical cell center
and AP#2 (i.e. d12δ ) are reassigned to AP#2 in decreasing
order of distance. Optical cell reassignment is repeated until
equation (6) is satisfied.

Algorithm 2MinDist-Based
Require: c′1, c

′

2, c1, c2
Ensure: (p, q)
1: if |c1 − c2| > cth then
2: if c1 − c2 > 0 then
3: if c′1 − c

′

2 <0 then
4: stop cell operation
5: else
6: ε⇐ argmin

(
d21τ

)
for τ {τ ∈ 1, 2, · · · , (�− ω)}

7: p⇐ aε, q⇐ bε
8: end if
9: else

10: if c′1 − c
′

2 >0 then
11: stop cell operation
12: else
13: ε⇐ argmin

(
d12δ

)
for δ {δ ∈ 1, 2, · · · , ω}

14: p⇐ aε, q⇐ bε
15: end if
16: end if
17: return (p, q)

FIGURE 6. Optical cell control using ScanLine-based algorithm.
(a) Optical cell operation in the situation of c1 − c2 > 0. (b) Optical cell
operation in the situation of c1 − c2 < 0.

FIGURE 7. Optical cell control using MinDist-based algorithm. (a) Optical
cell operation in the situation of c1 − c2 > 0. (b) Optical cell operation in
the situation of c1 − c2 < 0.

IV. EVALUATION
A. EVALUATION OF OPTICAL ID TRANSMISSION
AND RECEPTION
We implemented and evaluated the transmission and recep-
tion of optical IDs using commercial IoT lighting as the
transmitter and an illuminance sensor as a receiver.
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FIGURE 8. Implementation of the optical ID transmission and reception scheme.

FIGURE 9. Experimental layout of light source and UE equipment for
evaluation.

FIGURE 10. Optical ID matching error rate using proposal.

Figure 8 shows the processing blocks of each component.
We utilized the commercial Philips Hue as smart IoT lighting
hardware. Intel NUC (Linux PC) was used as the exter-
nal IoT lighting controller. Moreover, an optical module
(GY-30) equipped with illuminance sensor integrated circuit
(IC) (BH1750FVI) was used on the receiver side. GY-30 was
connected to Raspberry Pi 3B+ (representing the UE) by
inter-integrated circuit (I2C) communication. The smart IoT
lighting consisted of a lighting controller and light source.
The lighting controller was externally driven, and optical
ID was transmitted from the lighting controller to the light
source. The light source emitted the n-bit (n = 8) optical ID
as a modulation signal with the visually imperceptible optical

FIGURE 11. Authentication cycle reduction by using fast authentication
scheme.

FIGURE 12. Relationship between optical cell radius and normalized
illuminance of smart IoT lighting.

modulation factor of 7 % [36]. The optical ID, ‘‘11000101’’,
was repeatedly transmitted at the slow bitrate of 2.2 bps.
Here, the optical ID took the form of an orthogonal bit
sequence. The UE was placed 1.5 m below the light source.
The illuminance sensor captured the optical wireless trans-
mission. Here, the sampling cycle of the illuminance sensor
was set to 150 ms. The signal is oversampled with K = 3.
By using the received illuminance values, the average value
was calculated for each N -bit (N = 24) sliding window, and
1/0 bit conversion was performed using the average value as
a threshold. Window-based judgement was performed on the
bit-converted signal, and an 8-bit optical ID was estimated.
The optical ID was bit-shifted and a cyclic matrix was gen-
erated. Correlation was performed using the columns of the
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FIGURE 13. Example of UE distribution for scenario-based evaluation.

generated cyclic matrix and the columns of the optical ID
list. Finally, the reference ID corresponding to the estimated
optical ID was extracted.

Figure 9 shows the evaluation setup of the light source and
UE. Smart IoT lighting height was set to d = 1.5 m. Fig. 10
shows the dependency of the optical ID reception error rate
on the received illuminance level. This level is defined as
the value obtained by subtracting the background illuminance
from the measured illuminance sensor value. Here, the back-
ground illuminance is 226.67 lx. The existing method that
uses optical correlation reception is shown as w/o. It permits
reception error even if the received light illuminance is high.
The error rate increased as the received illuminance fell under
16 lx. On the other hand, it is clear that our proposal, OE,
reduced the error rate. OE error rate increased as the received
illuminance level fell under 8.5 lx. It can be clearly under-
stood that the proposed method can expand the acceptable
range of received illuminance level while reducing the error
rate compared with the existing method.

Figure 11 quantifies the reduction in authentication cycle
duration. For w/o, the duration is 1200 ms (8-bit × 150 ms).
In the case of w/OE, the duration is 3600 ms
(24-bit × 150 ms) because of its 3 times upsampling.
As shown in Fig.10, the error rate can be reduced, but the time
required for pattern detection is extended. However, by intro-
ducing FA, authentication can be realized on a 3-sample
cycle, so that the duration is just 450 ms (3-bit × 150 ms).
Therefore, the authentication cycle can be reduced by 87.5 %
compared to w/OE, and by 62.5 % compared to w/o. These
results confirm that the combined use of the OE and FA
proposals reduces the authentication cycle while maintaining
low error rates.

Figure 12 plots the relationship between the optical cell
radius (horizontal distance r) and the normalized irradiance

TABLE 2. Parameters for evaluation.

of the smart IoT lighting. It can be seen that the illumi-
nance characteristic of the IoT lighting used in this study
is proportional to cos4α (where α = tan−1 (d/r)). Based
on the fact that the recommended illuminance for a typical
office is 300 lx or more, the threshold illuminance of 8.5 lx,
where the error rate increases with the ‘‘w/proposal’’ shown
in Fig. 10, is plotted as a dashed line. From this result, if a
light source offering the illuminance of 300 lx at d = 1.5 m
and r = 0 m is deployed, transmission and reception of
optical ID can be realized with a modulation level of 7 %
or less within an optical cell radius of r = 3.3 m, even if
there are external disturbances such as natural light or other
illumination sources.

B. LOAD BALANCING EFFECT OF OPTICAL
CELL CONTROL ALGORITHM
In order to evaluate the effectiveness of the proposed method
in countering UE distribution fluctuations, we evaluated
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FIGURE 14. Comparison of average capacity per UE in Case#1-5.

FIGURE 15. Comparison of the difference in average capacity per UE
between AP#1 and AP#2 in Case#1-5.

several scenarios. Table 2 shows the evaluation parameters.
AP#1 and AP#2 were deployed in a space of 40 m × 40 m.
50 UEs were arranged within the wireless service area.
We used site-general models so propagation followed the
ITU model [37]. UEs were assumed to be randomly dis-
tributed within a region. As an example, optical cell radius
was set to 2 m. The capacity difference threshold, cth, was set
to 1 Mbps.

In evaluating the proposal, we considered five scenarios.
Figure 13 shows the UE distribution in five scenar-
ios. Case#1: UEs were distributed throughout the wire-
less service area. That is, Case#1 represents uniform user
distribution. Case#3 concentrates all users into the first
quadrant. Case#2 represents an intermediate state between
Case#1 and Case#3. On the other hand, Case#5 represents
a case where all users are concentrated in first and fourth
quadrant. Case#4 represents an intermediate state between
Case#1 and Case#5. Cases#3 and Case5# are examples of
the extreme distribution concentration in which all UEs
concentrate on AP#1as controlled by RSSI. To benchmark
the proposal, we also evaluated a conventional RSSI-based
scheme that determines the connection based on the strength
of RSSI.

Figure 14 shows the average capacity per UE for Case#1-5.
Looking at RSSI-based, we can see a significant capacity
decrease in Case#3 and Case#5. This is because the connec-
tions are concentrated on one AP due to the extreme bias in
the distribution of UEs. On the other hand, ScanLine-based
and MinDist-based maintained a capacity of at least 20 Mbps

FIGURE 16. Comparison of the total capacity of AP#1 and AP#2 in
Case#1-5.

FIGURE 17. Fairness Index between AP#1 and AP#2 in Case#1-5.

in all cases. In particular, stable capacity was obtained even
in the situations of Case#3 and Case#5.

Figure 15 shows the difference in average capacity per UE
between AP#1 and AP#2 for Case#1-5. RSSI-based yields
extreme differences in Case#2-5. In particular, in Case#2 and
Case#4, it can be seen from Fig. 15 that the difference in aver-
age capacity per UE exceeds 20 Mbps. In addition, there is a
difference exceeding 10 Mbps in Case#3 and Case#5. On the
other hand, ScanLine-based and MinDist-based reduced the
difference to within 3 Mbps in all cases, with MinDist-based
offering the smallest throughput difference. Here, the capac-
ity difference increases according to the set value of cth
(i.e. capacity difference threshold). If cth is set extremely
small, the capacity difference may not converge within the set
value stochastically. This depends on the number of UEs in
the optical cell that should be controlled. Reducing the optical
cell radius, stochastically reduces the number of UEs existing
in the target optical cell. This makes it possible to reduce the
average capacity difference.

Figure 16 shows the total capacity of AP#1 and AP#2.
RSSI-based reduces the total capacity in Case#3 and Case#5.
It can be said that the decrease in capacity is caused by the
extreme bias in UE distribution. On the other hand, ScanLine-
based andMinDist-based have slightly reduced total capacity
in Case#3 and Case#5. However, they are superior to RSSI-
based. This is because the UE is intentionally connected to
an AP with a small RSSI to avoid concentration on one AP.
Here, the capacity of the UE depends on the RSSI. This is
because the MCS changes the modulation scheme according
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FIGURE 18. Optical cell size dependence of the difference of UE capacity
between AP#1 and AP#2 in Case#2.

FIGURE 19. The relationship between optical cell size and the total
capacity of AP#1 and AP#2 in Case#2.

to RSSI. In other words, UE capacity is reduced by inten-
tionally connecting it to an AP with a small RSSI. However,
in the proposal, the reduction in capacity is suppressed as
much as possible by strategically selecting the optical cell to
be offloaded in consideration of the positional relationship of
the optical cell center and the AP.

Figure 17 shows the Fairness Index between AP#1 and
AP #2. With reference to the results in Fig. 16, RSSI-
based suffered a drop in Fairness Index in Case#3 and
Case#5. However, ScanLine-based and MinDist-based
offered improved fairness compared to RSSI-based. In par-
ticular, MinDist-based attained better Fairness Index values
than ScanLine-based. Even if the wireless system frequency
is changed to 5GHz, as long as each AP covers the wire-
less service area, the total capacity fluctuates slightly, but
it does not significantly affect the results of the fairness
index.

C. OPTICAL CELL SIZE DESIGN
The design of the overlaid optical cell size is considered
to be a parameter that affects the communication capacity
and the difference among UEs. Therefore, we evaluated the
difference in UE capacity and overall capacity as a function
of optical cell size. Here, optical cell radius ranged from
1 m to 10 m. Among the five scenarios shown in Fig. 13,
Case#2 and Case#3 with biased UE distribution were shown
as examples. A random UE distribution was generated for the

FIGURE 20. Optical cell size dependence of the difference of UE capacity
between AP#1 and AP#2 in Case#3.

FIGURE 21. The relationship between optical cell size and the total
capacity of AP#1 and AP#2 in scenario Case#3.

configurations of Case#2 and Case#3. The number of trials
was set to 100, and the average value was calculated.

Figure 18 shows the optical cell size dependency of
the average capacity difference per UE between AP#1 and
AP#2 in Case#2. The legend shows the RSSI-based,
ScanLine-based, and MinDist-based values. The 95 % confi-
dence interval is also added. Under the condition of relatively
large optical cell radius, all methods have a large average
capacity difference per UE between AP#1 and AP#2. This
is because the number of UEs under one optical cell is
stochastically large, and the destination APs of many UEs
are changed at the same time. On the other hand, with rel-
atively small optical cell radius, the number of UEs under
one optical cell is stochastically small, so the destination
APs of only a small number of UEs are changed at the
same time. Therefore, by reducing the optical cell radius,
more fine-grained control can be achieved. Although RSSI-
based shows a limited improvement in the average capacity
difference per UE, ScanLine-based and MinDist-based offer
a significant reduction in the average capacity difference per
UE. Fig. 19 shows the relationship between optical cell size
and the total capacity of AP#1 and AP#2 in Case#2. With
relatively large optical cell radius, all methods suffer a drop in
total capacity. This can be attributed to the coarse granularity
of the connection control. On the other hand, it can be seen
that the total capacity is improved by decreasing the optical
cell radius.
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FIGURE 22. The comparison result with RSSI-based in the difference of
UE capacity between AP#1 and AP#2 for all scenario.

Figures 20 and Fig. 21 show the average capacity differ-
ence per UE and the total capacity of AP#1 and AP#2 in
the extreme UE distribution scenario of Case#3. In Case#3,
UE distribution is more concentrated than in Case#2, and
all UEs are assigned to AP#1 with RSSI-based. However,
ScanLine- based and MinDist-based force the UEs in some
optical cells to connect to AP#2, which has a lower RSSI,
thereby preventing all UEs from connecting to AP#1.
Fig. 20 shows that RSSI-based does not reduce the average
capacity difference per UE, even if the optical cell radius is
reduced. This is due to the fact that all UEs are attributed
to AP#1. On the other hands, ScanLine-based and MinDist-
based improve the average capacity difference compared to
RSSI-based, with the demarcation point around 5 m. In addi-
tion, by further reducing the optical cell radius, the capac-
ity difference is further improved with ScanLine-based and
MinDist-based. These results show that using more fine-
grained optical cell control, using our ScanLine-based and
MinDist-based methods, enables fair wireless connections
between APs. As can be seen from Fig. 21, it is shown that the
total capacity of RSSI-based is smaller than that of ScanLine-
based and MinDist-based. This is also due to the fact that
all UEs were biased towards AP#1, as described in Fig. 20.
It can be clearly seen that the total capacity is improved
by reducing the optical cell radius with ScanLine-based and
MinDist-based.

Figures 22 and 23 summarize the comparison of RSSI-
based and proposal in Case#1-5. Fig. 22 shows the results
of the capacity difference per user between AP#1 and
AP#2 in ScanLine-based and MinDist-based compared to
RSSI-based. The vertical axis, 1 difference 1user capacity,
represents the absolute difference between the RSSI-based
1user average capacity and the ScanLine-based/MinDist-
based 1user average capacity. In other words, it means
that the proposed method has superior performance in the
region where 1 difference 1user capacity is a positive value
(i.e. the capacity difference per user can be reduced com-
pared to RSSI-based). From Fig. 22, with optical cell
radius of 5 m or less, the proposal reduced the capac-
ity difference per user compared to the RSSI-based in all
scenarios.

FIGURE 23. The comparison result with RSSI-based in the total capacity
between AP#1 and AP#2 for all scenario.

Figure 23 shows the total capacity of ScanLine-based and
MinDist-based compared to RSSI-based. The vertical axis1
total capacity represents the absolute difference between the
average total capacity of RSSI-based minus the average total
capacity of ScanLine-based/MinDist-based. In other words,
in the region where1 total capacity is negative, the proposed
method improves the total capacity compared with RSSI-
based. From Fig. 23, it is understood that the improvement
in total capacity by the proposed method is remarkable in
Case#3 and Case#5 as compared with the other cases. In the
other cases, RSSI-based has higher total capacity. However,
by reducing the optical cell radius, the difference in total
capacity between the RSSI-based and the proposal becomes
smaller. At 5m or less, use of the proposedmethod suppresses
the deterioration to just a few several percent of the expected
maximum total capacity.

These results indicate that by making the optical cell
smaller, the average capacity difference per user can be
reduced and total capacity can be improved. A reduction in
optical cell size means a stochastic decrease in the number
of UEs existing in the optical cell. Therefore, by making the
optical cell smaller, we approach personal connection control
for each UE. Depending on cell size, the proposed method is
closer to the case of trying to acquire the individual position
of the user as in related research. As alreadymentioned, many
methods for grasping UE position have been studied and are
advancing day by day. However, for highly accurate position
estimation, it is necessary to attach a new device to the UE or
modify the UE [25]–[28]. In contrast, our proposal does not
specifically need to collect the location of the UE itself. It also
allows location-based control without changing UE/AP or
adding devices on the wireless system side. Since RSSI-based
location awareness is utilized in [22], the RSSI map is formed
in the AP based on the RSSI of the signal received from the
UE. The relative position of theUE determines the connection
to the AP. However, since [22] collects only the position
relative to the AP, it offers inadequate connection control
according to the area, which is one of the goals of our system.
(i.e., flexibly constructing a wireless connection restriction
area or connectable area within the wireless service area)
Furthermore, another originality of our proposal is the optical
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cell control algorithm. In our algorithm, the optical cell that
offers less capacity reduction is selected from among many
optical cells in consideration of the positional relationship
between the optical cell center and the APs. Strategic opti-
cal cell control that also takes into account the optical cell
radius reduces the average capacity difference per user while
reducing the capacity deterioration in extremely biased user
distribution scenarios.

It is also important to note that there is a trade-off between
the granularity of equipment placement and performance
improvement. It is necessary to design optical cell radius that
take into account the cost of equipment and the performance
improvement from each perspective.

V. CONCLUSION
We proposed a novel wireless control architecture that applies
optical wireless to the control plane of WLAN systems.
To reduce the deployment barrier, we proposed a software-
based optical ID transmission and reception scheme using
consumer-based smart IoT lighting and the illumination sen-
sors widely implemented in smartphones. Experiments con-
firmed that the proposed OE algorithm reduces the error rate
compared to the existing optical correlation-based receiving
scheme, while the FA algorithm can shorten the authentica-
tion cycle, which is a challenge when using OE. The results
of the experiments showed that the combined use of OE and
FA can reduce the authentication cycle by 62.5 % (1200 ms
to 450 ms) and reduce the error rate compared to existing
methods.

Furthermore, we also proposed two optical cell control
algorithms (i.e. ScanLine-based and MinDist-based) to guar-
antee high network quality against temporal variations in
UE location density. Compared to the existing RSSI-based
scheme, our proposals showed improvements in terms of
average per-user capacity difference and fairness among APs,
while maintaining the total capacity in several highly-skewed
UE distribution scenarios. In addition, for optical cell design,
an evaluation against optical cell radius was performed. It was
shown that the average per-user capacity difference between
APs and the overall capacity are improved as the optical
cell radius is reduced. In particular, the optical cell radius
of 5 m was found to be the threshold for improving the
average capacity difference per user. Since there is a trade-
off between installation granularity and the resulting perfor-
mance improvement, it is necessary to deploy optical cells
considering each aspect.
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