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ABSTRACT In this paper, the dimensional synthesis of the four-bar mechanism for path generation is
formulated using the relative angle motion analysis and the link geometry parameterization with Cartesian
coordinates. The Optimum Dimensional Synthesis using Relative Angles and the Cartesian space link
Parameterization (ODSRA+CP) is stated as an optimization problem, and the solution is given by the
differential evolution variant DE/best/1/bin. This study investigates the behavior and performance of such
formulation and performs a comparative empirical study with the well-known synthesis method based on
vector-loop equation motion analysis where different modifications in the metaheuristic algorithms are
established in the literature to improve the obtained solution. Five study cases of dimensional synthesis for
path generation with and without prescribed timing are solved and analyzed. The empirical results show that
the way of stating the optimization problem in the ODSRA+CP significantly improves the search process
for finding promising solutions in the optimizer without requiring algorithm modifications. Therefore, it is
confirmed that the optimizer search process in the optimal synthesis of mechanisms is not the only way of
improving the obtained solutions, but also the optimization problem formulation has a significant influence
on the search for better solutions.

INDEX TERMS Mechanism synthesis, four-bar mechanism, optimization, differential evolution.

I. INTRODUCTION
One of the most recurrent mechanisms in the development
of machines and systems is the four-bar mechanism since it
can be used for endless tasks. Some examples where these
mechanisms are applied are in [1], where the four-bar mech-
anism is used to design an exoskeleton that helps in gait
rehabilitation. Likewise, in [2], this mechanism is used to
generate tasks related to the natural movement of the upper
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limb to use in the rehabilitation process of patients. Other
applications of the four-bar mechanism are in the design
of the under-actuated mechanical fingers to perform natural
movements, and self-adaptive grips [3], and in the trans-
plantation of rice seedlings [4]. In all previously mentioned
examples, the dimensional synthesis process is carried out in
the four-bar mechanism to be able to use it in the specific
application.

The four-bar mechanism can be synthesized to carry
out tasks of generation function, motion, and path [5].
In this work, the synthesis of four-bar mechanisms for path
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generation is of interest to determine the dimensions of
the mechanism. Through a finite number of points, named
desired or precision points, the representation of a discrete
path can be followed by a position in the coupler link, named
coupler point.

The dimensional synthesis problem of four-bar mech-
anisms has been tackled by different methods, including
graphical methods through atlases or catalog of mecha-
nisms [6], which can provide a quick solution with low accu-
racy. Another strategy is through analytical methods, such
as the harmonic analysis of closed-loop equations, where
the dimension of the search space is reduced by approxi-
mating the generated path in Fourier series [7], or through
a combination of graphical and analytical methods such as
for the synthesis of mechanisms with and without prescribed
timing [8].

The graphical and analytical methods for the mechanism
synthesis have limitations in the accuracy and complexity
of the path to be followed. In the case of the analytical
method, it is limited to five precision points [9]. When there
are a large number of precision points, the path generation
problem becomes over-constrained, and to find mechanisms
that produce the desired path is a difficult task [10].

The exponential growth in the information process-
ing capacity of computers has promoted the optimization
method [11] in the dimensional synthesis of mechanisms.
In this method, an optimization problem must be formulated
and solved through numerical procedures. In recent years,
metaheuristic algorithms (MA) have been used to provide the
solution to the mechanism synthesis problem [12]–[14]. The
MA can converge to promising solutions within a complex
search space (non-linear, discontinuous, etc.); likewise, they
are not dependent on the problem characteristics to be solved,
and they can be endowed with different search approaches to
improve their performance.

Research related to the optimal synthesis of four-link
mechanisms with the optimization method has been divided
into two large groups. In the first one are the investiga-
tions that focus on the development and formulation of the
optimization problem, where the mathematical formalism is
described to obtain the requirements of the problem, such as
the design objective, the inherent constraints of the synthesis,
and the design parameters [15]–[19]. Once the problem is
stated, it is solved with some state-of-the-art optimization
technique. The second group is related to the research that
concentrate on achieving modifications to optimization tech-
niques in order to find better design solutions in the mecha-
nism synthesis problem [9], [20]–[28]. The main motivation
of modifying optimization techniques is that the complexity
of the optimization problems produces multiple optimal local
solutions [20]. So, the optimization techniques could get
stuck in local regions (therefore obtaining solutions that are
not sufficiently precise).

Some contributions related to the first group are presented
next. In [15], the concept of orientation structural error of
the fixed link is incorporated in the synthesis of four-bar

mechanisms with the crank-rocker configuration, and the
problem is solved with the Genetic Algorithm (GA). In [16],
the use of the finite element method is proposed to perform
the mechanism synthesis. The GA is implemented to find a
solution. In [17], the circular proximity function is incorpo-
rated for the synthesis of four-bar mechanisms. The optimiza-
tion problem is solved with the Differential Evolution (DE)
algorithm. Other investigations found in this group are those
related to applications of the mechanism optimal synthesis.
In [18], the dimensional synthesis of the crank-slide mech-
anism, the Ross-Yoke mechanism, and the Rhombic mecha-
nism of a Stirling engine are considered in order to maximize
the output work. A comparative study is carried out between
the GA, the Particle Swarm Optimization (PSO) algorithm,
and the Imperialist Competitive Algorithm (ICA). In [19],
an eight-bar mechanism is proposed to be used as a bipedal
limb. The necessary elements for the optimization problem
are formalized to solve it with the DE algorithm.

In the second group, there are works such as the one
presented in [20] where it uses a combined sequential scheme
of the Ant Colony Optimization (ACO) algorithm with the
gradient search algorithm to find solutions in the dimensional
synthesis problem of the four-bar mechanism for hybrid tasks
including path, motion and function generation. Other works
related to modifications in the optimization technique for the
four-bar mechanism synthesis are presented in [9]. In that
work, an exploitation strategy is incorporated into the DE
algorithm. The strategy involves the inclusion of a local
search method based on the Lagrange interpolation in the
neighborhood of the best individual. Likewise, combinations
of PSO and GA have been used in [21], combinations of
the Random Coordinate search Algorithm (RCA) with the
Taguchi method is proposed in [22], hybridization of the
DE with GA is presented in [23], as well as combinations
of different DE variants is included in [24]. Other works
incorporate modifications to the original algorithm, such as
for the Krill Herd algorithm [25] and DE [26]. Furthermore,
proposals for self-tuning of the optimizer parameters, such
as for the differential evolution algorithm [27]. In addition,
new optimization techniques such as the Teaching-Learning-
Based Optimization (TLBO) algorithm [28] have been devel-
oped to solve the mechanism synthesis problem.

In the works related to the first group of investigations,
they focus mainly on the way to carry out the synthesis of
mechanisms. Once the synthesis problem is stated, the sec-
ond group focuses on performing algorithm modifications
to solve it and find better design solutions. The similarity
in the works related to the second group is the use of loop
closure-equations included in the optimal synthesis problem
to determine the kinematic motion; and the link parameteri-
zation is set in terms of the magnitude and the direction of the
vector formed by the link. For convenience, in the following,
this synthesis problem is called in this paper as Optimum
Dimensional Synthesis using Vector-Loop Equation and the
Vector space link Parameterization (ODSVLE+VP). Never-
theless, the kinematic synthesis problem statement using the
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relative angle method for the kinematic motion and the link
parameterization in Cartesian coordinates is not addressed in
the previous works. In addition, to the best author’s knowl-
edge, the optimization problem formulation in themechanism
synthesis problem could significantly influence in the search
for solutions.

For this reason, the main motivation of this work is to
showwith empirical results that the ODSRA+CP for the path
generation of four-bar mechanisms can promote an efficient
search in the optimizer without requiring algorithmmodifica-
tions. Five study cases of kinematic synthesis reported in the
literature are considered with the purpose of comparing the
performance of the ODSRA+CP with the ODSVLE+VP.
The comparative results are presented and analyzed accord-
ing to the result reliability, the obtained solution, and the
similarity with those solutions obtained in previous works.
Also, the advantages and disadvantages of the ODSRA+CP
are discussed for showing the usefulness of the kinematic
synthesis based on the relative angle method and the link
parameterization in Cartesian coordinates.

The organization of this work is as follows. The kine-
matic analysis using the relative angle method is presented
in Section II. In Section III, the ODSRA+CP approach is
formally established as an optimization problem. In addi-
tion, the differential evolution algorithm is also described.
The analysis and discussion of comparative results for the
ODSRA+CP approach with respect to the ODSVLE+VP
approach are presented in section IV. Finally, the conclusions
are drawn in Section V.

II. KINEMATIC ANALYSIS THROUGH RELATIVE JOINT
ROTATION ANGLES
In the optimal synthesis of the four-bar mechanism,
the motion kinematic analysis is required. In this case, this
analysis incorporates the use of the relative joint rotation
angle method [29].

The four-bar mechanism is presented in Fig. 1. The vectors
a0 = [a0x , a0y]T , b0 = [b0x , b0y]T , f = [fx , fy]T and
s = [sx , sy]T are the coordinates or points of the joints in
the Cartesian space with respect to the coordinate system
x − y. The coupler point of the mechanism is defined by
p0 = [p0x , p0y]T . The length of the four-bar mechanism’s
links can be seen in Fig. 1, where r1 represents the ground
link’s length, r2 the input link or crank, r3 the coupler link
and r4 the output link. On the other hand, r5 represents the
length of the link that joins the coupler point p0 with the joint
coordinate a0 of the coupler link, therefore the lengths r3 and
r5 belong to a rigid body. The links are defined by vectors
at their ends, e.g., the vector related to the length r2 of the
input link (crank) is defined as (a0 − f ), and therefore its
magnitude (length) is r2 = ‖a0 − f ‖. It is considered that
the initial position of the four-bar mechanism is in the joint
coordinates a0, b0, f , s and p0. From this initial position,
θj represents the j − th angular displacement of the crank
relative to the initial crank position.

FIGURE 1. Initial position of the four-bar mechanism.

Let aj be the j− th next position from a0, that results from
a rotation of the vector (a0 − f ) around the point f with the
relative angle θj rad, as shown in Fig. 2(a). This displacement
is mathematically described in (1), where [Rθj ] = [Rθj,û] is a
rotation matrix in two-dimensional space of the unit vector û
of the rotation axis by an angle θj.

aj = [Rθj ](a0 − f )+ f (1)

For the particular case, this matrix is similar to the rotation
matrix around the z-axis considering û = [0, 0, 1]T . In the
case of spatial four-bar mechanism, the rotation matrix in
three-dimensional space [30] results,

[Rθ,û] = [I − Qû] cos(θ )+ [Pû] sin(θ ) (2)

where

[Qû] =

 ûx ûx ûy ûx ûz
ûx ûy ûy ûyûz
ûx ûz ûyûz ûz


[Pû] =

 0 −ûz ûy
ûz 0 −ûx
−ûy ûx 0

 (3)

Also, let bj be the j − th next position of b0, as it can
be observed in Fig. 2. Then, the position bj is obtained as
follows: the initial vector (b0− f ) is rotated θj rad around the
point f from this relative position, resulting in a new vector b′j.
This new vector can be obtained in (4), and the graphical
representation of the relative angular displacement is shown
in Fig. 2(a). The mechanism with dotted red lines repre-
sents the initial position in that figure, while the mechanism
with black lines is the new position with the aforementioned
rotation.

b′j = [Rθj ](b0 − f )+ f (4)

Once b′j has been obtained, it is possible to know the next
position of b0, named bj, by making a rotation of the vector
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(b′j − aj) around the point aj with an angle of αj rad. This
relative displacement from the reference vector (b′j − aj) is
shown in Fig. 2(b), and the equation that relates this move-
ment is given in (5).

bj = [Rαj ](b
′
j − aj)+ aj (5)

FIGURE 2. Kinematic movement of the four-bar mechanism.

On the other hand, the following procedure must be carried
out to find the angle αj. In the first instance, the length of
the output link r4 must ensure to be a rigid body through the
movement of θj. Then, it is necessary to guarantee that the
vector distance in (b0 − s) is the same as the vector (bj − s),
i.e., the following equation must be satisfied,

(bj − s)T (bj − s) = (b0 − s)T (b0 − s) (6)

In the second instance, the expression in (6) must be
expressed in terms of the angle αj through the Freudenstein’s
equation [31]. So, substituting (5) in (6) results,

(b′j − aj)
T (b′j − aj)+ 2(aj − s)T [Rαj ](b

′
j − aj)

+ (aj − s)T (aj − s) = (b0 − s)T (b0 − s) (7)

Considering

(aj − s)T [Rαj ](b
′
j − aj) = (ajx − sx)[cos(αj)(b′jx

− ajx)− sin(αj)(b′jy − ajy)]

+ (ajy − sy)[sin(αj)(b′jx
− ajx)+ cos(αj)(b′jy − ajy)] (8)

and substituting (8) in (7), it is possible to obtain (9).

cos(αj)((ajx − sx)(b′jx − ajx)+ (ajy − sy)(b′jy − ajy))

+ sin(αj)((ajy − sy)(b′jx − ajx)-(ajx − sx)(b
′
jy − ajy))

−
1
2
((b0 − s)T (b0 − s)-(b′j − aj)

T (b′j − aj)

− (aj − s)T (aj − s)) = 0 (9)

Since (9) is in terms of angles αj, it can be expressed as the
Freudenstein’s equation in (10).

E cos(αj)+ F sin(αj)+ G = 0 (10)

where:

E = (ajx − sx)(b′jx − ajx)+ (ajy − sy)(b′jy − ajy)

F = (ajy − sy)(b′jx − ajx)-(ajx − sx)(b
′
jy − ajy)

G = −
1
2
((b0 − s)T (b0 − s)-(b′j − aj)

T (b′j − aj)

− (aj − s)T (aj − s)) (11)

It is important to note that the solution of the Freudenstein’s
equation in (10) can produce imaginary solutions when E2

+

F2
−G2 < 0, resulting in mechanisms that cannot be assem-

bled for the angle θj. Otherwise, two solutions are obtained
for the angle αj (α1j and α2j ) when E

2
+ F2

− G2
≥ 0, and

these solutions are expressed in (12) ∀ i = 1, 2.

αij = 2atan2
(
−F + (−1)i

√
E2 + F2 − G2, (G− E)

)
(12)

Once the two possible solutions for the angle αj have
been obtained, the one closer to the previous position αj−1
of the mechanism remains. Therefore, this condition can be
stated as follows: whether

∣∣∣α1j − αj−1∣∣∣ < ∣∣∣α2j − αj−1∣∣∣, then
αj = α1j , otherwise αj = α2j . It is important to point out,
that the computation of the relative angles αj−1, α1j and α2j
considers the reference (initial) position (b0 − a0) of the
coupler link r3, as it can be seen in red dot line in Fig. 3.
Hence, the initial angle α0 = 0 is set. The main issue in the
above condition is to find the angle αj of (bj−aj) from αij (12)
closer to the previous position (bj−1−aj−1) of the coupler link
r3 with the angle αj−1. So, the following procedure is done for
setting the previous condition.
• Let the unit vectors of (bj−1 − aj−1) and (bij − aij) be
described by (cos(αj−1), sin(αj−1)) and (cos(αij), sin(α

i
j))

relative to the initial position (b0 − a0) (coordinate
system xr3 − yr3 in Fig. 3), respectively.

• Using the al-Kashi’s theorem [32] in such unit vectors,
the minimum angle ᾱi ∀ i = 1, 2 between the vectors
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(bj−1 − aj−1) and (bij − aij) can be computed as (13),
shown at the bottom of the page.

• So, the next condition is included to select the angle αj:
If ᾱ1 < ᾱ2, then αj = α1j , otherwise αj = α

2
j .

FIGURE 3. Schematic diagram of two movements (θj−1 and θj ) in the
four-bar mechanism.

In order to know the next position of the coupler point pj
due to the j−th angular displacement of the crank θj, a similar
procedure to that described for bj, is required. Due to p0 and
b0 are part of the same rigid body, the movement equations
will affect the vectors pj and bj in the same way, as it can
be observed in Fig. 2. As a result, the position pj is defined
in (14).

pj = [Rαj ](p
′
j − aj)+ aj (14)

where:

p′j = [Rθj ](p0 − f )+ f (15)

Thus, the relative anglesmethod focuses in determining the
angle αj to know the mechanisms’ position with respect to the
input relative angle θj. To know the complete path, described
by the coupler point pj ∀ j = 1, . . . , n, it is necessary to
calculate (14) for all input angles θj ∈ [0, 2π ].

III. DIMENSIONAL SYNTHESIS OF FOUR-BAR
MECHANISMS FOR PATH GENERATION
The dimensional synthesis of the four-bar mechanisms for
path generation is tackled in this work through the Opti-
mum Dimensional Synthesis using Relative Angles and the
Cartesian space link Parameterization (ODSRA+CP). In this
approach, a non-linear constrained optimization problem is

formulated with the use of the relative angle method for
the motion analysis and the parameterization of the design
variable vector in the Cartesian coordinates of the links.
Section III-A formally establishes the optimization problem
for the ODSRA+CP approach, and Section III-B describes
the optimization technique to solve it.

A. OPTIMIZATION PROBLEM STATEMENT
The ODSRA+CP for the four-bar mechanism is established
as a constrained optimization problem. This consists of find-
ing the length of the links expressed in Cartesian coordinates
which allow to follow n precision points qj (desired points)
by the coupler point pj ∀ j = 1, 2, . . . , n, subject to inherent
design constraints. The formal formulation of the optimiza-
tion problem is presented below.

min
x
J (x) (16)

Subject to : gi(x) ≤ 0, ∀ i = 1, 2, . . . ,m

hi(x) = 0, ∀ i = 1, 2, . . . , k (17)

with the design variable bounds:

xmin ≤ x ≤ xmax (18)

In the next sections, the elements of the optimization prob-
lem are detailed.

1) OBJECTIVE FUNCTION
The design objective shown in (19), is related to the quadratic
error of the distance between the precision point qj and the
coupler point pj ∀ j = 1, 2, . . . , n.

J =
n∑
j=1

[
(qj − pj)

T (qj − pj)
]

(19)

2) DESIGN VARIABLES
The links of the four-bar mechanism are parameterized in the
Cartesian coordinates of the joints in the kinematic analysis
using the relative angle method. So, the Cartesian coordinates
of the link joints in the initial position given by a0, b0, f , s
and p0 are included as the design variable vector. In addition,
the crank relative angles θj ∀ j = 1, 2, . . . , n are incorporated,
where n is the number of precision points in the trajectory.
The design variables are grouped in the vector x ∈

R10+n (20) when the kinematic synthesis problems are with-
out prescribed timing.

x =
[
a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y,

× θ1, θ2, . . . , θn
]

(20)

Otherwise, whether the kinematic synthesis problem is
with prescribed timing, the input crank relative angles are

ᾱi = cos−1
(
2− ‖(cos(αj−1)− cos(αij), sin(αj−1)− sin(αij))‖

2

2

)
(13)
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already introduced, such that those angles are removed from
the vector x. Then, the design variable vector results as
x ∈ R10 (21).

x =
[
a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y

]
(21)

3) CONSTRAINTS
The kinematic motion of the four-bar mechanism requires the
computation of the angle αj expressed in (12). In order to
avoid complex numbers in the solution of αj, the argument
of the square root rewritten in (12) must be a positive real
number. So, the constraint given in (22) is included to guaran-
tee the kinematic motion. This constraint is considered a hard
one [33], and thismust be evaluated before the computation of
the objective function. Whether the constraint is not feasible,
the objective function will take a very high value without
continuing its evaluation.

g1(x) : −(E2
+ F2

− G2) ≤ 0 (22)

Another constraint involves the fulfillment of the Grashof
criterion [34] that allows a complete movement of one link of
the four-bar mechanism. In this case, the link r2 was selected
as the crank one, resulting in a crank-rocker four-bar mecha-
nism. Therefore, the Grashof criterion (23)-(25) is included as
inequality constraints in the optimization problem. The larger
and shorter lengths in such a criterion are established as the
links r1 and r2.

g2(x) : r2 + r1 − r3 − r4 ≤ 0 (23)

g3(x) : r2 + r3 − r1 − r4 ≤ 0 (24)

g4(x) : r2 + r4 − r1 − r3 ≤ 0 (25)

On the other hand, it is necessary for the crank link angles
θj ∀ j = 1, 2, . . . , n to satisfy the movement in a counter-
clockwise direction. This is achieved by fulfilling the inequal-
ity equations expressed in (26). These constraints are only
included when the kinematic synthesis problems are without
prescribed timing.

g4+k (x) : θk − θk+1 ≤ 0 ∀ k = 1, 2, . . . , n− 1 (26)

In addition, the link lengths of the mechanism are bounded
according to the application. They are stated as inequality
constraints in (27)-(34), where the i − th minimum and
maximum link lengths are represented as rimin and rimax ,
respectively.

gn+4(x) : ‖s − f ‖ − r1max ≤ 0 (27)

gn+5(x) : − ‖s − f ‖ + r1min ≤ 0 (28)

gn+6(x) : ‖a0 − f ‖ − r2max ≤ 0 (29)

gn+7(x) : − ‖a0 − f ‖ + r2min ≤ 0 (30)

gn+8(x) : ‖b0 − a0‖ − r3max ≤ 0 (31)

gn+9(x) : − ‖b0 − a0‖ + r3min ≤ 0 (32)

gn+10(x) : ‖b0 − s ‖ − r4max ≤ 0 (33)

gn+11(x) : − ‖b0 − s ‖ + r4min ≤ 0 (34)

The last constraint, named box ones, involves that the
design variables are inside an interval settled down by the
designer or by the application. These constraints are shown
in (35), where xmin and xmax represent the inferior and supe-
rior limits of the design variable vector.

xmin ≤ x ≤ xmax (35)

B. EVOLUTIONARY OPTIMIZER
The Differential Evolution algorithm (DE) [35] is used to
solve the ODSRA+CP approach. The DE algorithm is an
evolutionary algorithm that can be considered as a stochastic
search method. DE has been used to solve a great variety
of optimization problems in engineering because it presents
an excellent approximation to a good solution in reasonable
time [36]. Likewise, it is easy to implement; it presents great
adaptability to different types of optimization problems (non-
linear, discontinuous), it has few parameters to tune, among
other advantages.
The DE algorithm consists of four stages: initializa-

tion, mutation, crossover, and selection. In the literature,
many variants of DE exist. In the current work, the variant
DE/best/1/bin is implemented because this is the most com-
petitive approach in a diverse set of benchmark problemswith
different characteristics [37]. This DE variant is explained
below.
In the initialization, a set of NP possible solutions is ran-

domly generated x i,G ∀ i = 1, 2, . . . ,NP to the synthesis
problem in the interval [xmin, xmax]. Each solution is called
parent individual and the set of them is called parent popula-
tion. The parent vector consists of D elements associated to
the design variables x. Thus, each design variable described

in Section III-A2 is represented by xi,Gj ∀ j = 1, 2, . . . ,D.
Once the initial population of parents is obtained, the muta-

tion and recombination operators are applied, with the pur-
pose of producing a new population of NP vectors called
offspring. In particular, the differential mutation is used,
as shown in (36). The vector difference in (36) is randomly
perturbed through the scale factor F ∈ [0, 1], which controls
the population’s change rate. The superscripts r̄0, r̄1, r̄2
indicate different individuals. The individual xr̄0,G is obtained
from the best (most apt) individual in the population. The
indexes r̄1 and r̄2 are randomly determined from the popu-
lation and different from the i− th individual.

vi,G = xr̄0,G + F(xr̄1,G − xr̄2,G) (36)

Likewise, the uniform crossover (37) is used to recombine
the information of the vectors generated in the mutation
(mutant vector) with the parent vectors. The crossover cre-
ates new solutions (offspring vectors ui,G), and the crossover
parameter CR ∈ [0, 1] influences the probability of infor-
mation transfer from the mutant vector or the parent one.
In this work, the crossover parameter is constant through the
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algorithm execution.

ui,Gj =

{
vi,Gj if (rand(0, 1) < CR or j = jrand )

x i,Gj otherwise
(37)

Once the offspring vector ui,G is created, this competes
with its parent x i,G with the purpose of preserving the infor-
mation of the best individual (a better solution in the synthesis
problem) to the next generation. This is summarized in (38).

xi,G+1 =
{
ui,G if J

(
ui,G

)
≤ J

(
xi,G

)
xi,G otherwise

(38)

Because the original algorithm of DE is used to solve
unconstrained optimization problems, several strategies have
been proposed for solving constrained optimization prob-
lems. One of the most frequent strategies used in mechanism
synthesis is the transformation of the constrained optimiza-
tion problem into an unconstrained optimization problem by
penalty functions and then solving through the indirect meth-
ods [38], [39]. In the case presented in this work, the opti-
mization problem is not transformed, and the constraints are
directly handled through the Deb’ feasibility rules [40]. These
rules define the individual (solution in the synthesis problem)
that best adapt to the problem (the solution that solves the
problem better). The criterion for removing infeasible solu-
tions is through Deb’s feasibility rules, and it is established
as follows:

1) Any feasible solution is preferred over an infeasible
one.

2) Among two feasible solutions, the one with the best
objective function is preferred.

3) Between two infeasible solutions, the one with the least
distance φ (39) of violated constraints is preferred.

φ =

n+11∑
j=1

max
(
0, gj (x)

)
(39)

Finally, the pseudocode of DE/best/1/bin is presented in
the Algorithm 1 for the dimensional synthesis problem of
mechanisms.

IV. RESULTS
In this section, the ODSRA+CP approach is applied to five
study cases of the dimensional synthesis of four-bar mecha-
nisms for path generation. These study cases are commonly
studied in the literature using different methodologies and
algorithms. The obtained results are compared with the most
common approach given in the state of art. The common
approach is called in this paper as Optimal Dimensional
Synthesis using Vector-Loop Equation and the Vector space
link Parameterization (ODSVLE+VP). The main difference
of the ODSVLE+VP approach is the use of the loop closure-
equations to determine the kinematic motion in the optimal
synthesis problem, as well as the parameterization of the
design variable space from the magnitude and direction of
the link vectors.

Algorithm 1 DE/Best/1/Bin
1: Begin
2: G← 1
3: Create a random initial population x i,G ∀ i =

1, . . . ,NP.
4: Evaluate J (x i,G) ∀ i = 1, . . . ,NP (Algorithm 2).
5: Evaluate constraints φ(x i,G) ∀ i = 1, . . . ,NP (39).
6: while G ≤ Gmax do
7: for i← 1toNP do
8: Create vector ui,G (37).
9: Evaluate J (ui,G) (Algorithm 2).
10: Evaluate constraints φ(ui,G) (39).
11: Select between x i,G and ui,G using Deb’s

rules.
12: end for
13: G← G+ 1
14: end while
15: End

Algorithm 2 Evaluation of the Objective Function
1: function [J]=Objective_function(a)
2: Input: a
3: Output: J
4: Begin
5: Calculate r1, r2, r3, r4.
6: α0← 0
7: J ← 0
8: for j← 1 to n do
9: Calculate aj (1).

10: Calculate b′j (4).
11: Calculate p′j (15).
12: Calculate hard constraint g1(x) (22).
13: if g1(x) > 0 then
14: J ← 10000
15: Break
16: end if
17: Calculate αij from (12) and ᾱi from (13).
18: if ᾱ1 < ᾱ2 then
19: αj← α1j
20: else
21: αj← α2j
22: end if
23: Calculate pj (14).
24: end for
25: Calculate J (19).
26: End

In the first part of each subsection below, the vari-
ant DE/best/1/bin with other three DE variants solve the
ODSRA+CP approach presented in this work. The perfor-
mance results of the DE variants for solving the ODSRA+CP
approach are analyzed based on statistics to evaluate the
effectiveness of the variant DE/best/1/bin and to find the best
result per each study case. The comparative variants consider
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binomial and exponential crossover as well as the use of ran-
dom and the best individuals in the mutation process, as in the
variants DE/rand/1/bin, DE/rand/1/exp and DE/best/1/exp.
The algorithm tuning of the DE variants for the ODSRA+CP
approach is set through a trial and error process. This process
consists of systematically applying different configurations
of CR and F values at each study case considering ten percent
of changes. In the case of the scale factor F, the selected
current configuration is decreased and increased at 10% of the
maximum value ofF to set its minimum andmaximum values
of the scale factor interval. The configuration that provides
the best (minimum) objective function is contemplated in
the optimization process. In order to make fair comparisons
among DE variants, the same number of evaluations of the
objective function is taken into account for the optimizers.
The corresponding evaluation number is obtained from the
reported works of the study cases in the four-bar mechanism
dimensional synthesis for path generation. Besides, the limits
in the parameters associated with the study cases are consid-
ered from those reported works. The optimization processes
for the study cases are performed in a PC with 1.6GHz Intel
Core(TM) i5 processor and 12GB of RAM, and programmed
in Matlab
 software.

In the second part of each subsection below, the best
solution previously obtained is compared with the solution
obtained by the ODSVLE+VP approach. The main goal
is to show that with changes in the optimization problem
through the ODSRA+CP approach applied to the four-bar
mechanisms, it is possible to improve the obtained results
in the state of the art (ODSVLE+VP) without modifying
the optimizer. In the case of the comparative ODSVLE+VP
approach, the optimization problems in the kinematic syn-
thesis were regularly solved by proposing modifications in
the optimization algorithms, and those results were com-
pared with other works in the state of the art. The algo-
rithm changes in the comparative ODSVLE+VP approach
improve their search capabilities, and so, these achieve bet-
ter results than those obtained from studies in which they
made comparisons. In this work, in the study cases presented
below, the best-reported algorithm for each particular study
case is used in the ODSVLE+VP approach for making the
comparative analysis. As it is mentioned in the first part,
both approaches include the same in both the number of
evaluations of the objective function and the limits in the
parameters associated with the study cases to make fair
comparisons and at the same time to describe the advan-
tages and drawbacks of the ODSRA+CP approach with
respect to the ODSVLE+VP approach. Finally, for com-
parative purposes, the design variables in the ODSRA+CP
approach (Cartesian space link parameterization) are mapped
into the corresponding in ODSVLE+VP approach (vector
space link parameterization) to show their similarities and
differences.

In the next subsections, each study case is described, and
the comparative results are discussed.

A. STUDY CASE 1: SIX PRECISION POINTS WITHOUT
PRESCRIBED TIMING
The first study case is reported in [13]. In this case, the cou-
pler point of the four-bar mechanism must pass through
six precision points aligned with a vertical straight line and
without prescribed timing. In (40), the precision points are
presented.

q= [(20,20),(20,25),(20,30),(20,35),(20,40),(20,45)] [mm]

(40)

The design variables are shown in (41), and their limits
are displayed in Table 1. Also, the limits on the link lengths
proposed in [13] for the inequality constraints (27)-(34), are
presented in the same Table.

x = [a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y,

× θ1, θ2, θ3, θ4, θ5, θ6] ∈ R16 (41)

TABLE 1. Limits of design variables and the minimum/maximum link
dimensions for the study case 1.

For the solution of the optimization problem in the
ODSRA+CP approach with the DE variants, the follow-
ing algorithm parameters are considered: A population size
of 100 individuals and a generation number of 1000. The
crossover factor CR is set per execution and the random
scale factor F is fixed per generation randomly chosen in an
interval. Those factors are displayed in Table 2.

TABLE 2. Crossover and scale factors for DE variants of the study case 1.

Thirty executions of the algorithm are performed and the
best values of the objective functions per each DE variant are
stored. Those data are the sample for making the descriptive
and inferential statistics. The boxplots in logarithmic scale of
those data are shown in Fig. 4 and the numerical results are
presented in Table 3. The columns of such table represents
the mean (Mean(J)), the standard deviation (σ (J)), the best
solution (Best(J)) and the worse one (Worst(J)). The best
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solution is obtained by DE/best/1/bin with a performance
function value of J = 8.6622e − 06. The standard deviation
indicates that a diversity of solutions exists at the end of the
executions per each DE variant and so, the algorithms con-
verge to different local optimum solutions. For the particular
best solution given by the variant DE/best/1/bin, this implies
that the worst solution (100) has a percentage difference of
99.99% in the objective function value with regards to the
best value (8.6622e− 06).

TABLE 3. Descriptive statistics of the obtained solutions by using DE
variants in the study case 1.

In order to know the general behavior (general conclu-
sion) of the comparative results of DE variants, the non-
parametric inferential statistical test of Friedman for multiple
comparisons [41] are presented in Table 4 to carry out an
accurate pairwise comparisons. Boldface indicates thewinner
with two-tailed hypothesis test and a 5% of significance
level. It is observed that DE/best/1/bin, DE/best/1/exp and
DE/rand/1/bin win with respect to the DE/rand/1/exp. On the
contrary, when those former three algorithms compete, there
are not enough evidence to guarantee a better performance.
So, according to the number of wins, the DE/best/1/bin,
DE/best/1/exp and DE/rand/1/bin are the most promising
optimizers for the study case 1.

TABLE 4. Friedman test for the multiple comparison tests among all DE
variants for the study case 1.

On the other hand, the evolution of the objective func-
tion value J in logarithmic scale through generations is
shown in Fig. 5 for the particular result of the best solution
given by DE/best/1/bin. It is observed that in around 600
generations (60% of the maximum generation number), the
algorithm converges to a solution. This indicates that the pro-
posed generation maximum number in [13] is useful in the
DE/best/1/bin algorithm because it can search for a suitable
solution in the synthesis problem.

In Table 5, the design variables of the best solution found
in the thirty executions among DE variants are shown.

The mechanism described by the best solution is shown
in Fig. 6.

With the purpose of comparing the performance of the
mechanism obtained through the ODSRA+CP approach,

TABLE 5. Design variables of the best solution given by DE/best/1/bin
for the study case 1.

the mechanism obtained by the ODSVLE+VP approach
given in [13] is used. In the ODSVLE+VP approach,
the Imperialist Competitive Algorithm (ICA) was used to
solve the associated optimization problem for the study
case 1, and the results indicated that ICA shows an outstand-
ing result with regards to the Genetic Algorithm(GA), Parti-
cle Swarm Optimization (PSO), Parallel simulated annealing
and Differential Evolution (DE) in its variant DE/rand/1/exp.

In Table 6, the Cartesian coordinate design variables of
links found in this work are transformed into to link lengths
ri and angles β̄, θ̄0, θ̄2j (see Fig. 1 and Fig. 2) to carry out a
correlation analysis with respect to the obtained mechanism
in the ODSVLE+VP approach, as well as, to evaluate its
performance. It is observed that the objective function with
the mechanism obtained by the ODSRA+CP approach is
significantly reduced in a 99.56% with reference to the one
in the ODSVLE+VP approach, using the same number of
objective function evaluations. Also, the design obtained in
this work presents a Pearson correlation coefficient of 0.3672,
indicating that the mechanism has significant differences
between them. It is important to clarify that the Pearson
correlation coefficient is applied to the parameters associated
with the dimension of the mechanism in Table 6 without
considering the crank angles θ̄ j2.

B. STUDY CASE 2: FIVE PRECISION POINTS WITH
PRESCRIBED TIMING
This study case is taken from [26]. Here, the dimensional
synthesis of the four-bar mechanism requires that the coupler
point generates a curve path that passes through five precision
points with prescribed timing. In this case, the origin of the
inertial coordinate system is located at the point f with the
x axis collinear to the direction of link r1, as a consequence,
the parameters fx = 0, fy = 0 and sy = 0 are set. Furthermore,
the link r2 is collinear to the link r1 at the beginning, as a
consequence a0y = 0. The precision points are described
in (42) with the crank angles (43).

q = [(3.000, 3.000), (2.759, 3.363), (2.372, 3.663),

× (1.890, 3.862), (1.355, 3.943)][mm] (42)
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TABLE 6. Objective function and design parameters for the study
case 1 with both approaches.

[θ1, θ2, θ3, θ4, θ5]

=

[
π

6
,
π

4
,
π

3
,
5π
12
,
π

2

]
(43)

The design variable vector is stated in (44).

x =
[
a0x , b0x , b0y, sx , p0x , p0y

]
∈ R6 (44)

The design variable bounds and the minimum and maxi-
mum link dimensions are presented in Table 7.

TABLE 7. Limits of design variables and the minimum/maximum link
dimensions for the study case 2.

The DE variant parameters for the solution of the opti-
mization problem in the ODSRA+CP approach is set as:
a population size of 50 individuals with a generation number
of 100 and so, the maximum number of objective function
evaluations is 5000. The crossover CR and scale F factors
are chosen accordingly to Table 8.

TABLE 8. Crossover and scale factors for DE variants of the study case 2.

Thirty runs of the algorithms are executed, and the descrip-
tive and inferential statistics are carried out by using the thirty
best results. The boxplot in logarithmic scale of the objective
functions for all DE variants is shown in Fig. 4 and the

numerical results are presented in Table 9. The best solution
is provided by DE/best/1/bin, which has a performance of
J = 7.6675e − 07. It is also observed that the obtained
solutions with DE variants in the ODSRA+CP approach have
several local optimum ones due to the high value of the
standard deviation. For the particular best solution given by
variant DE/best/1/bin, the worst solution has a performance
of J = 2.4404, which represents a high difference between
the best and the worst values of 99.99%.

TABLE 9. Descriptive statistics of the obtained solutions by using DE
variants in the study case 2.

In order to know the general conclusion of the DE vari-
ant comparison, the non-parametric Friedman test for the
multiple comparisons are presented in Table 10. Boldface
indicates the winner with two-tailed hypothesis test and a
5% of significance level. It is observed that DE/best/1/bin
and DE/best/1/exp win two times, DE/rand/1/exp wins one
times. So, according to the number of wins, the DE/best/1/bin
and DE/best/1/exp are the most promising optimizers for the
study case 2, followed by DE/rand/1/exp.

TABLE 10. Friedman test for the multiple comparison tests among all DE
variants for the study case 2.

On the other hand, the behavior of the objective function
value in logarithmic scale for the best solution through gener-
ations of the particular result given by DE/best/1/bin is shown
in Fig. 5(b). In the first eleven generations, the obtained
solution is not feasible. As a consequence, and according
to Deb’s feasibility rules, the best solution is obtained by
comparing the violated constraints. So, in the first eleven
generations, the objective function value presents oscilla-
tions. Also, note that the algorithm converges to a solution
in 90 generations (90% of the maximum generation number),
indicating that the proposed generation number in [26] is ade-
quate to search for promising solutions, i.e., in the last gen-
erations, the variation in the obtained solution is almost not
carried out.

The design variables of the best found individual in the
thirty executions are shown in Table 11.

The mechanism described by the parameters given
in Table 11 is shown in Fig. 6(b).
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TABLE 11. Design variables of the best solution given by DE/best/1/bin
for the study case 2.

In the comparative analysis presented next, the Malaga
University Mechanism Synthesis Algorithm (MUMSA) [26]
was used to solve the ODSVLE+VP approach for the study
case 2. The MUMSA showed in [26] outstanding results with
regards to the evolutionary algorithms DE/best/1/bin and GA
for the same optimization problem described in study case 2.

In order to compare the results of the current work with
the results of [26], the best link design in the ODSRA+CP
approach expressed Cartesian coordinates are transformed
into link lengths ri, the angle θ̄2j and the coupler point
coordinates r̄cx , r̄cy (see Fig. 1). The obtained results for
both approaches are shown in Table 12. It is important
to note that the obtained design with the ODSRA+CP
approach improves around 56.62% with respect to the
one obtained with the ODSVLE+VP approach. The cor-
relation coefficient of the associated mechanism lengths
in both approaches is 0.9999, implying that the solution
obtained by the ODSVLE+VP approach is closer than
the one in the ODSRA+CP approach. As a consequence,
the ODSVLE+VP approach’s solution may tend to the same
results given in the ODSRA+CP approach whether an incre-
ment of objective function evaluations in MUMSA is set.

TABLE 12. Objective function and design parameters for the study
case 2 with both approaches.

C. STUDY CASE 3: TEN PRECISION POINTS WITHOUT
PRESCRIBED TIMING
The third study case is reported in [27]. This presents the
dimensional synthesis of the four-bar mechanism with ten
precision points (45) which forms an elliptical closed path
without prescribed timing.

q = [(20, 10), (17.66, 15.142), (11.736, 17.878),

× (5, 16.928), (0.603, 12.736), (0.603, 7.263),

× (5, 3.071), (11.736, 2.121), (17.660, 4.857),

× (20, 10)][mm] (45)

The design variables vector for this study case is shown
in (46).

x = [a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y,

× θ1, θ2, θ3, θ4, θ5, θ6, θ7, θ8, θ9, θ10] ∈ R20 (46)

The superior and inferior limits of the design variables
vector are presented in Table 13. The link length bounds are
also shown at the end of the same table.

TABLE 13. Limits of design variables and the minimum/maximum link
dimensions for the study case 3.

The parameters of the DE variants, which solves the
ODSRA+CP approach, are described as follows: population
size of 50 individuals and a maximum number of generations
of 2000. This generation number is obtained based on the
number of objective function evaluations described in [27]
multiplied by the two trial populations. The crossover and
scale factors are selected according to the Table 14.

TABLE 14. Crossover and scale factors for DE variants of the study case 3.

Thirty executions of the algorithm are done, and the box-
plots of the descriptive statistics from the best solutions of
the DE variants are presented in Fig. 4. The numerical results
of the statistics are included in Table 15. The best solution
is obtained by DE/best/1/bin with a performance function
value of 5.7279e − 4. A high diversity of solutions exists at
the end of the executions per each DE variant because the
standard deviation presents a large value indicating that the
algorithms converge to different local optimum solutions. For
the particular best solution given by variant DE/best/1/bin,
the worst solution has a value of 272.01 which results in a
percentage difference between the best and the worst ones
of 99.99%.

The non-parametric inferential statistical test of
Friedman [41] are presented in Table 16 to confirm the
performance in the multiple comparisons. Boldface indi-
cates the winner with two-tailed hypothesis test and a 5%
of significance level. It is observed that DE/best/1/bin and
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TABLE 15. Descriptive statistics of the obtained solutions by using DE
variants in the study case 3.

DE/best/1/exp wins two times, followed by DE/rand/1/bin
with one win. So, according to the number of wins,
DE/best/1/bin andDE/best/1/exp are themost promising opti-
mizer for the study case 3, also there are not enough evidence
to guarantee the best performance when they compete.

TABLE 16. Friedman test for the multiple comparison tests among all DE
variants for the study case 3.

On the other hand, the evolution of the objective function J
in logarithmic scale for the best solution in the DE/best/1/bin
is shown in Fig. 5(c). It is observed that in the first 286 gen-
erations, the obtained solution is not feasible. Consequently,
the objective function value is oscillated due toDeb’s feasibil-
ity rules prioritizing the reduction of the constraint violation.
It is also noticed that the algorithm tends to continue descend-
ing at the end of the maximum number of generations (2000),
indicating that theDE/best/1/bin algorithmmay improve even
more the obtained solution by having more generations.

The best mechanism design obtained by the ODSRA+CP
approach with the use of DE/best/1/bin is presented
in Table 17, and its graphical representation is given
in Fig. 6(c).

The best mechanism found with the ODSRA+CP
approach is compared with the one reported in [27], which
uses the ODSVLE+VP approach. The Ingeniería Mecánica
Málaga (IMMa)OptimizationAlgorithm gives the solution of
the ODSVLE+VP approach with Self-Adaptive Technique
(IOAs−at ). For this third study case, the IOAs−at shows
outstanding results with respect to the algorithms GA, PSO
and DE.

The link design in the Cartesian coordinate space is con-
verted to link lengths, and those are summarized in Table 18.
Moreover, the objective function J values are presented
in it. It is important to note that the performance func-
tion value (19) reported in [27] presents a slight difference
between the calculated performance function in this work
by using the same optimal values of [27]. The Pearson cor-
relation coefficient between both designs is 0.9575. Thus,
the correlation coefficient indicates a high relation between
both mechanisms. Nevertheless, the ODSRA+CP approach

TABLE 17. Design variables of the best solution given by DE/best/1/bin
for the study case 3.

improves at 97.43% the performance function with respect to
the ODSVLE+VP approach.

TABLE 18. Objective function and design parameters for the study
case 3 with both approaches.

D. STUDY CASE 4: EIGHTEEN PRECISION POINTS
The fourth study case is presented in [23]. It involves the
dimensional synthesis of the four-bar mechanism for a closed
trajectory with 18 precision points (47) with prescribed tim-
ing. In the prescribed timing, the input angle θj for each
precision point is separated 20◦ among two adjacent precision
points, and the input angle is displayed in (48), where θ1 is a
design variable.

q = [(0.5, 1.1), (0.4, 1.1), (0.3, 1.1),

× (0.2, 1), (0.1, 0.9), (0.005, 0.75),
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× (0.02, 0.6), (0.0, 0.5), (0.0, 0.4),

× (0.03, 0.3), (0.1, 0.25), (0.15, 0.2),

× (0.2, 0.3), (0.3, 0.4), (0.4, 0.5),

× (0.5, 0.7), (0.6, 0.9), (0.6, 1.)][mm] (47)

θj = [θ1 + 20◦(j− 1)] ∀ j = 1, 2, . . . , 18 (48)

The design variables are presented in (49), while their
limits are shown in Table 19. At the end of such a table,
the link lengths are shown.

x = [a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y, θ1] ∈ R11

(49)

TABLE 19. Limits of design variables and the minimum/maximum link
dimensions for the study case 4.

The optimization problem of the ODSRA+CP approach is
solved by DE variants. The algorithm parameters are stated as
follows: population size of 400 individuals with 1000 genera-
tions giving a total of 400000 objective function evaluations.
The crossover and scale parameters are presented in Table 20.

TABLE 20. Crossover and scale factors for DE variants of the study case 4.

Thirty executions are made per each DE variants from
which the best solutions are stored. The boxplots in loga-
rithmic scale of the objective function value obtained from
those executions are shown in Fig. 4 and the numerical results
are presented in Table 21. Based on the standard deviation,
the DE variants converge to different local optimum solutions
through different executions. The best solution among DE
variants has a performance value of J = 9.9119e − 3 and it
is given by DE/best/1/bin and DE/best/1/exp. The percentage
difference between the best and the worst solutions provided
by the DE/best/1/bin and DE/best/1/exp is 62.3%.

The non-parametric inferential statistical test of Friedman
for the multiple comparisons [41] is presented in Table 22
to carry out an accurate pairwise comparisons. Boldface
indicates the winner with two-tailed hypothesis test and a
5% of significance level. It is observed that DE/rand/1/bin
wins one times with respect to DE/rand/1/exp. Also, there
are not enough evidence to guarantee a better performance

TABLE 21. Descriptive statistics of the obtained solutions by using DE
variants in the study case 4.

with the rest of the comparisons. So, according to the number
of wins, the DE/rand/1/bin is the most promising optimizer
for the study case 4. Nevertheless, this does not provide the
minimum objective function.

TABLE 22. Friedman test for the multiple comparison tests among all DE
variants for the study case 4.

On the other hand, the behavior of the objective function J
in logarithmic scale through generations for the optimizer that
provides the best results (DE/best/1/bin) is shown in Fig. 5(d).
This is obtained from the best solutions of the thirty execu-
tions. It is observed that in around 760 generations (76% of
themaximumgeneration number), the algorithm converges to
a solution. This indicates that the proposed generation maxi-
mum number in [23] is useful in the DE/best/1/bin algorithm
because it can search for a suitable solution in the synthesis
problem.

The design variables of the best solution found in thirty
executions are shown in Table 23. The graphical solution of
the mechanism is presented in Fig. 6(d).

TABLE 23. Design variables of the best solution given by DE/best/1/bin
for the study case 4.

The results of the study case 4 are compared with the
one reported in [23]. In [23], a hybrid algorithm between
the DE and the GA was proposed to provide the solution
of the optimization problem in the ODSVLE+VP approach.
The obtained results of the GA-DE algorithm outperform the
results gave in the GA and the Exact Gradient for the study
case 4.
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In Table 24, the Cartesian coordinate design variables of
links found in this work are transformed into to link lengths ri,
angle θ̄0, and θ̄12 (see Fig. 1 and Fig. 2) to carry out a
correlation analysis with respect to the obtained mechanism
in the ODSVLE+VP approach, as well as, to evaluate its per-
formance. It is observed that the objective function with the
mechanism obtained in the ODSRA+CP approach reduces at
8.74%with respect to the one in the ODSVLE+VP approach,
using the same number of objective function evaluations.
Also, the design obtained in this work presents a Pearson cor-
relation coefficient of 0.5650, indicating that the mechanism
has differences between them despite slightly reducing the
objective function.

TABLE 24. Objective function and design parameters for the study
case 4 with both approaches.

E. STUDY CASE 5: TWENTY PRECISION POINTS
The fifth study case is given in [24]. In this case, the coupler
point of the four-bar mechanism must pass through twenty
precision points, forming a∞ shaped curve trajectory with-
out prescribed timing. The precision points are presented
in (50).

q = [(−24, 40), (−30, 41), (−34, 40), (−38, 36),

× (−36, 30), (−28, 29), (−21, 31), (−17, 32),

× (−8, 34), (3, 37), (10, 41), (17, 41),

× (26, 39), (28, 33), (29, 26), (26, 23),

× (17, 23), (11, 24), (6, 27), (0, 31)][mm] (50)

The design variables vector is shown in (51), and its limits
are shown in Table 25. Besides, the bounds of the link lengths
are shown at the end of the previously mentioned table.

x = [a0x , a0y, b0x , b0y, fx , fy, sx , sy, p0x , p0y,

× θ1, . . . , θ20] ∈ R30 (51)

In order to solve the optimization problem in the
ODSRA+CP approach with the DE variants, the following
conditions are set: population size of 200 individuals with a
maximum generation number of 1000 to establish the same
evaluation number of the objective function as in [24]. The
crossover and scale factors are set as in Table 26. In this
case, the percentage of the selected current configuration is
changed at 30% to find the interval of the scale factor F.

TABLE 25. Limits of design variables and the minimum/maximum link
dimensions for the study case 5.

TABLE 26. Crossover and scale factors for DE variants of the study case 5.

Thirty executions of the algorithms are accomplished. The
set of data, consisting of the best values of the objective func-
tions from the thirty executions of the DE variants, are used to
make the descriptive and inferential statistics. The boxplots
in logarithmic scale of the descriptive statistics are shown
in Fig. 4, and the numerical results are presented in Table 27.
The best solution has a performance function value of J =
7.8123 and it is obtained by DE/best/1/bin. The standard
deviation indicates that a diversity of solutions exists at the
end of the executions in the DE variants. For the particular
best solution given by variant DE/best/1/bin, this implies that
the worst solution (J = 2666.2) has a percentage difference
of 99.7% in the objective function value with regards to the
best value (J = 7.8123). Thus, the DE/best/1/bin algorithm
becomes stagnant for different local optimum solutions.

TABLE 27. Descriptive statistics of the obtained solutions by using DE
variants in the study case 5.

The non-parametric inferential statistical test of Friedman
for the multiple comparisons [41] are presented in Table 28.
Boldface indicates the winner with two-tailed hypothesis
test and a 5% of significance level. It is observed that
DE/best/1/binwins two times, followed byDE/best/1/exp and
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DE/rand/1/bin with one win. So, according to the number of
wins, the DE/best/1/bin is the most promising optimizer for
the study case 5.

TABLE 28. Friedman test for the multiple comparison tests among all DE
variants for the study case 5.

On the other hand, the evolution of the objective func-
tion value J in logarithmic scale through generations for
the DE/best/1/bin algorithm is shown in Fig. 5(e). This is
obtained from the best solution of the thirty executions.
It is observed that in around 400 generations (40% of the
maximum generation number), the algorithm converges to a
solution. This indicates that the proposed generation maxi-
mum number in [24] is useful in the DE/best/1/bin algorithm
because it can search for a suitable solution in the synthesis
problem.

The design variables of the best-found solution through
thirty executions are shown in Table 29.

TABLE 29. Design variables of the best solution given by DE/best/1/bin
for the study case 5.

Themechanism described in Table 29 is shown in Fig. 6(e).
With the purpose of comparing the performance of the

mechanism obtained through the ODSRA+CP approach,

TABLE 30. Objective function and design parameters for the study
case 5 with both approaches.

TABLE 31. Summary of the number of wins in the inferential statistics
obtained per each study case with different optimizers in the ODSRA+CP
approach.

the mechanism obtained by the ODSVLE+VP approach
given in [24] is used. In the ODSVLE+VP approach,
the Combined-Mutation Differential Evolution (CMDE)
algorithmwas used to solve the associated optimization prob-
lem for the study case 5, and the results indicated that CMDE
shows an outstanding result with regards to the DE variant
DE/best/I and other approach related to changes in the opti-
mization problem formulation (coupler-angle function curve
method).

In Table 30, the Cartesian coordinate design variables
of links found in this work are transformed into to link
lengths ri, the angle θ̄ j2 and the coupler point coordinates
given by r̄cx and r̄cy (see Fig. 1 and Fig. 2) to carry out
a correlation analysis with respect to the obtained mecha-
nism in the ODSVLE+VP approach, as well as, to evaluate
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FIGURE 4. Boxplots of the thirty executions of the DE variants in the OSDRA+CP approach for each study case.

TABLE 32. Summary of the obtained mechanism and the algorithm performance in the ODSRA+CP approach compared with the ODSVLE+VP approach.

its performance. It is observed that the objective function
with the mechanism obtained in the ODSRA+CP approach
is reduced in 0.1068% with respect to the one in the
ODSVLE+VP approach, using the same number of objec-
tive function evaluations. Also, the design obtained in this
work presents a Pearson correlation coefficient of 0.6253,
indicating that the mechanism has differences between
them.

F. DISCUSSION
A summary of the number of wins for the DE variants
applied to the solution of the ODSRA+CP approach is shown
in Table 31. It is observed that the most promising opti-
mizers include elitism strategies (the best solution in the
mutation process), and the best of them is related to the
DE/best/1/bin.

The similarity of the mechanisms and their corresponding
improvements obtained by the ODSRA+CP approach with
respect to the results reported in the ODSVLE+VP approach
is summarized in Table 32. Furthermore, the percentage of
the maximum number of generations to fulfill the conver-
gence to a solution in the algorithm DE/best/1/bin is included
in such table. Also, the percentage difference between the
best and the worse performance function values obtained
by the thirty executions per each study case is displayed.

The graphical representation of the path traced by using the
best four-bar mechanisms obtained by the ODSRA+CP and
ODSVLE+VP approaches is shown in Fig. 7.

Through this empirical study, it is confirmed that the
ODSRA+CP approach can improve, in all study cases,
the obtained results reported in the literature (based on the
ODSVLE+VP approach). In two cases (study cases 2 and 3),
the found mechanisms are similar with respect to the
ODSVLE+VP approach. Nevertheless, they reach the pre-
cision points with more accuracy than the ODSVLE+VP
approach with an improvement of 56.62% and 97.31%,
respectively. On the other hand, there is one case (study
case 5), that in spite of confirming differences in the obtained
mechanism, the improvement is low in around 0.1068%.
In the rest of the cases (study cases 1 and 4), the obtained
mechanisms are different, and the improvements are around
99.56% and 8.74%. This indicates that the way of stating the
optimization problem in the kinematic synthesis of mecha-
nisms positively influences the search for better solutions in
the optimizer.
The confidence of finding the best solution in the opti-

mizer (DE/best/1/bin) is given by setting different (thirty)
executions to the same problem. It is confirmed that through
executions, there is a significant difference of around
62%− 99% between the best and the worse solution at each
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FIGURE 5. Objective function behavior in search of solutions to the ODSRA+CP approach in study cases using the best execution of
DE/best/1/bin.

study case. This issue in the optimizer is sometimes reported
in the literature, such as in [27], where fifty executions of
the corresponding algorithm were established, resulting in a
diverse set of solutions.

In addition, in the majority of the study cases (study cases
1, 2, 4 and 5), there exist the chance in the ODSRA+CP

approach for further improving the obtained solution with the
incorporation of different search strategies in the optimizer,
because the algorithm DE/best/1/bin converges to a solution
before the maximum generation number. It is important
to note that in spite of not using an improved optimizer,
the obtained results in this work can outperform the results
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FIGURE 6. Mechanism obtained with the ODSRA+CP approach by solving with the DE/best/1/bin for each study case.
The ground link length r1 is in the black color line, the crank link length r2 is in the red color line, the coupler link
length r3 is in the cyan color line, the output link length r4 is in the green color line, and the distance r5 is in the blue
color line.
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FIGURE 7. The path traced by the coupler point of the best mechanism obtained by two approaches.
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in the state of the art that involves modifications in the
algorithm.

Then, the formulation of the optimization problem in the
ODSRA+CP approach indirectly promotes a better search
space exploration by the optimizer, so that a great diversity of
solutions and better ones can be obtained to the dimensional
synthesis problem in the four-barmechanismwithout needing
to resort to the use of specialized algorithms.

V. CONCLUSION
In this work, the dimensional synthesis of the planar four-
bar mechanism is stated using the relative angles method
and the parameterization of the links in Cartesian coor-
dinates. The synthesis performance has been compared
in five study cases reported in the specialized literature.
Furthermore, the solution to the optimization problem of
the ODSRA+CP approach has been obtained through four
DE variants, DE/best/1/bin, DE/best/1/exp, DE/rand/1/bin,
DE/rand/1/exp.

The comparative statistical analysis reveals that
DE/best/1/bin is the most promising optimizer because this
presents the higher number of wins among the comparisons.
This also obtains the best solution in all study cases. It is
observed that elitism strategies with the use of best indi-
viduals in the mutation process given by DE/best/1/bin and
DE/best/1/exp aid in the search of improved solution in the
synthesis of four-bar mechanism.

The empirical comparative results show that the
ODSRA+CP increases the exploration of the search space
in a basic algorithm DE/best/1/bin. Thus, the solution of the
ODSRA+CP provides mechanisms with better performance
in the criterion by which it was optimized, even better than
those reported in the specialized literature where modifi-
cations in the algorithms were considered. This confirms
that the way of stating the optimization problem in the
ODSRA+CP significantly improves the search process for
finding promising solutions in the optimizer without requir-
ing algorithm modifications.

Other advantage of the ODSRA+CP approach is that it is
possible to extend the dimensional synthesis to spatial four-
bar mechanism.

One of the disadvantages of the DE/best/1/bin algorithm in
the ODSRA+CP approach is the rapid convergence towards
a solution, which will require several (thirty) executions
to know the best solution. Therefore, future work will
involve the fusion of different operators in the optimizer,
and the use of decentralized and self-organization strategies
to increase the algorithm reliability in the optimal synthesis
problem of four-bar mechanisms through the ODSRA+CP
approach. Furthermore, it is expected that such specialized
algorithms (memetic and hybrid algorithms) and also swarm
intelligence algorithms would result in mechanisms with bet-
ter performances than the obtained in the current study.
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