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ABSTRACT Network slicing is a key element in 5G networks. It allows a mobile network operator (MNO)
to offer multiple logical networks tailored to the requirements of different industry verticals over a shared
infrastructure. From the point of view of an MNO, a mobile virtual network operator (MVNO) is a particular
type of vertical network requiring not only the provision of logical networks with specific infrastructure
resources but also customized management capabilities to allow the MVNO to offer network slice-based
services to its clients over the infrastructure of multiple MNOs. However, the lack of flexibility to provide
a customized and efficient network slice management system per tenant under the current proposals of the
3rd Generation Partnership Project (3GPP) and European Telecommunications Standards Institute (ETSI)
limits the possibilities of MVNOs. This paper addresses this requirement by proposing a novel virtualized
multidomain and multiclient orchestration system aligned with the functionalities of the network slicing
management framework proposed by the 3GPP and ETSI. In particular, there are three contributions of this
paper: (i) an extended service-based architecture is designed to provide an isolated management system
to different MVNOs; (ii) a novel high-level slice instance template is defined to specify management and
isolation requirements supporting network slicing as a service model; and (iii) finally, a teleoperated driving
use case is described to showcase how our proposal provides an MVNO with an independent management
system to orchestrate several network slices in cross-domain environments.

INDEX TERMS 5G, multiaccess edge computing, network slicing, network function virtualization,
software-defined networks, virtualized network function orchestration.

I. INTRODUCTION
Mobile network operators (MNOs) are evolving their net-
work infrastructure to profit from the advantages of network
function virtualization (NFV) technologies. Specifically,
NFV facilitates the agile deployment of innovative network
services that cope with the requirements of different types
of applications and the specific needs of industry verticals.
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These specialized industry verticals, often simply called ver-
ticals, are very diverse in their nature and the characteristics
of the network services they demand from operators. To sat-
isfy that demand, MNOs must be provided with the appro-
priate management and orchestration capabilities to properly
use their physical and virtual resources to fulfill the network
service requirements of all users in terms of security policies,
isolation, reliability, bandwidth, and delay.

In this context, the 3rd Generation Partnership Project
(3GPP) and the International Telecommunication
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Union (ITU) have classified the services offered by
5G networks into three general groups: enhanced mobile
broadband (eMBB), for services requiring high data rates
(e.g., 3D video); massive machine type communications
(mMTC), for environments with high device densities requir-
ing low data rates; and ultrareliable low-latency communica-
tions (URLLC), for advanced latency-sensitive services, such
as automotive use cases [1].

To offer and manage the network services that handle
these use cases, MNOs incorporate the network slicing con-
cept. A network slice is a logical network that provides
specific network capabilities and network characteristics [2].
Each specific network slice is named a network slice instance
(NSI). An NSI comprises different sets of network resources
(physical or virtual) that may be distributed over several
network segments. The set of resources of an NSI on each
network segment is named a network slice subnet instance
(NSSI) [3] and [4].

Creating a network slice involves the dynamic end-to-end
management of resources in different technological domains
such as access and transport networks and edge/cloud infras-
tructures. For that purpose, network slicing in 5G networks
extensively uses software-based enabling technologies such
as NFV, software-defined networks (SDNs), and edge/cloud
computing [5].

In this light, the 3GPP has defined a network slicing
management model that includes management functions
to control NSIs and NSSIs [3]. Similarly, the European
Telecommunications Standards Institute (ETSI) has proposed
a network slice management framework based on NFV man-
agement and orchestration (MANO) systems [6]. Both sys-
tem models must be combined to ensure an end-to-end (E2E)
orchestration of the resources assigned to a network slice [7].

This approach allows MNOs to offer their network infras-
tructure to third parties, e.g., verticals, following the network
slice as a service (NSaaS) paradigm [8]. NSaaS allows a
vertical to define its network requirements as a service-level
agreement (SLA) using a template that is later translated into
the network resources needed to create a network slice that
provides such service.

An interesting use case scenario of the NSaaS approach
is mobile virtual network operators (MVNOs), which are
mobile network operators whose infrastructure is composed
of network slices obtained from MNOs. MVNOs use those
resources to provide network services to their customers,
playing the role of an MNO for them [9].

To accomplish their tasks, MVNOs must have the auton-
omy to define and manage the network service policies cur-
rently running on their allocated network slices [10]. Solution
frameworks for providing and managing MVNOs must guar-
antee isolation among network slices and ensure a sufficient
level of management capabilities for anMVNO to orchestrate
its network slices.

However, the provision of logical networks with flexible
and customized management systems is not yet fully con-
sidered by the 3GPP. For example, a vertical could only

require a part of the functionalities provided by the MNO
management system to orchestrate its slice, such as telemetry,
automation services, controllers for service orchestration on
computing domains, or controllers for transport and radio
network services side. This lack of mechanisms to provide a
customized management stack per tenant limits the flexibility
needed to offer what MVNOs need.

Another critical aspect is the response time of the manage-
ment procedures performed over the network slices, mainly
when the management platforms are deployed far from
the services and resources. For example, management sys-
tems are usually deployed in the network cores of MNOs.
Therefore, actions performed on virtualized services such as
scaling, migration decisions, reconfiguration, or topological
changes could lead to high latencies, depending on the dis-
tance and capacities involved. This could be a problem for
verticals that provide sensitive real-time services that require
low latencies at the network and management level. Besides,
the time involved in analyzing the service performance ana-
lytics during the runtime of network services also impacts the
constraints defined in SLAs.

Therefore, the current network slice management model
must be extended to consider the particular management
needs of verticals such as MVNOs.

The present work proposes extending the network slicing
system model defined by the 3GPP to provide MVNOs with
network slicing management capabilities similar to those
available for MNOs based on the NSaaS concept. A first
approach to these extensions was introduced in [11]. This
paper completes and extends the previous work with the
following contributions:

• A new service-based architecture is proposed to pro-
vide independent network slice orchestration systems
per vertical direction. This architecture is described
using service-based components and an object-oriented
information model. Besides, it addresses the challenges
of decentralizing E2E network slice orchestration over
multidomain and multitenant environments.

• An extension to the high-level slice instance template is
defined to allow MVNOs to specify slice management
capability requirements.

• An MVNO use case is described to validate the propos-
als and discuss the benefits of providing independent
network slice management systems in cross-domain
environments.

The remainder of the paper is structured as follows.
Section II analyzes the related work and maps the contribu-
tions of the proposed approach to the state-of-the-art gaps.
Section III expands some background concepts on which the
proposal is based. Section IV describes the extensions of
the proposed network slicing management model. Section IV
also presents the implementation principles of the proposed
systemmodel, paying attention to the internal service compo-
nents of management functions and the MVNO information
model. Section V presents the use case regarding a teleop-
erated driving service in vehicular cloud networks, which is
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used to validate and show the approach’s benefits. Finally,
Section VI summarizes the paper’s conclusions and presents
open challenges and future lines of work.

II. RELATED WORK
This section presents a detailed review of works related to the
provision and management of network slicing and identifies
the lack of mechanisms for providing management systems
with a sufficient level of independence.

A. 5G NETWORK SLICING
As previously stated, 5G network slicing allows MNOs to
create and manage different types of network slices with
specific management and performance capabilities over a
shared network infrastructure [12] and [13]. For example,
network slices for time-sensitive applications require the
deployment of 5G network functions close to the users that
require ultralow latency and high availability [14]. Similarly,
network slices for multimedia streaming require high band-
width capabilities, mobility support, and the deployment of
content delivery network (CDN) resources [15].

In this light, to offer NSaaS to clients, MNOs must include
5G network function catalogs and SDN/NFV management
technologies in their platforms to provide scalable and secure
cross-domain slice orchestration, as detailed in [16]. In this
context, in [17] and [18], architectures for a 5G operating sys-
tem based on functional hierarchical controller and orches-
trator domains were proposed. These architectures define
functional service and resource management blocks in which
all performance, QoS, and SLA parameters are monitored
and secured. However, they create a single point of failure
problem in the management system.

B. END-TO-END SLICE MANAGEMENT
Providing E2E network slices that extend across multi-
ple administrative domains with customized management
requirements adds considerable complexity to 5G network
infrastructures based on software [19]. E2E slice manage-
ment requires coordinating network and cloud resources, net-
work functions, and services in a multidomain scenario [20].
In this regard, an attractive ontology-based information
model for network slice management, as well as a platform
that orchestrates resources and services to meet the require-
ments of each network slice scenario, is proposed in [21].
In [22], a flexible and programmable architecture for
5G mobile networks was defined. This architecture, aligned
with the 3GPP and ETSI standards, facilitates the provi-
sion of network slices with specific functionalities. However,
the slice lifecycle management system remains centralized.

In [23], an IoT slice orchestrator that expands over edge
and cloud computing domains is proposed. In the same way,
in [24], a CDN slice orchestrator using the CDN as-a-service
paradigm is defined. The work presents an architecture
supporting video-on-demand streaming services. However,
neither proposal is aligned with the 3GPP management
framework. Furthermore, considering the diversity of use

cases that a 5G platform must support, in [25], a component
that allows verticals to define services on top of network
services based on blueprints is defined. Finally, based on the
context of network slices for multiple verticals, [26] extends
the concept of the MANO framework and defines a new
orchestration paradigm, MANOaaS, which provides each
tenant with a MANO stack deployed as individual man-
agement components. This management approach reduces
end-to-end slice control complexity at the orchestrator level,
minimizing the need to add new features to orchestration
systems. However, that proposal does not consider the slice
management functions defined by the 3GPP.

Similarly, the work in [27] elaborates on how the propos-
als described in [26] address the challenges of provisioning
network slice instances that support multiple use cases at the
vertical level. Both works focus on providing network slices,
but in [27], the authors integrate the 3GPP network slicing
management system into the orchestration architecture. For
that purpose, the concepts of use case-specific network slice
instances and generic network slice instances (representing
a bundle of subnetwork slices) are proposed to fulfill the
performance requirements of each vertical use case. Themain
contribution comes from the flexibility added to the provision
of network slice instances according to the vertical require-
ments. However, the method neither covers the system over-
load, performance, and isolation issues in a shared platform
nor addresses the latency requirements at the management
level. Besides, the method does not consider what strategy to
follow when the centralized management system fails. The
work presented in this paper addresses those questions by
offering a slice instance template with novel management
parameters to provide a customized management system per
vertical.

C. SLICE-ENABLED MEC
Network slicing can benefit from using resources deployed
at the edge of the network close to the users by exploiting
the multiaccess edge computing (MEC) concept [28]. MEC
brings the computing resources, previously centralized in
large data centers, to the network’s edge. MEC and NFV
specifications have been developed separately. Nevertheless,
since the management frameworks for MEC applications
and virtual network functions (VNFs) share several similar-
ities, the ETSI has begun to address combining both frame-
works into a unified architecture. For example, [29] proposes
deploying the management elements of the MEC framework
as VNFs in an ETSI NFV-MANO system [30].

Although proposals by the 3GPP [31], ETSI [32], and oth-
ers [33], [34] define how the MEC system can be integrated
within the 5G architecture, the inclusion of NFV-based MEC
systems as a functional part of 5G networks has yet to be fully
addressed.

Moreover, in [35], a slice-enabled MEC management
architecture deployed in 5G networks is proposed. Despite
describing the different methods of communication between
the MEC system and 5G network functions, the proposal
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does not include an NFV-MANO framework where MEC
and 5G network functions are orchestrated. In [36], an inte-
gration of MEC into the 5G network slicing context is
defined. The proposed architecture uses the NFV-MANO
platform to deploy MEC-enabled slice services and incorpo-
rates stand-alone and shared deployment scenarios of MEC
components for each slice. However, the work does not
consider orchestration in cross-domain environments. Sim-
ilarly, other works [37]–[40] have defined MEC implemen-
tations that integrate EPC (evolved packet core) functions
in NFV-MANO environments. Nonetheless, the management
and orchestration procedures in the 3GPP network slicing
context are not described.

D. CONTRIBUTIONS
The proposals reviewed thus far do not cover all the chal-
lenges for providing customized and independent NSaaS
lifecycle management systems to verticals, mainly due to
the difficulty of handling the heterogeneity among different
technologies and standardization bodies. In this light, dif-
ferent unresolved issues have been identified at the network
slice management level. Thus, there is a lack of standardized
mechanisms and definitions to allow:

• R#1: agile provision of decentralized network slice
orchestration systems for verticals with a high level of
independence in NSaaS scenarios.

• R#2: agile provision of logical resources inmultitenancy
and cross-domain environments, integrating ETSI NFV-
MANO, ETSI MEC, and 3GPP network slice manage-
ment systems in a common framework.

• R#3: orchestration of fully decentralized management
systems with a unified information model to ensure the
orchestration of cross-domain network slices.

Our proposal addresses the gaps detailed above following
a top-down approach through the following strategies:

• For R#1, an extension to the service-based network slice
management architecture based on the network slice

FIGURE 1. High-level model of roles and network slicing management.

management model proposed by the 3GPP is defined
in Section IV-A [3]. It abstracts the main management
functions to provide an isolated orchestration system
to each vertical. Furthermore, it adds a new service
component to streamline the discovery and exposure of
services between orchestration platforms.

• For R#2, an extended slice template including isola-
tion levels for network slice management is defined
in Section IV-B. The Generic Network Slice Tem-
plate (GST) and the NEtwork Slice Type (NEST) tem-
plate proposed by GSMA (Global System for Mobile
Communications) in PRD NG.116 [41] allow fulfilling
service level agreements to be satisfied by a network
slice. The proposed template includes new fields that
describe management capabilities at the service orches-
tration layer.

• For R#3, the service components and an object-oriented
information model of the decentralized architecture are
defined in Section IV-C and Section IV-E, respectively.
Since the 3GPP and ETSI NFV-MANO information
models focus on a single centralized management sys-
tem, the proposed information model includes data
information concepts related to the extensions described
in this work.

III. BACKGROUND CONCEPTS
A. ROLES INVOLVED IN NETWORK SLICING
In the context of 5G network slicemanagement and orchestra-
tion, it is crucial to clearly define the roles and responsibilities
of the different stakeholders involved. Figure 1 illustrates the
roles related to 5G network slicing management and provi-
sion, following the principles described in [42]. Considering
common network slicing scenarios, the MNO simultaneously
plays the role of a communication service provider (CSP) and
network operator (NOP). TheMNO provides communication
service to its network slice customers (e.g., end-users, ver-
ticals, and enterprises), which may be unaware or aware of
the network slice. In the former case, named network slices
as NOP internals in [42], the network slice customers act as
communication service customers (CSCs) and only consume
the services provided by the CSC as end-users (Fig. 1a).

In the latter, named network slice as a service in [42],
the network slice customers are aware of the instantiated
network services. They can modify and update their network
functions via the management exposure interface (Fig. 1b).

Furthermore, when using NSaaS, verticals that require full
network slice management capabilities such as MVNOs can
offer their network slices to their customers. In this case,
they act as a network slice customer (NSC) down to the
MNO, but they behave as network slice providers (NSPs)
up to their customers (Fig. 1c). As previously described,
customers can be aware or non-aware of the network
slice.

Besides, MVNOs can enhance the network slice capa-
bilities obtained from the MNO by adding their network
functions or combining network slices from several MNOs.
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FIGURE 2. High-level E2E network slicing management architecture.
mapping 3GPP management functions with ETSI NFV-framework.

B. 3GPP NETWORK SLICE MANAGEMENT MODEL
The 3GPP has defined a network slice management archi-
tecture composed of several functions for managing network
slice instances and the corresponding subnets [3], as shown
in Fig. 2.

The description of a network slice includes a set of
attribute-value pairs that specify the service requirements
defined as part of service-level agreements. The permitted
attributes are described in the GST specified by GSMA [41].
These parameters are detailed in the NEST file, which is a
filled GST with the values and attributes associated with the
service-level agreement of a network slice, such as the slice
coverage, the isolation level, or traffic characteristics.

The communication servicemanagement function (CSMF)
is responsible for translating the service requirements in the
NEST chosen by customers into the service profile: the set
of logical network functions and resources interconnected
following a specific topology needed to instantiate a network
slice. the CSMF is the point of contact between customers and
the 5G system management platforms provided by MNOs.

Once the service profile is created after processing the
NEST file, the CSMF sends it to the network slice man-
agement function (NSMF) through a REST-API. The NSMF
uses the service profile to create the NSIs, build its logical
topology, and deploy essential network functions.

First, the NSMF divides the service profile file into the
subnet descriptors that compose the network slice, sending
each one to the corresponding network slice subnet man-
agement function (NSSMF), which manages the different
network segments (access, transport, and cloud). Once the
NSI is instantiated, the NSMF remains responsible for the
management and operation of its lifecycle.

The information received by NSSMFs from the NSMF
includes the description of the network functions required
to create the NSSI to be instantiated and managed in each
network segment. In access and transport networks, NSSMFs
communicate with the controllers responsible for dynamic
resource allocation and configuration, ensuring traffic iso-
lation, applying QoS policies, and controlling the state of

base stations and network elements. For example, the radio
controller in charge of managing wireless access devices
and the transport network controller focused on wide-area
network elements will establish flow rules according to the
resource availability and network slice requirements provided
by the NSSMFs. Besides, the NSSMF that controls the cloud
domains uses network service descriptors (NSDs) sent by
the NSMF to deploy the network service composed of VNFs
over the targeted NFV infrastructure (NFVI) domains. These
descriptors will be onboarded to the corresponding NFV
orchestrator (NFVO) to be later instantiated. The NSSMF
should be able to differentiate between types of network func-
tions (NFs), i.e., VNFs, physical network functions (PNFs),
and MEC applications (MEC apps). The way MEC apps are
deployed will depend on how NFV and MEC platforms are
instantiated: through a specific interface if an NFV-based
MEC system is used [29] or through a different NSSMF if
a stand-alone MEC system is used.

Finally, in some cases, the radio, transport, cloud, and
5G core network (5GCN) controllers could act as NSSMFs
and are part of the management system. In other cases, they
could be external components, and the NSSMFs will play the
role of clients that interact with those controllers (see Fig. 6).

IV. EXTENDED NETWORK SLICE MANAGEMENT
ARCHITECTURE
In this section, the design principles of our proposal are
detailed. Specifically, in Section IV-A, the extended archi-
tecture of the 3GPP network slice management model is
described. In Section IV-B, an extended high-level slice
template to be used by the MNO is defined. Section IV-C
details the service components of each management function.
Finally, in Sections IV-D and IV-E, themultidomain scenarios
and orchestration information model are described.

A. PROPOSED SLICE MANAGEMENT MODEL
The network slice management model proposed in this paper
extends the model defined by the 3GPP [3] described in
the previous section. The key objective of the model is to
instantiate slices as a service with a set of network, com-
puting, and infrastructure resources where network services
related to the network slice are deployed and operated with
independent management functions. The network function
requirements must be mapped to the infrastructure resources
assigned to the network slice. This novel model is based on
enabling extended customized management functionalities.
Fig. 3 illustrates the extension proposed to the management
model described by the 3GPP in [3]. An MNO (right side)
provides independent network slice management functions to
verticals (left side), requiring an NSaaS with isolated infras-
tructure and network service resources. Each management
function (CSMF, NSMF, and NSSMF) manages the different
layers that compose a network slice, such as the commu-
nication service, network slice, and network slice subnet.
A simplified view of the model is described below.
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FIGURE 3. Provider-driven 5G network slice as a service management model.

The main idea of the model is to abstract and virtualize the
3GPP network slicemanagement functions, henceforth called
the slice management function (SMF) stack. The main goal
of the model is to offer advanced management capabilities to
MVNOs by providing each MVNO with its own SMF stack,
hereinafter referred to as the MVNO SMF stack.

An MVNO SMF stack provides MVNO independence
and flexibility to manage and orchestrate the network slice
resources offered by the MNO through NSaaS. It also pro-
vides the autonomy to add new service packages and apply
communication policies to their end-consumers. The central
SMF stack manages the lifecycle (activation, configuration,
scaling, migration, and decommissioning) of each MVNO
SMF stack.Moreover, if theMVNOSMF stack experiences a
failure, theMNO SMF stack keeps track of the lifecycle man-
agement over the services deployed by the MVNO. Depend-
ing on the isolation levels and management requirements
defined by the vertical (described in Section IV-B), the cen-
tral SMF stack will provide more or fewer control capabili-
ties to the MVNO over network resources and orchestration
systems.

Fig. 4 shows the proposed service-based model for the
provision of an MVNO in the form of NSaaS. This manage-
ment method is aligned with the information model defined
by the 3GPP in TS 28.530 [42]. The figure includes a
sequence of steps for creating, instantiating, and operating an
MVNO slice.

First, the MVNO requests the creation of a network slice
using the MNO NSaaS interface (step 1). For that purpose,
it creates aNESTfilewith the service requirements, including
the request for an MVNO SMF stack creation (step 2). The
NEST is processed and translated into the resources needed to
create the network slice (step 3). Besides, the MNO provider
deploys the new MVNO SMF stack, typically as a standard

NFV network service (NS) at the location specified by the
MVNO according to its latency constraints and security
factors (step 4). Next, the administrative operations of the
central SMF stack on the MVNO SMF stack are performed
employing the ‘‘associate’’ procedure via the Inter-SMF stack
service-based bus communication interface (step 5).

The new MVNO SMF stack also enables external con-
sumers to design and deploy their communication services by
providing their catalogs and repositories of network services
and network functions (step 6).

Finally, over-the-top service providers can leverage the
MVNO SMF stack to deploy custom services without involv-
ing the central SMF stack. In this case, the over-the-top
service providers can define specific performance parameters
(e.g., latency, traffic data flow, number of users, and service
performance) to their NSDs to ensure the policies of their
services over the sliced infrastructure (step 7).

The following provides more details about the two main
building blocks of the architecture:

1) MNO-PROVIDER
The MNO-Provider comprises the central SMF stack that
defines access levels and rights access over the sliced network
infrastructure and provides operational capabilities to the
MVNO SMF stacks. Besides, it monitors and enables the
MVNO SMF stack to perform lifecycle management actions
within the boundaries established in the isolation and service
agreements.

To allow any MVNO SMF stack to register, discover and
consume additional services (e.g., automationmodels, VNF’s
testing and validation, andNFVIs) and resources (e.g., adding
computing nodes, CPU, and RAM) from those initially pro-
vided by the central SMF stack, the SMF stack register func-
tion (SRF) is proposed as a new component of the SMF stack.
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FIGURE 4. MVNO slice management system model. Extended 3GPP SMF stack to provide NSaaS to end customers.

In addition, the SRF can be used to register and discover
SMF stacks and resources from other MNOs, for example,
for reserving resources when a network slice requires cross-
domain communication (see Section V-A).

Furthermore, the MNO-Provider could be employed as a
newmanagement function over the 3GPPmanagementmodel
or integrated as part of the CSMF. Once the MVNO SMF

TABLE 1. Differences between existing and extended 3GPP network
slicing management model based on vertical service requirements.

stack has been registered into the SRF, every management
function from each SMF stack can communicate with each
other to request particular functionalities, such as requesting
network slice templates or network service descriptors.

2) MVNO-SLICE
Once anMVNOSMF stack is deployed and configured, it has
full autonomy to orchestrate its own physical and virtual
resources without the intervention of the central SMF stack.
The MVNO SMF stack behaves as the central SMF stack,
allowing the implementation of security rules, policies, and
lifecycle operations over their network instances. Further-
more, the MVNO SMF stack can build its network services
and offer them to external customers by onboarding and
deploying slice templates. The central SMF stack supervises
that new instantiated services do not incur SLA violations.

An MVNO SMF stack can also control and consume
resources from other network providers through the com-
munication between the SRFs of each SMF stack to add
new technology domains to its slice resources. Finally, the
communication between the NSMF and NSSMF entities
within each SMF stack occurs through an intra-SMF stack
service-based bus interface.

Table 1 summarizes the main functional differences
between the existing 3GPP network slicing management
model and the model proposed in this work. The comparison
is conducted based on the vertical service requirements.
It highlights the functional aspects that our system model
supports when verticals require particular management sys-
tems adapted to the use cases they expect to instantiate over
multidomain and cross-domain scenarios. The main charac-
teristics described in Table 1 are explained in more detail in
the following sections.
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FIGURE 5. Example of the translation of vertical slice requirements to service descriptors.

B. MAPPING VERTICAL REQUIREMENTS TO NETWORK
RESOURCES
As mentioned above, NEST files are the primary input used
during the network slice preparation phase of NSaaS. They
are translated into the corresponding blueprint called the ser-
vice profile used to instantiate the network slice by selecting
the appropriate logical resources and management attributes
based on underlying infrastructure control needs [43]. Each
service profile (e.g., smart home, e-health, and MVNO)
imposes specific communication requirements (e.g., QoS
and latency) through SLA attributes that need to be trans-
lated to hardware and virtual capabilities. All infrastructure
resources, network functions (PNFs and VNFs), MEC apps,
and management components must be registered in the oper-
ators’ portfolios and repositories for their use during slice
building.

Fig. 5 shows an example of translating verticals’ ser-
vice requirements, paying particular attention to isolation
and management attributes (on the left) into service profile
descriptors (on the right) from the top to bottom levels. Since
the GST file already provides isolation level fields, they are
extended by adding information fields related to theMVNO’s
management requirements. The isolation level attribute in
the GST defines the physical and logical type of isolation.
In the former case, network slices are separated by hard-
ware (e.g., racks, servers, and location) and computational
resources (e.g., storage and CPU). In the latter, network slices

TABLE 2. Management capabilities.

are isolated by virtual resources (e.g., virtual machines) and
network functions (e.g., 5GCN).

At the management level, the new field allows verticals to
select different types of management, as shown in Table 2.
A specific SMF stack platform is instantiated only for the
vertical if the service level management parameter is selected.
In this case, the MVNO SMF stack will use MANO plat-
forms shared with other tenants. Moreover, MVNO will
control the network slice through the central SMF stack if
a resource-level management parameter is selected. How-
ever, if both service level management and resource level
management values are selected, independent MVNO SMF
stack and MANO systems dedicated to the vertical (MVNO)
are deployed (see Section IV-D). Finally, when the no man-
agement parameter is selected, the vertical will only have
monitoring functionalities over the network slice.

The service profile derived from extended NEST trans-
lation is named the slice instance template (SIT). The
SIT specifies the structure of the network slice instance in
terms of domain types, types of network functions, domain
topology, and management configurations (Fig. 5). Specifi-
cally, the SIT contains the following:

• NF-type. It maps several SLA parameters to define
the network functions and MEC apps that com-
pose a network slice. For example, computational
(e.g., CPU, GPU, and TPU) and performance constraints
(e.g., latency) impose whether the VNF is deployed as a
virtual machine or as a container. The NF-type includes
a field to specify if the NF is deployed as a VNF, PNF,
or MEC app.

• Monitoring type. It includes fields that allow MVNO
to specify isolated monitoring entities to collect data
analytics to fulfill the key performance indicators (KPIs)
from network services and NFVI domains.

• SLA. It represents the network slice performance
and service parameter translation into hardware

VOLUME 9, 2021 131389



A. Cárdenas et al.: Enhancing 5G Network Slicing Management Model to Improve Support of MVNOs

FIGURE 6. High-level MVNO slice service-based architecture.

characteristics based on physical (e.g., node) and link
capability (e.g., port) information.

• Management Capabilities. They define the manage-
ment systems required by a vertical to control the net-
work slice mapped from the management parameters
described in the GST as network service descriptors.

• Slice Topology. It maps the performance requirements of
NSaaS into network services (e.g., 5GCN) comprised of
chained network functions (e.g., vCPEs andMEC apps).

• Domain Topology. It maps the performance require-
ments in terms of availability and slice coverage that
are represented as domain types (e.g., edge and cloud
computing), access network types (e.g., WiFi and small
cells), and transport network types (e.g., SDN and
legacy-IP networks) [44]. Therefore, in this case, it is
necessary to extend the information model of the
VNF descriptors (VNFDs) and NSDs [45] by adding
fields that define the NF-type (nf_typeID) and domain
type (domainID) to select suitable network functions
according to the domain type. For example, when
the NF-type is an MEC app, the NSD must add the
AppD_id field to link VNFs with MEC apps [46]. This
approach allows instantiation of them on MEC systems
in stand-alone or NFV-based mode.

At the network slice management level, the SIT is split into
network service descriptors and SDN applications to instan-
tiate the virtualized services over computational resources.
By applying traffic flow rules over access, transport, and
cloud networks, VNFs can be interconnected to provide
E2E communication. At the infrastructure level, the service
descriptors are translated into hardware characteristics to
ensure the SLA and policy requirements per network slice.

C. SMF STACK SERVICE COMPONENTS
Fig. 6 shows a more detailed view of the SMF stack service
components and their relationship with managed resources.
Each management function (CSMF, NSMF, and NSSMFs)
is composed of different service components that ensure
the execution of the lifecycle management actions of the
network slices. The core idea is to communicate the SMF
stack functions through standardized APIs for the consump-
tion and exposition of the relevant data of each slice. For
example, the resource reservation procedure is performed via
the client-server communication context. The idea is based on
the network slicing vision proposed by the Open Networking
Foundation (ONF) in the ONF TR-526 document, which was
adopted by the ETSI in [6]. We adapt that vision to assign
groups of resources to each vertical through the NSMF acting
as a slice resource controller service. When an MVNO SMF
stack is deployed, theMNOconfigures themanagement func-
tions with the specific attributes to access only the assigned
resource group. The management attributes refer to the end-
points and access URLs with authorization credentials for
accessing the infrastructure managers in charge of controlling
the network slice resources.

The communication between internal management func-
tions is established through REST-API calls. For exam-
ple, in a typical communication between a CSMF and
an NSMF, the NSMF’s northbound interface (NBI) takes
the role of a client. In contrast, the CSMF’s southbound
interface (SBI) acts as a server, which gathers the iso-
lated information requested by the vertical through the
CSMF NBI.

Finally, as shown in Fig. 6, the CSMF acts as a front-end
interface for the users to browse through the different
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FIGURE 7. Example of MVNO slice information model.

network slice catalogs and blueprint repositories. It also
implements translation, activation, and validation services.
In turn, the NSMF implements planning, scheduling, opti-
mization, and resource reservation procedures per slice to
ensure multitenancy and multidomain paradigms. Further-
more, the NSMF is in charge of mapping the group of
resources reserved with the specific NSSMFs to control
and orchestrate the network services chained over mul-
tiple administrative domains. More precisely, it performs
fault, configuration, accounting, performance, and secu-
rity (FCAPS) operations and lifecycle management actions.
Finally, the NSSMF integrates the resource broker ser-
vice to interact with resource orchestration systems such as
NFVOs, virtual infrastructure managers (VIMs), and SDNs
to gather resource group information from the different tech-
nological domains by executing activation and configuration
actions.

Note that the SMF stack, either MVNO or MNO, dele-
gates VNF deployment to NFVOs. Nevertheless, the isola-
tion requirement at the management and orchestration level
will be provided in different ways depending on whether
the MVNO uses an independent or a shared NFVO, always
based on the service level requirements from the use cases
(see Section IV-D).

Furthermore, the SMF stack and NFVO-MANO have dif-
ferent roles in controlling network services deployed over the
network slice. NFVO handles the VNF lifecycle management
that composes eachNSSI deployed over NFVI domains. Con-
versely, the SMF stack has a high-level management view and
performs different management procedures on the network
services and network slice resources distributed over several
domains. For example, the SMF stack can add more comput-
ing resources to the slice or trigger scalingmethods for VNFs.
The former procedure could be executed by interacting with
VIMs through a specific NSSMF while the latter approach
requires the SMF stack to send scaling actions to the NFVO
through another NSSMF. The type of NSSMFs provided to
any MVNO depends on the management and orchestration
requirements described in the SIT file.

D. MULTIDOMAIN SCENARIOS
The proposed architecture provides an MVNO slice that
crosses multiple domains with different controllers, SDN
orchestrators, NFV-MANO, and NFVI providers. In this con-
text, an MVNO can control the underlying network infras-
tructure through common orchestration platforms for all
tenants (e.g., MANOaaS and MECaaS) or through deploy-
ing independent orchestration platforms. In the former case,
the MVNO deploys services that do not require high-level
security policies and low latency constraints within the sys-
tem management and orchestration procedures. Therefore,
the tenant’s instantiation requests are queued based on instan-
tiation priorities. Otherwise, theMVNO uses the latter case to
fulfill those specific requirements. Therefore, this approach
allows accomplishing the requirements of the services for
both use cases.

In this light, there are two types of isolations at different
levels, such as the network level (e.g., VNFs and PNFs),
infrastructure management level (e.g., VIM), orchestration
level (e.g., NFVOs and SDNs) and service level (e.g., SMF
Stack), by having independent or shared resources and ser-
vices. The options to be used should be chosen according
to the management capabilities requested by the MVNO.
The MVNO SMF stack has the flexibility to support both
alternatives simultaneously.

As shown in Fig. 7, the E2E slice orchestration framework
is divided into two layers following a bottom-up approach:

1) RESOURCE ORCHESTRATION LAYER
The resource orchestration layer comprises network infras-
tructure domains (e.g., NFVIs), network functions (e.g.,
VNFs and PNFs), MANO systems, and SDN controllers that
control the traffic flow in the cloud, access, and transport
networks. In this layer, the proposed architecture enables
different types of isolation.

For example, as shown in Fig. 7, in zone A, the MVNO
has a split NFVI domain controlled by an independent
VIM-on-demand agent provided to the MVNO [47]. This
NFVI is orchestrated through the NFV-MANO platform
deployed exclusively for the MVNO. In this case, the MVNO
has high-level management capabilities over the assigned
resources. In zone B, the MVNO controls the dedicated
infrastructure of transport networks with advanced isola-
tion mechanisms by using an SDN controller that acts as a
wide-area infrastructure manager (WIM) [48]. The manage-
ment level in this zone depends on the WIM capabilities to
allow multiple tenants to run on top.

Finally, the MVNO orchestrates the NFVI domains using
a shared MANO platform (MANOaaS) for all the tenants
in zone C. In this case, the management capabilities of the
MVNO depend on the functionalities provided by theMANO
system. For example, the differentiation between tenants in a
shared NFVO is performed by creating independent profiles
with particular VIMs assigned to the tenant’s slice. Thus,
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FIGURE 8. Example of MVNO slice information model.

infrastructure security is controlled by providing access cre-
dentials to tenants when performing resource reservations.

Similarly, at the VIM level, when an MNO reserves com-
putational resources to register in the NFVO, it first interacts
with infrastructure managers, such as OpenStack1 for virtual
machines (VMs) or Kubernetes2 for containers. Then, the
MNO associates the group of resources to a specific user by
creating authorization credentials for accessing the resources.
The authorization credentials are managed, stored, and pro-
vided by the MNO.

2) SERVICE ORCHESTRATION LAYER
The service orchestration layer comprises a network opera-
tor OSS/BSS, MNO SMF stack, MVNO SMF stack, third
parties, and verticals as customers. A vertical manager can
manage the resource layer using the MNO SMF stack when
its management constraints are less strict. This case is not
suitable for security and latency orchestration constraints.
However, when the MVNO has stricter management con-
straints at the service layer, theMNOprovides an independent
SMF stack to control the resource orchestrator layer. In this
case, the MVNO SMF stack can deploy virtualized network
services through the different management systems described
in the SIT file.

E. ORCHESTRATION INFORMATION MODEL
Fig. 8 shows a proposal for anMVNOnetwork slicing orches-
tration object-oriented information model that provides cus-
tomized management functionalities over the network slice
by abstracting infrastructure and network function capabili-
ties. The information model is depicted as a UML (unified

1https://www.openstack.org
2https://kubernetes.io

modeling language) diagram describing the objects com-
posing an MVNO slice and their capabilities and relations.
Since the 3GPP network slice management model and ETSI
NFV-MANO focus on a single centralized orchestration sys-
tem, an extended information model that supports multite-
nancy concepts is defined in this work.

The MVNO SMF stack represents the abstraction of an
orchestration system provided to anMVNO. It includes infor-
mation on domain types, NF types, MANO platforms, SDN
orchestrators, and network slices. The data are gathered from
a group of resources allocated to the slice comprised of
physical (e.g., access, transport, and cloud networks) and
virtualized nodes (e.g., VNFs, PNFs, and MEC apps). There-
fore, the information associated with the infrastructure object
is usually related to computational resources, virtualization
types, specialized hardware, links to interconnect ports inside
and outside the domains, radio resources in 3GPP access
networks, IP address pools, and the status of the nodes.

MVNO-AccessNet contains information related to the
access networks. This information includes the access net-
work protocols used for communication between the user’s
slice, capabilities, frequencies, and 5GCN identifiers that will
be connected (e.g., PLMN-ID).

The MVNO-5GCN data information represents the net-
work service deployed over cloud domains to enable users
to access services through mobile networks according to the
slice profiles requested by the MVNO. It contains informa-
tion on 5G core network functions, NF types (e.g., VMs or
containers) used to instantiate 5G network functions, tagged
numbers of slice/service types (SSTs), and UE credentials for
accessing different MVNO services. Additionally, this entity
includes the cloud domain identifier where network functions
are deployed and the network service identifiers to which they
correspond.

The MVNO-Service defines a virtualized application as a
network service deployed over any cloud domain. It contains
information related to the identifiers of the slice profile, type
of VNFs, cloud domains, and authorization certificates. This
entitymay include services such asMEC systems,MEC apps,
and over-the-top services executed as VNFs. The flow rules
to forward the user’s traffic to these services can be made
employing SDN controllers or DNS mechanisms.

Finally, the CSMF, NSMF, and NSSMF represent core
information related to the list of service profiles, infrastruc-
ture resources, and network slices provided by the MNO in
a multidomain and multitenancy context. They contain the
data associated with the underlying physical network infras-
tructure and orchestration systems.

V. USE CASE: TELEOPERATED DRIVING
This section shows how the extensions proposed can be
used by an MVNO to provide a vehicular cloud network
service in a multidomain scenario. First, an overview of the
MVNO scenario, together with some implementation details,
is shown. Then, detailed workflows of the instantiation and
deployment procedures of the MVNO use case are presented.
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FIGURE 9. An MVNO providing and managing a vehicular cloud network service.

The workflows are divided into two procedures: the
deployment of the MVNO SMF stack and the association
among tenant and central SMF stacks.

A. VEHICULAR CLOUD NETWORK USE CASE
The automotive and telecommunications industries have
joined forces to develop end-to-end solutions for future
mobility and sustainable transport services. Different use
cases have been defined with functional requirements that
may demand divergent network behaviors [49]. Therefore,
vehicular communications must face several technical issues
(e.g., QoS, coverture, latency, roaming, handover, and service
continuity) that must be solved. Thus, to cope with complex
network demands, innovative technological approaches are
being proposed [50].

Teleoperated driving (ToD) is one of the services envis-
aged in vehicular cloud networks for autonomous and nonau-
tonomous cars within vehicle-to-everything (V2X) system
communications. V2X supports four methods of communi-
cation: vehicle-to-infrastructure (V2I), vehicle-to-pedestrian
(V2P), vehicle-to-vehicle (V2V), and vehicle-to-network
(V2N). The use case proposed in this work is related to
the V2N model, where traffic flows with specific require-
ments sent to/from the vehicle components can be served
by different types of network slices. Furthermore, it lever-
ages the network slice management model proposed in this
article to overcome some of the technical issues related to
cross-domain scenarios in a novel manner.

Specifically, the use case focuses on implementing ToD
services in a cross-border multidomain health care scenario.
A health care company that owns a hospital in a particular
region wants to offer two specific services to users in nearby
areas: ToD service for elderly users (ToD-EU) to be trans-
ported to the hospital and ToD service for ambulance users

(ToD-AU) that assists in car accidents. ToD-EU and ToD-AU
are critical services.

To provide such services, the health care company, which
does not own network infrastructure in the area, can exploit
the benefits of an NSaaS. It must contact a third company
acting as an MVNO (or even becoming an MVNO) to use the
network resources offered by other network operators work-
ing in the regions. The MVNO must request the creation of
the required network slices to theMNOs to deploy the service
instances that will support the ToD service and guarantee
its service continuity in each region. The management and
orchestration of the services will be the service provider’s
responsibility (MVNO), although MNOs will provide the
network resources.

Fig. 9 shows the overall description of the vehicular net-
work service in a two-region cross-border scenario, showing
the stakeholders involved in supporting the service’s provi-
sion. The left view details the high-level requirements of the
MVNO and presents the orchestration relationship between
the different components of the scenario. The right view
shows the distribution of the network functions instantiated
in the network infrastructure provided by MNOs.

MNO-1 andMNO-2 are 5G network operators that provide
coverage to region 1 and region 2, respectively (Fig. 9a).
Both offer edge computing services and expose their network
capabilities to deploy and manage functions that compose the
vehicular network service.

The hospital is located in region 2 and uses MNO-2 as
its internet service provider. The MVNO company owns an
NFVI-enabled point of presence able to host computational
services on premise.

Both MNOs can provide fully virtualized services imple-
mented over their infrastructures or hired from third par-
ties. In the use case scenario, MNO-2 will act as an NSaaS
provider. The MVNO will be an NSaaS tenant of MNO-2,
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FIGURE 10. Discovery/exposure resources between MNOs through the
SRF component.

requesting that it run all the dedicated services of the vehic-
ular scenario (ToD-EU and ToD-AU). MNO-2 will be in
charge of requesting the resources to MNO-1 needed in
region 1 and reserving the resources it needs in region
2 to later deploy the VNFs for video streaming and vehicle
control required for the ToD service in all administrative
domains.

The NSaaS requested doe MNO-2 by the MVNO will
include the service level management attribute described in
Section IV-B in the NEST file. Accordingly, MNO-2 will
deploy a dedicated SMF stack for the MVNO in the MVNO
NFVI domain. This will ensure the reliability, security, and
privacy of information for the MVNO.

The MVNO will control and orchestrate the physical and
virtual resources detailed in the service profile created from
the NEST. The service profile in this example is an SIT
file composed of the management system (the SMF stack
specified as an NSD), the 5GCN resources, the MEC system,
and the monitoring NSDs.

Although MNO-1 has the capability to orchestrate its net-
work infrastructure, in this scenario, it acts as an infrastruc-
ture as a service (IaaS) provider to allow third parties to use
its network (e.g., access networks and transport networks
as a service) and computational (e.g., NFVI as a service)
resources. MNO-2 can discover the resources of MNO-1
through the communications between the SRF components
of each MNO. For example, the SMF stacks of MNO-1 will
expose the resources and MANO platforms that have regis-
tered. The SMF stack of MNO-2 will consume this infor-
mation to enable the MVNO to control the resources from
MNO-1, as shown in Fig. 10.

The ToD NS will include specific VNFs for processing
application data (Fig. 9b). For example, a VNF for augmented
reality image processing (ARIP) will process the video data
streams coming from a car and apply visual computing mod-
els to add descriptions to the video images useful for the
teleoperator. This service requires large amounts of band-
width. Furthermore, a VNF for vehicle control (VhC) will

operate a car’s actuators. This function requires ultrahigh
reliability with strict latency constraints. The traffic flows
from each function arrive at the backend server (BS) VNF,
where they are processed and presented in a unified way
to the teleoperator. For the ToD-AU service, eHealth VNFs
are added for remote paramedic assistance. These include
VNFs for monitoring the vital signs (MVSs) captured by
ambulance health tools and for processing streaming video
(PSV) captured on cameras worn by paramedics. Since the
traffic flows of remote vehicle actions (VhC VNFs) require
strict latency constraints, the data flow must be resolved as a
local breakout mode with core network functions deployed in
the same edge site for both services.

In general, for this use case, the following assumptions are
considered:

• The 5GCN is configured and linked to the appropriate
radio resources by assigning the public land mobile
network identifier (PLMN_ID).

• Service requirements are set as follows: reliability
(99.9999%), data rate (32 Mbps for video and 10 Mbps
for actuators), latency (10 ms for actuators and 100 ms
for video), and coverage (1000 m).

• The services use a 3GPP SST with the value ‘‘4’’ that
identifies the network slice of the MVNO. Conversely,
for video streaming, remote-control, and eHealth ser-
vices, they use service differentiator (SD) identifiers to
steer the flows through the different VNFs.

• According to 3GPP TS.23.501, vehicular cloud net-
work services use session and service continuity (SSC)
mode 3 for protocol data unit (PDU) sessions. In the
case of streaming video data streams, the user plane
function (UPF) uses the uplink classifier (UL/CL) mode
to achieve UPFs in the network cores in the data
plane (DP).

• The MVNO stack controls the SDNs that interconnect
the MNO-1 and MNO-2 providers.

B. USE CASE DEPLOYMENT WORKFLOW
An overview of the provisioning and deployment procedures
of theMVNOSMF stack to control a vehicular cloud network
is presented in Fig. 11. Besides, Fig. 12 shows the workflow
for the registration, association, and configuration of MVNO
network management functions with the central SMF stack
of MNO-2. Below is a description of the steps.

Once MNO-2 has authenticated the MVNO client, the ver-
tical requests information from the NSaaS catalogs through
the CSMF entity (steps 1–2). Then, the instantiation request
of the selected template is initiated. The template is trans-
lated into parameters set by the SIT and received by the
NSMF (step 3). The NSMF reads the requirements and val-
idates the resource information described in the SIT file
(step 4).

Assuming that the MVNO SMF stack descriptors, 5GCN,
monitoring, and MEC system are designed and onboarded,
the NSMF communicates with each NSSMF to verify
the availability of the necessary resources to instantiate the
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FIGURE 11. E2E NSaaS provision and MVNO SMF stack instantiation flow procedure.

required service (step 5). This step includes verifying the
availability of MNO-1 resources based on the SLA pre-
viously established between both operators. Each NSSMF
validates the request and reserves the infrastructure resources
to be used by the NSaaS. For example, NSSMFs that control
computing domains verify NFVI resource availability, VIM
types (VM or container-based), and location (edge, core,
and public). For access and transport networks, NSSMFs
verify resource availability through specific controllers. The
transport controller can consider the use of WIM func-
tionalities. Furthermore, NSSMFs return an ACK to the
NSMF with the physical network resources reserved and
allocated (step 6).

Since the resources have been placed according to the
SLA and management functionality negotiations defined
in the SIT, the NSMF first starts the network service
instantiation process (i.e., distributes the 5GCN, monitoring,
and MEC systems as VNFs to the corresponding NSSMFs).
NSSMFs perform the VNF packet onboarding process on
each NFVO selected by the SIT and set the logical network
topology by composing the E2E virtual links through the
SDN controllers that manage the NFVI points-of-presence
and transport networks (step 7). Orchestration and place-
ment algorithms are performed to deploy the NSDs. Then,
the NSMF starts the process of instantiating and configuring
the virtual SMF stack (step 9). The NSSMF accesses the
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FIGURE 12. MVNO SMF stack registration and connectivity configuration workflow.

NFVI domain, where it will be instantiated. In this case,
it communicates with the cloud deployed on the premises of
the vertical via the corresponding NFVO.

It then performs the MVNO SMF stack network descrip-
tor onboarding, deployment, and configuration procedures
(step 10). Next, the NSSMF, in charge of managing the NFVI
point of presence deployed on the premises of the vertical,
returns the instantiation ACK (step 11). The NSMF starts
the registration and association procedures between central
(MNO-2) and vertical (MVNO) SMF stacks (step 12). The
association and control activation procedures of the MVNO
SMF stack are detailed in Fig. 12.

After the MVNO SMF stack has been instantiated
(step 11), it sends a registration request message of its func-
tions to the SRF component to access the services provided by
the functions of the central SMF stack (step 13.1). The SRF
entity validates and registers the MVNO stack components
to its repository of active and enabled functions (step 13.2).
Then, the MVNO SMF stack communicates with the NSMF
of the central SMF stack to request access and connectivity
configuration with the entities in charge of managing the
NSSIs belonging to the MVNO (step 13.3.a). The NSMF
forwards this request message to each NSSMF in its network
infrastructure (step 13.3.b) and to the NSMF belonging to
MNO-1 to validate the resources and provide access con-
figuration to the NSSI entities instantiated in their domains
(step 13.5.a). The connectivity request is established based on
the access and service consumption permissions previously

set with the SRF entity. Each NSSMF entity analyzes the
availability of controllers, NFV-MANO, and NFVI systems
on each network segment of MNO-1 and MNO-2, which the
MVNO stack needs to access and manage. After access and
control permissions are established, each NSSMF returns an
authorized and accepted connectivity message to the central
NSMF (MNO-2) (steps 13.4 and 13.6.b). The NSMF then
forwards this message to the MVNO SMF stack, indicat-
ing that connectivity has been authorized and configured
(step 13.6.c).

Finally, each NSSMF informs the NSMF that the slice
subnet instances are configured and active. Then, the NSMF
forwards this message to the CSMF to report to the vertical
that the E2ENSaaS is instantiated and ready for use (step 14),
as shown in Fig. 11.

Once the MVNO slice is instantiated, the MVNO SMF
stack can onboard and deploy the ToD-EU and ToD-AU
services (see Fig. 7). Each service is deployed with a single
network slice template. Each slice template comprises NSDs
with VNFs in the form of containers and VMs. In this light,
the MVNO SMF stack starts the onboarding and deploy-
ment procedures. It possesses authorization certificates to
access the cloud and network domains provided by the
MNO. The NSMF divides the slice template according to
the domain-type field specified in the descriptors and dis-
tributes the VNFs to the appropriate NSSMFs to deploy
them through the corresponding NFVO platforms. In this
scenario, they are deployed over the edge clouds of MNO-1
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TABLE 3. Acronyms.

and MNO-2 providers, as well as over the on-premises of
the MVNO. VNF chaining is performed via an NSSMF
that sends the parameters and traffic policies to the SDN
controllers. Similarly, the NSSMFs managing the access and
transport networks translate the network service requirements
to the appropriate configuration parameters that fulfill the
SLA features defined in SIT. Once the services are deployed,
the 5GCN controllers and the access network controllers
establish the communication configurations and set up the
required protocols within the V2N model.

VI. CONCLUSION
In this work, an agile NFV-based network slice man-
agement platform is proposed to support the customized
management systems provided to particular verticals. The
proposed service-based architecture extends the 3GPP net-
work slice management model to solve reliability, scalabil-
ity, and isolation requirements at the service orchestration
level. This model works under the premise of providing
management functions built as VNFs defined into a network
service descriptor. The proposal addresses the management
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and orchestration requirements for providing network slices
inmultitenancy andmultidomain environments, starting from
the premise of offering isolated management functions to
each vertical. The virtualization of the management system
is reached by the definition of a slice instance template
with extended features that allow particular verticals (e.g.,
the MVNO) to play the role of a network operator in an agile
way. Finally, the SMF stack should implement intelligent
mechanisms to enable a seamless computing continuum in
future works. These mechanisms should be in charge of per-
forming service migration, redirection, and traffic balancing
procedures without the intervention of an operator.

In the same way, to maintain a standard information model
for orchestration and lifecycle management of VNFs and
MEC systems, the SMF stack platform should implement
mechanisms to generate flexible descriptors adapted to differ-
ent platforms. In this work, some insights into how to address
this challenge are provided.

APPENDIX
Table 3 lists the acronyms used in this work.
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