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ABSTRACT This paper addresses the H2, H∞ and mixed H2/H∞ formation static output control of
continuous-time linear multi-agent systems with Markovian switching network topologies. It is assumed
that the operation mode of the network topology cannot be directly measured but, instead, can be estimated
by an imperfect detector. To model this problem, we consider a continuous-time hidden Markov model,
in which the hidden component represents the real operation mode of the network topology while the
observed component represents the information emitted from the detector and available for the controller. It is
also assumed that only a partial information from the state variables of the multi-agent systems is available.
By using an LMI (linear matrix inequality) formulation, a distributed static output controller which switches
according to the detector information is designed to guarantee the stability in the mean square sense of the
closed loop system, as well as an upper-bound for an index performance. Three situations are considered for
the performance criteria: theH2 norm, theH∞ norm, and the mixedH2/H∞ norms. The paper is concluded
with a numerical example to illustrate the effectiveness of the theoretical results.

INDEX TERMS H2,H∞ andmixedH2/H∞ formation control, hiddenMarkov switching topologies, linear
matrix inequalities, linear multi-agent system, static output control.

I. INTRODUCTION
The necessity to optimize the operation of network sys-
tems, as those found in power systems, unmanned vehicles
or sensor networks [1], has lately drawn a great deal of
attention in the control community. Several approaches have
been proposed to address this cooperative control problem,
referred to in the literature as multi-agent systems (MAS)
control, distributed systems control, networks control, swarm
systems control, etc. [2]. Among the vast field of study
represented by cooperative systems, one can highlight the
so-called formation control, which can be described by three
factors: the agents, the communication among them and their
geographical position. Considering these factors, it is possible
to develop formation strategies that allow agents to follow
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trajectories while maintaining predefined geometric patterns,
also known as topologies [3].

Due to changes in environmental conditions or transmis-
sion failures, it is reasonable to consider scenarios where
formations may vary over time. With this in mind, the con-
trol law has to be designed to maintain stability as well as
performance even when subjected to these changes. This
problem, known as time-varying formation (TVF) control,
has lately attracted considerable attention from the academic
community [4]–[6]. In practice, the aforementioned events
can happen randomly so that, to deal with this case, a pos-
sible approach would be to model these changes as fol-
lowing a Markov chain so that the whole dynamic system
could be seen as a Markov jump linear system (MJLS) [7].
In the case of MAS formations, the states of the Markov
chain would represent configurations in the formation
topology.

132278 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-6912-1914
https://orcid.org/0000-0002-0875-8698
https://orcid.org/0000-0002-9970-7684


E. S. Rodriguez-Canales, O. L. V. Costa: Formation Static Output Control of Linear MAS

Several authors have been using this Markov chain for-
mulation for the MAS topology. As a sample of these
works we can mention [8], which considers the problem
of leader-following consensus stability and stabilization for
multi-agent systems with interval time-varying delays and
Markovian switching interconnection information among
agents, [9] which analyzes the leader-following consensus
of MAS with random switching topologies, where the dwell
time in each topology consists of a fixed part and random
part, and the topology switching signal in the random part is
modeled by a semi-Markov process. The work [10] addresses
the distributed formation control for a group of quadro-
tor unmanned aerial vehicles (UAVs) under Markovian
switching topologies with partially unknown transition rates,
[11] deals with the sampled-data leader-following consensus
of nonlinear multi-agent systems with Markovian switching
network topologies and communication delay, [12] tackles
the H∞ leader-following consensus problem for nonlinear
MAS under semi-Markovian switching topologies. In [13]
the authors deal with the stochastic consensus problem for
MAS over Markovian switching networks with time-varying
delays and topology uncertainties, [14] addresses the consen-
sus problem for a MAS with Markovian network topologies
and external disturbance, and partial observation of system
states, [15] investigates the H∞ consensus of MAS with
semi-Markov switching network topologies and measure-
ment noises. In [16] the authors study the distributed forma-
tion problem of MAS with Markovian switching topologies
and time-varying delay, considering the non-linear dynam-
ics of each agent, [17] analyzes the TVF control of MAS,
where the communication topology switches from several
different topologies following a Markov chain, [18] deals
with the problem of leader-following consensus for MAS
with an asynchronous control mode of theMarkov parameter.
In [19] it is investigated the H∞ output consensus problem
for MAS with Markov jumps and external disturbance in
both continuous-time and discrete-time domains, by con-
sidering an output feedback controller based on a hidden
Markov model. Within the discrete-time set up, [20] studies
theH∞ consensus control problem for MAS with Markovian
switching topology, under the hypothesis of partial informa-
tion exchange among neighbor agents, and [21] addresses
the velocity-constrained mean-square consensus problem of
heterogeneous MAS with Markovian switching topologies
and time-delay, which consist of first-order and second-order
agents.

From the practical point of view, the controller may not
always have access to the mode of operation of the system
(theMarkov parameter θ (t)), so that it is important to consider
the case of partial observations. For continuous-time MJLS
this has been analyzed by considering an exponential hidden
Markov approach in [22]–[25] for the H2 state-feedback,
H∞ static output feedback control problems, and for the
mixed H2/H∞ dynamic control problem. In these cases the
controller relies only on the information coming from a detec-
tor device (represented by θ̂ (t)), and that the joint process

Z (t) = (θ (t), θ̂ (t)) is an exponential hidden Markov chain,
with θ̂ (t) being the observable part. It is important to point
out that a key difference with respect to [18], [19], which
deal only with the H∞ case, lies in the model representing
the detector. The formulation considered in these papers is
based on a conditional probability condition that must hold
for each time t (equation (4) in [19]) which can be hard to be
checked, while in our formulation the model Z (t) is assumed
to be an exponential hidden Markov process, so that the time
evolution of the process Z (t) is well defined and can be easily
simulated. Notice also that this formulation encompasses the
so-called mode-dependent case, mode-independent case, and
cluster case (see Remark 2).

The problem of synthesizing controllers that fulfill multi-
ple performance criteria has drawn a great deal of attention
in the literature. An useful framework in this direction is the
mixed H2/H∞ control problem, which combines the mini-
mization of a quadratic functional, related to the H2 control,
while ensuring some degree of robustness to the closed-loop
system, theH∞ control problem (see, for instance [26], [27],
and [28]–[30] for the stochastic case). Another interesting
formulation for the mixedH2/H∞ problem is based on game
theory associated to a Nash equilibrium between two perfor-
mance indexes, as presented, for instance in [31], in which it
is desired to minimize the output energy for the given control
law whenever the worst-case disturbance is applied to the
system.

In this work, we tackle the challenging problem of TVF
control of MAS with partial observations on the Markov
parameter that characterizes the communication topology as
well as the state variables of theMAS, under theH2,H∞, and
mixed H2/H∞ performance criteria. The design technique
is based on LMI optimization problems, so that the powerful
toolboxes available for this class of problems can be used.
As far as the authors are aware of, there are no results in
the literature concerning the H2, H∞ and mixed H2/H∞
TVF control of MAS considering an static output feedback
and hidden exponential Markov model for the formation
topology. Bearing this in mind, the main contributions of this
paper are summarized as follows:
• We propose design conditions in terms of LMI for the
synthesis of an static output TVF controller for MAS
that depends only on θ̂ (t) and such that the closed-loop
MAS is mean square stable with H∞ norm less than a
given γ > 0.

• Similarly as above, we also treat the H2 case, and pro-
pose design conditions such that the H2 norm of the
closed-loop MAS is less than a given ϕ > 0.

• By combining the previous results we tackle the mixed
H2/H∞ case.

• We illustrate our results by means of numerical exam-
ples of a TVF control of a MAS consisting of six agents.

This work is organized as follows. In section II we
introduce the notation that is used throughout our work.
In section III some basic results related to exponential hidden
MJLS are presented as well as the concepts of mean square

VOLUME 9, 2021 132279



E. S. Rodriguez-Canales, O. L. V. Costa: Formation Static Output Control of Linear MAS

stability and results for theH2 andH∞ norms. In section IV
it is presented the hidden Markov switching topologies and
the definition of the TVF control for MAS. The main results
are derived in section V, in which conditions for obtaining
static-output controllers that depend only on θ̂ (t) and satisfy
H2, H∞, and mixed H2/H∞ upper-bound norm values are
presented. Numerical examples are provided in section VI to
illustrate our results. The paper is concluded in section VII
with some final remarks.

II. NOTATION
The n-dimensional real Euclidian space is denoted by Rn,
and R+ represents the positive real numbers. The identity
matrix of size n × n is given by In and 1n denotes the
n-dimensional column vector with all ones. The transpose
operator is represented by (·)′, • represents blocks induced
by symmetry in a square matrix, Tr(·) is the trace operator,
A ⊗ B denotes the Kronecker product of matrices A and B
and, for a square matrix G we define Her(G) , G+ G′.
For N and M positive integers we set N , {1, . . . ,N },

M , {1, . . . ,M} and V ⊆ N ×M . The probability space
is defined by (�,F ,P), with a right-continuous filtrationFt .
E(·) denotes the mathematical expectation with respect to P
and Lr2(�,F ,P) (or just Lr2 for simplicity) the set of square
integrable stochastic processes z = {z(t) ∈ Rr , t ∈ R+} with
z(t) being Ft -measurable for each t ∈ R+. In this case we
set ‖z‖22 =

∫
∞

0 E(‖z(t)‖2)dt . Finally, o(h) denotes a function
where limh→0o(h)/h = 0.

In what follows let B̃ be the orthogonal complement matrix
of the row space of a matrix B, so that BB̃ = 0. We conclude
this section with the following version of the Finsler‘s lemma
(see [32]) that will be needed later in the paper.
Lemma 1: The following statements are equivalent:
a) B̃′AB̃ > 0.
b) A+ XB+ B′X ′ > 0 for some matrix X.

III. AUXILIARY RESULTS
In this subsection we present some definitions and auxil-
iary results that will be needed along the paper. On the
probability space (�,F ,P), with Ft a right-continuous fil-
tration, we consider a continuous-time Markov jump linear
system (MJLS) given by:

G :


ẋ(t) = Aθ (t)x(t)+ Bθ (t)u(t)+ Eθ (t)w(t)
z(t) = Cθ (t)x(t)+ Dθ (t)u(t)+ Lθ (t)w(t)
y(t) = Fθ (t)x(t)

(1)

where x(t) ∈ Rn denotes the vector of states, u(t) ∈ Rnu

denotes the vector of control, w(t) ∈ Rnw an external distur-
bance, z(t) ∈ Rnz the vector of output variables, y(t) ∈ Rny

the measured output, and {θ (t)} is a Markov chain taking
values in the setN andwith transition rates λpr , with λpr ≥ 0
for all p 6= r . All matrices are considered to be of compatible
dimensions.

It is assumed that θ (t) is not known but, instead,
there is an estimation θ̂ (t) for this variable, and that

Z (t) = (θ (t), θ̂ (t)), t ∈ R+, is a continuous-time hid-
den Markov model, with the hidden state θ (t) taking values
in N , and the observation state θ̂ (t) taking values in M . It is
assumed that Z (t) is a homogeneous Markov process having
transition rates ν(pk)(r`), with ν(pk)(r`) ≥ 0 for (r, `) 6= (p, k)
and −ν(pk)(pk) =

∑
(r`)6=(pk) ν(pk)(r`). The transition rates

ν(pk)(r`) of Z (t) = (θ (t), θ̂ (t)), are given by

P(Z (t + h) = (r, `) | Z (t) = (p, k))

=

{
ν(pk)(r`)h+ o(h), (r, `) 6= (p, k)
1+ ν(pk)(pk)h+ o(h), (r, `) = (p, k),

(2)

where

ν(pk)(r`) =


αkr`λpr , p 6= r, ` ∈M ,

qpk`, r = p, ` 6= k, p ∈ N ,

λpp + q
p
kk , r = p, ` = k,

0, otherwise

and αr` ≥ 0,
∑
`∈M αkr` = 1, qpk` ≥ 0, ` 6= k , λpp =

−
∑

r∈N λpr , q
p
kk = −

∑
`∈M qpk`. We denote by V ⊆

N ×M an invariant set of Z (t), that is, P(Z (t) ∈ V ) = 1
whenever Z (0) ∈ V .
Remark 1: Notice that, for the observed state θ̂ (t), simul-

taneous or spontaneous jumps with respect to θ (t) are mod-
eled by the parameters αkr` and qpk` respectively. Indeed,
recalling that λpr represents the transition rate of θ (t), we get
that αkrl and q

p
kl models simultaneous and spontaneous jumps

of θ̂ (t), that is, for small h > 0, P(θ̂ (t + h) = ` | θ (t + h) =
r,Z (t) = (p, k)) = αkr` + r(h) for some function such that
limh→0 r(h) = 0, and P(θ̂ (t+h) = ` | θ (t+h) = p,Z (t) =
(r, k)) = qrk`h+ o(h). See [24] for more details.
Remark 2: The above approach allows modeling the fol-

lowing cases (see [23]):
• Mode-dependent case:M = N , qpk` = 0, αkrr = 1, and
αkr` = 0 for r 6= `, with invariant set V = {(p, p) ∈
N × N }. Note that in this case θ (t) and θ̂ (t) will be
equal.

• Mode-independent case: M = {1}, qpkl = 0, and
α1r1 = 1. In this setting, the detector would be always
equal to 1.

• The Cluster Case: In this case the Markov chain states
can be written as the union of M ≤ N disjoint sets
(clusters) N` so that N = ∪`∈M N`. By defining
g : N → M such that g(p) = ` we have that this
function represents the cluster where the Markov state
belongs to, and thus the controller would have access
to g(p). This would be equivalent to take qpk` = 0 and
αkpg(p) = 1, so that whenever θ (t) jumps to p, θ̂ (t) would
jump simultaneously to g(p).

The feedback control law depends only on the observable
variables y(t) and θ̂ (t), so that it takes the form

u(t) = Kθ̂ (t)y(t). (3)
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By applying (3) into (1), we get that the closed loop system
is given by

Gcl :

{
ẋ(t) = Ãθ (t)θ̂ (t)x(t)+ Eθ (t)w(t)

z(t) = C̃θ (t)θ̂ (t)x(t)+ Lθ (t)w(t)
(4)

where, for (r, `) ∈ N ×M ,

Ãr` = Ar + BrFrK`, C̃r` = Cr + DrFrK`. (5)

We present now the definition of mean square stabil-
ity (MSS) and the H∞ norm for system (4).
Definition 1 (Mean Square Stability (MSS) [7]): Consider

w(t) = 0 in (1). System (1) is said to be mean square stable
if for arbitrary initial conditions (θ0, θ̂0) ∈ V , and second
order initial state vector x0, we have that

lim
t→∞

E(‖x(t)‖2) = 0.

Definition 2 (H∞ Norm [7]): Suppose that system (1)
is MSS. TheH∞-norm for system (4) is defined as:

‖Gcl‖∞ = sup
{
‖z‖2
‖w‖2

; w ∈ Lnw2 , w 6= 0
}
.

Notice that the norm defined above represents a measure
for the worst-case effect of finite-energy disturbances on the
output. We will need the following result along the paper
(the proof can be found in [7]).
Lemma 2 (Bounded Real Lemma): System (4) is MSS with

an H∞ cost smaller than γ if, for all (p, k) ∈ V , there exist
Rpk > 0 such that Rpk Ãpk + Ã′pkRpk +Rpk (R) • •

E ′pRpk −γ 2 Inw •

C̃pk Lp −Inz

 < 0, (6)

whereRpk (R) =
∑

(r,`)∈V ν(pk)(r`)Rr`.
For the definition of theH2 normwe consider in system (4)

that Lp = 0, since the output z(t) in this case is related to the
quadratic cost of the state and control variables, and not to
the external input. In what follows we set P(Z (0) = (p, k)) =
µpk ≥ 0, (p, k) ∈ V .
Definition 3 (H2 Norm [22]): Suppose that system (1)

is MSS. The H2-norm for system (4) is defined as follows:
for x0 = 0,

‖Gcl‖
2
2 =

nw∑
s=1

∑
(p,k)∈V

µpk‖zs,(p,k)‖22,

where zs,(p,k)(t) is the controlled output of (4) for w(t) =
vsδ(t), δ(t) is the unitary impulse, vs is the sth ele-
ment of the canonical basis of Rnw and θ (0) = p,
θ̂ (0) = k.
For obtaining conditions for an upper-bound for the

H2 norm of (4), we can resort to the following lemma
(see [22]):

Lemma 3: System (4) is MSS with an H2 cost smaller
than ϕ if, for all (p, k) ∈ V , there exist Rpk > 0 such that∑
(r,`)∈V

µr`Tr(E ′rRr`Er ) < ϕ2 (7)

Her(Rpk Ãpk )+
∑

(r,`)∈V

ν(pk)(r`)Rr` + C̃ ′pk C̃pk < 0. (8)

IV. PRELIMINARIES AND PROBLEM FORMULATION
A. MARKOV SWITCHING TOPOLOGIES
For the continuous-time Markov process θ (t) taking values
in N as described in Section III, we consider a multi-agent
time-varying topology represented by the undirected graph
Gθ (t) = G(V, Eθ (t),Aθ (t)), where θ (t) ∈ N denotes the net-
work topology mode, V = {1, . . . , v} and Eθ (t) ⊆ {(i, j)|i, j ∈
V, i 6= j} are the set of nodes and edges respectively. An edge
(i, j) ∈ Eθ (t) represents a connection of node i and j. Aθ (t) =

[aij,θ (t)] ∈ Rv×v is the adjacency matrix, with aij,θ (t) = 1
if (i, j) ∈ Eθ (t) and aij,θ (t) = 0 otherwise. Let Dθ (t) =
diag(d1,θ (t), . . . , dv,θ (t)) ∈ Rv×v be the degree matrix with
di,θ (t) =

∑v
j=1 aij,θ (t). The Laplacian matrix of graph Gθ (t) is

defined as Lθ (t) = Dθ (t) −Aθ (t).
As described in Section III, we assume that is not observ-

able for the controller, but it can be estimated by an imperfect
detector θ̂ (t) taking values in M , with Z (t) = (θ (t), θ̂ (t)),
t ∈ R+ being a homogeneous hidden Markov model with
transition rate matrix given by (2).

B. PROBLEM FORMULATION
Consider the linear multi-agent system

G :


ẋi(t) = Axi(t)+ Bui(t)+ Ewi(t)
yi(t) = Fxi(t)
xi(0) = x0i , i = 1, 2, . . . , v.

(9)

Let x(t) = [x ′1(t), . . . , x
′
v(t)]

′, u(t) = [u′1(t), . . . , u
′
v(t)]

′

and y(t) = [y′1(t), . . . , y
′
v(t)]

′ be the aggregate vectors of the
states xi(t) ∈ Rn, control inputs ui(t) ∈ Rnu and measured
outputs yi(t) ∈ Rny respectively. We define {wi(t)} ∈ Lnw2
as the i-th external disturbance with aggregate vector w(t) =
[w′1(t), . . . ,w

′
v(t)]

′. For the i-th agent, we consider the follow-
ing distributed control protocol

ui(t) = KhFhi(t)+ Kθ̂ (t)
∑
j∈V

aij,θ (t)
(
(yj(t)− Fhj(t))

− (yi(t)− Fhi(t))
)
, (10)

where Kh is set to manage the formation vector hi(t) and Kθ̂ (t)
will be designed to drive the states of the MAS (9) to achieve
the desired time-varying formation under switching topolo-
gies. Notice that the feedback gain matrix Kθ̂ (t) depends only
on the observed mode of operation θ̂ (t) while the adjacency
matrix aij,θ (t) depends on the Markov process θ (t), with the
joint process Z (t) = (θ (t), θ̂ (t)) defined as in (2). The forma-
tion vectors hi(t) satisfy the following dynamic equations:

ḣi(t) = (A+ BKhF)hi(t). (11)
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Substituting the control protocol (10) into the multi-agent
system (9) we get that

ẋi(t) = Axi(t)+ BKhFhi(t)+ BKθ̂ (t)F
(∑
j∈V

aij,θ (t)((xj(t)

− hj(t))− (xi(t)− hi(t)))
)
+ Ewi(t). (12)

The output controlled variable zi(t) ∈ Rnz , i = 1, . . . , v,
is defined as

zi(t) = C(xi(t)− hi(t))+ D(ui(t)− uhi (t))+ Lwi(t),

uhi (t) = KhFhi(t), (13)

where C , D and L are weighting matrices related to the state
error, control effort, and external disturbance. Let εi(t) =
xi(t)− hi(t). From (11) and (12) we get that

ε̇i(t) = Aεi(t)+ BKθ̂ (t)F
(∑
j∈V

aij,θ (t)(εj(t)− εi(t))
)

+Ewi(t), (14)

which, in a compact way, can be re-written as

ε̇(t)= (Iv ⊗ A)ε(t)−(Lθ (t) ⊗ BKθ̂ (t)F)ε(t)+ (Iv ⊗ E)w(t).
(15)

We define the average error δi(t) as

δi(t) = (xi(t)− hi(t))−
1
v

v∑
j=1

(xj(t)− hj(t)), (16)

which can be re-written in a compact form as

δ(t) = [(Iv − Jv)⊗ In](x(t)− h(t)) = [(Iv − Jv)⊗ In]ε(t),
(17)

where Jv = 1
v1v1

′
v. Notice that for any symmetric v × v

matrix S and any n × n matrix Z , we have that (Jv ⊗ In)
(S ⊗ Z ) = (S ⊗ Z )(Jv ⊗ In). Thus we get that

[(Iv − Jv)⊗ In](Iv ⊗ A) = (Iv ⊗ A)[(Iv − Jv)⊗ In],

[(Iv − Jv)⊗ In](Lp ⊗ BKkF) = (Lp ⊗ BKkF)[(Iv − Jv)
⊗ In].

The output averaged controlled variable zai (t) is defined as

zai (t) = zi(t)−
1
v

v∑
j=1

zj(t) (18)

and z(t) = [za1
′(t), . . . , zav

′(t)]′ is the aggregate vector of the
averaged controlled outputs, with z(t) ∈ Rnzv. Consider-
ing the average error δ(t) in (17) and system (15), and the
controlled output variables (13), (18), we get the dynamical
system for the error δ(t) and z(t) as

Gcl :

{
δ̇(t) = Ãθ (t)θ̂ (t)δ(t)+ Ẽw(t),
z(t) = C̃θ (t)θ̂ (t)δ(t)+ L̃w(t),

(19)

where

Ãpk = Iv ⊗ A− Lp ⊗ BKkF, Ẽ = (Iv − Jv)⊗ E

C̃pk = Iv ⊗ C − Lp ⊗ DKkF, L̃ = (Iv − Jv)⊗ L.

The goal is to obtain Kk in (10), k ∈ M , such that we
have TVF mean square stability and either an H∞ or H2
performance (or both), as described next:

1) TVF mean square stability: system Gcl in (19) is MSS,
that is, with w(t) = 0,

lim
t→∞

E(‖δ(t)‖2) = 0, (20)

for any initial conditions δ(0) and (θ (0), θ̂ (0)) ∈ V .
2) H∞ performance: for some performance level γ ,

we have that ‖Gcl‖∞ < γ , that is,

E
∫
∞

0
||z(t)||2 dt < γ 2E

∫
∞

0
||w(t)||2dt, (21)

for any w ∈ Lnwv2 , w 6= 0.
3) H2 performance: for some performance level ϕ,

we have that

‖Gcl‖2 < ϕ. (22)

V. MAIN RESULTS
A. PRELIMINARIES
In this section we present LMI conditions to obtainKk in (10),
k ∈ M , such that (20) and either (21) or (22) (or both) are
satisfied. For this we need to make the following assumption.
Assumption 1: F has full row rank matrix.
Note that Assumption 1 is a standard assumption to avoid

redundant measurements. From Assumption 1 we have that
there exists a non-singular matrix T such that

FT =
[
Iny 0

]
. (23)

In what follows we define, for (p, k) ∈ V ,

V(p,k)

= {(r, `) ∈ V ; (r, `) 6= (p, k) and ν(p,k)(r,l) 6= 0}

= {r(p,k)(1), . . . , r(p,k)(τ(p,k)); r(p,k)(ι) ∈ V, ι=1, . . . , τ(p,k)}.

Consider n× n matrices Xpk > 0, (p, k) ∈ V , and set

5pk = [
√
ν(p,k)r(p,k)(1)(Iv ⊗ In) . . .

√
ν(p,k)rp,k (τ(p,k))(Iv ⊗ In)],

Dpk = diag(Iv ⊗ Xr(p,k)(1), . . . , Iv ⊗ Xr(p,k)(τ(p,k))).

Notice that∑
(r,`)∈V

ν(p,k)(r,`)(Iv ⊗ X
−1
rl )

=

∑
(r,`)∈V(p,k)

ν(p,k)(r,`)(Iv ⊗ X
−1
r` )+ ν(p,k)(p,k)(Iv ⊗ X

−1
pk )

= 5pkD
−1
pk 5

′
pk + ν(p,k)(p,k)(Iv ⊗ X

−1
pk ). (24)

B. H∞ CONTROL
The following theorem, based on the results in [23], presents
a solution for the H∞ problem for the cooperative control
of multi-agent system (9) under hidden Markov switching
topologies, based on the solution of a set of LMI.
Theorem 1: Consider a fixed upper-bound γ > 0 and

suppose that for all (p, k) ∈ V , there exist matrices Xpk > 0,
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Gk and Vk and a scalar ε∞ > 0 such that the following set
of LMI is satisfied:
ν(p,k)(p,k)Iv ⊗ Xik • • • •

(Iv − Jv)⊗ E ′ −γ 2(Iv ⊗ Inw ) • • •

0 (Iv − Jv)⊗ L −Iv ⊗ Inz • •

Iv ⊗ Xpk 0 0 0 •

5′pk (Iv ⊗ Xpk ) 0 0 0 −Dpk



+Her



Iv ⊗ (ATGk )− Lp ⊗ B

[
Vk 0

]
0

Iv ⊗ (CTGk )− Lp ⊗ D
[
Vk 0

]
−Iv ⊗ (TGk )

0



ε∞(Iv ⊗ In)

0
0

Iv ⊗ In
0


′

< 0, (25)

with Gk in the following form:

Gk =
[
Gk1 0
Gk2 Gk3

]
. (26)

Then the multi-agent system (9) is mean square stable with
a closed-loop norm ‖Gcl‖∞ < γ whenever the distributed
control protocol (10) is applied, with the feedback controller
matrices Kk given by:

Kk = VkG
−1
k1 , k ∈M . (27)

Proof: From (25)we have that Iv⊗(TGk )+Iv⊗(G′kT
′) >

0 = Iv ⊗ (TGk + G′kT
′) > 0 so that it follows that TGk +

G′kT
′ > 0, which implies thatGk is non-singular, and thus the

inverse in (27) is well defined. From (26) and (27) we have
that Vk = KkGk1 and

Kk
[
Iny 0

]
Gk =

[
Kk 0

]
Gk =

[
Vk 0

]
, (28)

so that (23) and (28) yields to

Iv ⊗ (ATGk )− Lp ⊗ B
[
Vk 0

]
= Iv ⊗ (ATGk )− Lp ⊗ BKk

[
Iny 0

]
Gk

= Iv ⊗ (ATGk )− Lp ⊗ BKkFTGk
= (Iv ⊗ A− Lp ⊗ BKkF)(Iv ⊗ TGk ).

Similarly we have that

Iv ⊗ (CTGk )− Lp ⊗ D
[
Vk 0

]
= (Iv ⊗ C − Lp ⊗ DKkF)(Iv ⊗ TGk ).

Set

Ãpk = Iv ⊗ A− Lp ⊗ BKkF, Ẽ = (Iv − Jv)⊗ E, (29)

C̃pk = Iv ⊗ C − Lp ⊗ DKkF, L̃ = (Iv − Jv)⊗ L, (30)

so that (25) can be re-written as

8pk+Her




Ãpk
0
C̃pk
−Iv ⊗ In

0

 Iv ⊗ (TGk )


ε∞(Iv ⊗ In)

0
0

Iv ⊗ In
0


′<0,

(31)

where

8pk=


ν(p,k)(p,k)Iv ⊗ Xpk • • • •

Ẽ ′ −γ 2(Iv ⊗ Inw ) • • •

0 L̃ −Iv ⊗ Inz • •
Iv ⊗ Xpk 0 0 0 •

5′pk (Iv ⊗ Xpk ) 0 0 0 −Dpk

.
Defining

W̃pk =


Iv ⊗ In 0 0 0

0 Iv ⊗ Inw 0 0
0 0 Iv ⊗ Inz 0
Ã′pk 0 C̃ ′pk 0
0 0 0 Iv ⊗ In

 ,
Wpk =

[
Ã′pk 0 C̃ ′pk −Iv ⊗ In 0

]
(32)

it follows that W̃pk has full rank and thatWpkW̃pk = 0, so that
from Finsler’s lemma (see Lemma 1) and (31) we have that

W̃ ′pk8pkW̃pk < 0. (33)

From (33) we conclude that
Zpk • • •

Ẽ ′ −γ 2(Iv ⊗ Inw ) • •

C̃pk (Iv ⊗ Xpk ) L̃ −Iv ⊗ Inz •

5′pk (Iv ⊗ Xpk ) 0 0 −Dpk

 < 0,

where

Zpk = ν(p,k)(p,k)Iv ⊗ Xik + Ãpk (Iv ⊗ Xpk )+ (Iv ⊗ Xpk )̃A′pk .

From Schur’s complement we get that Z̄pk • •

Ẽ ′ −γ 2(Iv ⊗ Inw ) •

C̃pk (Iv ⊗ Xpk ) L̃ −Iv ⊗ Inz

 < 0,

where

Z̄pk = Zpk + (Iv ⊗ Xpk )5pkD
−1
pk 5

′
pk (Iv ⊗ Xpk ).

Multiplying on the left hand side and right hand side by
diag((Iv ⊗ X

−1
pk ), (Iv ⊗ Inw ), Iv ⊗ Inz ) we get that Z̃pk • •

Ẽ ′(Iv ⊗ X
−1
pk ) −γ 2(Iv ⊗ Inw ) •

C̃pk L̃ −Iv ⊗ Inz

 < 0 (34)

where, from (24),

Z̃pk = (Iv ⊗ X
−1
pk )̃Apk + Ã′pk (Iv ⊗ X

−1
pk )

+ ν(p,k)(p,k)(Iv ⊗ X
−1
ik )+5pkD

−1
pk 5

′
pk

= (Iv ⊗ X
−1
pk )̃Apk + Ã′pk (Iv ⊗ X

−1
pk )

+

∑
(r,`)∈V

ν(p,k)(r,`)(Iv ⊗ X
−1
rl ). (35)

By combining (34) and (35) we have that (6) is satisfied by
taking Rpk = Iv ⊗ X

−1
pk . From Lemma 2 and considering the

representation in (19) for Gcl we get the desired result.
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C. H2 CONTROL
We present next a solution for theH2 problem for the cooper-
ative control of multi-agent system (9) under hidden Markov
switching topologies, based on the solution of a set of LMI.
We recall that in this case we consider L = 0 since the output
z(t) is only related to the quadratic cost of the state and control
variables.
Theorem 2: Consider a fixed upper-bound ϕ > 0 and

suppose that for all (p, k) ∈ V , there exist matrices Wpk > 0,
Xpk > 0, Gk and Vk and a scalar ε2 > 0, such that the
following set of LMI is satisfied:∑

(p,k)∈V

µpkTr(Wpk ) < ϕ2, (36)

[
Wpk •

(Iv − Jv)⊗ E Iv ⊗ Xpk

]
> 0, (37)

and
ν(p,k)(p,k)Iv ⊗ Xpk • • •

0 −Iv ⊗ Inz • •

Iv ⊗ Xpk 0 0 •

5′pk (Iv ⊗ Xpk ) 0 0 −Dpk



+Her



Iv ⊗ (ATGk )− Lp ⊗ B

[
Vk 0

]
Iv ⊗ (CTGk )− Lp ⊗ D

[
Vk 0

]
−Iv ⊗ (TGk )

0



ε2(Iv ⊗ In)

0
Iv ⊗ In

0


′

<0, (38)

with Gk as in (26). Then the multi-agent system (9) is mean
square stable with a closed-loop norm ‖Gcl‖2 < ϕ whenever
the distributed control protocol (10) is applied, with the feed-
back controller matrices Kk given by (27).

Proof: As before, from (31) we have that Gk is non-
singular, so that the inverse in (27) is well defined. As in
the proof of Theorem 1 and using the same notation as
in (29), (30), we have that (38) can be re-written as

8pk + Her




Ãpk
C̃pk
−Iv ⊗ In

0

 Iv ⊗ (TGk )


ε2(Iv ⊗ In)

0
Iv ⊗ In

0


′<0,

(39)

where

8pk =


ν(p,k)(p,k)Iv ⊗ Xpk • • •

0 −Iv ⊗ Inz • •

Iv ⊗ Xpk 0 0 •

5′pk (Iv ⊗ Xpk ) 0 0 −Dpk

 .
Defining

W̃pk=


Iv ⊗ In 0 0

0 Iv ⊗ Inz 0
Ã′pk C̃ ′pk 0
0 0 Iv ⊗ In

 , W ′pk=


Ãpk
C̃pk
−Iv ⊗ In

0


(40)

it is easy to see that W̃pk has full rank and that WpkW̃pk = 0,
so that from Finsler’s lemma (see Lemma 1) and (40) we have
that

W̃ ′pk8pkW̃pk < 0. (41)

From (41) we conclude that Zpk • •

C̃pk (Iv ⊗ Xpk ) −Iv ⊗ Inz •

5′pk (Iv ⊗ Xpk ) 0 −Dpk

 < 0, (42)

where

Zpk = ν(p,k)(p,k)Iv ⊗ Xik + Ãpk (Iv ⊗ Xpk )+ (Iv ⊗ Xpk )̃A′pk .

By applying the Schur’s complement in (42) we get that

Zpk + (Iv ⊗ Xpk )5pkD
−1
pk 5

′
pk (Iv ⊗ Xpk )

+ (Iv ⊗ Xpk )C̃ ′pk C̃pk (Iv ⊗ Xpk ) < 0.

Multiplying on the left and right hand side by Iv⊗X
−1
pk we

get that

Z̃pk + C̃ ′pk C̃pk < 0 (43)

where Z̃pk is as in (35). By combining (43) and (35) we have
that (8) is satisfied by taking Rpk = Iv ⊗ X−1pk . Moreover
from Schur’s complement in (37) we get that Wpk > (Iv −
Jv)⊗ E ′(Iv ⊗ Xpk )(Iv − Jv)⊗ E so that from (36) we get that∑

(p,k)∈V Tr((Iv − Jv) ⊗ E ′(Iv ⊗ Xpk )(Iv − Jv) ⊗ E) < ϕ2

showing that (7) is also satisfied. From Lemma 3 we get the
desired result.

D. MIXED H2/H∞ CONTROL
The following corollary is straightforward after combining
the results from Theorems 1 and 2.
Corollary 1: Consider fixed upper-bounds γ > 0 and

ϕ > 0. If for all (p, k) ∈ V , there exist matrices Wpk > 0,
Xpk > 0, Gk and Vk and scalars ε∞ > 0, ε2 > 0, such that the
LMI (25), (36), (37), (38) are satisfied, where Gk is as in (26)
then the multi-agent system (9) is mean square stable with a
closed-loop norm ‖Gcl‖2 < ϕ and ‖Gcl‖∞ < γ whenever the
distributed control protocol (10) is applied, with the feedback
controller matrices Kk given as in (27).
From the previous results the following LMI optimization

problems could be defined:
1) Pure H∞ control problem: min γ 2 such that the

LMI (25) is satisfied.
2) Pure H2 control problem: min ϕ2 such that the

LMI (36), (37), (38) are satisfied.
3) Mixed H2/H∞ control problems:

3.a) for β2 ≥ 0, β∞ ≥ 0, min β2ϕ2+β∞γ 2 such that
the LMI (25), (36), (37), (38) are satisfied.

3.b) for fixed ϕ > 0, min γ 2 such that the LMI (25),
(36), (37), (38) are satisfied.

3.c) for fixed γ > 0, min ϕ2 such that the LMI (25),
(36), (37), (38) are satisfied.
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FIGURE 1. Network topologies.

VI. ILLUSTRATIVE EXAMPLE
In this section, numerical examples are presented to illus-
trate the effectiveness of the proposed method. The first one
deals with a comparison between the H2 and H∞ costs for
the mode-dependent (synchronous) and mode-independent
(asynchronous) cases, by varying the parameter αkr` in (2).
Next, the average error responses δi(t) are studied for the
controllers H2, H∞ and H2/H∞. Finally, the ability of the
control protocol H2/H∞ to achieve the TVF in the MAS is
verified.

For numerical simplicity, let us consider that the
multi-agent system (9) consists of six agents with xi(t) =
[xi1(t) xi2(t) xi3(t) xi4(t) xi5(t) xi6(t)]′ (i = 1, 2, . . . , 6) and
state matrices adopted from [17], defined as

A =
[
03×3 I3
−I3 03×3

]
, B =

[
03×3
I3

]
, E =


0.8
0.5
1

03×1

 ,
C (∞)

= C (2)
= I6, F =

[
I3 03×3

]
.

The Markovian mode-dependent network topologies, rep-
resented by the undirected graphs G1 and G2 in Fig. 1,
are described by the following Laplacian matrices Lp with
p ∈ N , {1, 2}

L1 =


2 −1 0 −1 0 0
−1 3 −1 0 −1 0
0 −1 2 0 0 −1
−1 0 0 2 −1 0
0 −1 0 −1 3 −1
0 0 −1 0 −1 2

 ,

L2 =


2 −1 0 0 −1 0
−1 2 −1 0 0 0
0 −1 2 0 −1 0
0 0 0 1 −1 0
−1 0 −1 −1 4 −1
0 0 0 0 −1 −1

 ,

and the transition rate matrix is given by

3 =

[
−0.3 0.3
0.5 −0.5

]
.

The observed mode θ̂ (t) is set with M = 2 along with

[αkr`] =
[

ς1 1− ς1
1− ς2 ς2

]
, ∀k ∈M ,

TABLE 1. H2 and H∞ costs.

for ς1, ς2 ∈ [0, 1] and [qpk`] = 0. The desired time-varying
formation for the six agents is a periodic rotation parallel
hexagon, where the formation vector hi(t) (i = 1, 2, . . . , 6)
is specified by

hi(t) =



2sin(2t +
(i− 1)π

3
)− 2cos(2t +

(i− 1)π
3

)

sin(2t +
(i− 1)π

3
)+ cos(2t +

(i− 1)π
3

)

4cos(2t +
(i− 1)π

3
)

4sin(2t +
(i− 1)π

3
)+ 4cos(2t +

(i− 1)π
3

)

2cos(2t +
(i− 1)π

3
)− 2sin(2t +

(i− 1)π
3

)

8sin(2t +
(i− 1)π

3
)


.

Let the initial states xi(0) = [xi1(0) xi2(0) xi3(0) xi4(0) xi5(0)
xi6(0)]′ (i = 1, 2, . . . , 6) be random values uniformly chosen
between -10 and 10. With the purpose of determining the
performance of the proposed solutions, we set the gain matrix
Kh = [−I3 03×3] and the external disturbance input wi(t) as
follows

wi1(t) =


2, for t ∈ [0, 10) ∪ [20, 30)
−2, for t ∈ [10, 20) ∪ [30, 40)
0, otherwise,

wi2(t) =


1, for t ∈ [0, 10) ∪ [20, 30)
−1, for t ∈ [10, 20) ∪ [30, 40)
0, otherwise,

wi3(t) =


2, for t ∈ [0, 10) ∪ [20, 30)
−2, for t ∈ [10, 20) ∪ [30, 40)
0, otherwise.

In order to compare the H2 and H∞ costs for the syn-
chronous and asynchronous modes, we set ς1 = ς2 = 1 for
the synchronous case (θ (t) = θ̂ (t)) and ς1 = ς2 = 0.6 for
the asynchronous case, which indicates the imperfect infor-
mation case (we could have θ (t) 6= θ̂ (t)). The H2 controller
is obtained by solving the LMI (36), (37), (38) in Theorem 2
with ε2 = 20, which yields the performance values shown
in Table 1. Notice that the values ϕ = 0.1189 for the
synchronous mode and ϕ = 0.1368 for the asynchronous
mode differ by only 13.1%. Similarly, for the H∞ controller
obtained from Theorem 1 by fixing ε∞ = 10 and solving
the LMI (25), the values between the synchronous mode
(γ = 0.0249) and the asynchronous mode (γ = 0.0295)
differ only by 15.6%. These results indicate that the perfor-
mance and robustness are maintained even if the detector
emits mismatching signals with respect to the network mode
of operation.
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FIGURE 2. Asynchronous switching signal.

FIGURE 3. H2 average TVF error response δi (t).

FIGURE 4. H∞ average TVF error response δi (t).

Based on the asynchronous mode control gains, Fig. 2
shows the evolution of the network and detector modes per-
formed in the simulation.We notice that there are mismatches
between themodes of the network θ (t) and the detector θ̂ (t) at
some times during the simulation. Fig. 3 and Fig. 4 show the
time-varying formation average error of each agent, denoted
by δi(t) = [δi1(t) δi2(t) δi3(t) δi4(t) δi5(t) δi6(t)]′ (i = 1,
2, . . . , 6). In order to study the average error responses of

the H2 and H∞ solutions, we consider two parameters: the
velocity of the response, characterized by the time at which
the signal reaches a value very close to zero, denoted by ζi =
[ζi1 ζi2 ζi3 ζi4 ζi5 ζi6]′ (i = 1, 2, . . . , 6) and the maximum
overshoot magnitude, denoted by ϑi = [ϑi1 ϑi2 ϑi3 ϑi4 ϑi5
ϑi6]′ (i = 1, 2, . . . , 6). The results for some selected values,
which illustrate the differences between the control strategies,
are summarized in Table 2. In general, the H2 control shows
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FIGURE 5. H2/H∞ TVF average error response δi (t).

FIGURE 6. States of the six agents at different time instants t .

faster times in the parameter ζi than the H∞ control as, for
instance, the value ζ 241 = 1.8 s (Fig. 3a) which is 35.7% lower
than the value ζ∞41 = 2.8 s (Fig. 4a). In contrast, the H∞
control shows lower values ϑi than theH2 control. This effect
becomes evident in states with high initial values such as
ϑ2
43 = −6 (Fig. 3c) in comparison to ϑ∞43 = −4.5 (Fig. 4c),

with a 25% difference between them. These results suggest a
robust response to a worst-case situation. In addition to these

improvements, in both solutionsH2 andH∞ the TVF average
error δi(t) converges to zero, showing that the presented
method is capable to stabilize the multi-agent system even
in the presence of uncertainties concerning to the mode of
operation θ (t).

We return to Corollary 1 in order to investigate theH2/H∞
control problem considering case 3.a (min β2ϕ2 + β∞γ 2).
By setting β2 = 1

3 , β∞ =
2
3 and ε∞ = ε2 = 15, the
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TABLE 2. Selected ζi and ϑi values from Fig. 3, Fig. 4 and Fig. 5.

LMI (25), (36), (37), (38) are solved for the case of asyn-
chronous mode operation in Fig. 2. This method achieves
values γ = 0.1068 and ϕ = 0.2188. It is worth pointing
out that the optimal values for the cost are influenced by the
scalars ε2 and ε∞. Figure 5 shows that the TVF average error
δi(t) converges to zero despite the topology network changes
and divergences between the mode of operation θ (t) and the
detector θ̂ (t). The H2/H∞ control also combines the fast
response and overshoot attenuation of theH2 andH∞ control
respectively (Table 2), for instance, the value ζ 2/∞11 = 2 s
(Fig. 5a) differs only in 10% with respect to ζ 211 = 1.8 s
(Fig. 3a), and the value ϑ2/∞

63 = 2.5 (Fig. 5c) is even 28.12%
lower than ϑ∞63 = 3.2 (Fig. 4c).
Figure 6 displays snapshots of the six agents at t = 0 s,

t = 15 s, t = 20 s and t = 30 s for theH2/H∞ asynchronous
control, where the states of the agents are denoted by the
pentagram, triangle, square, asterisk, cross and circle respec-
tively. From Fig. 6 it can be observed that the states of the six
agents keep a parallel hexagon formation and the edge of the
parallel hexagon keeps rotating, in a time-varying formation.
We believe that these results verify the effectiveness of the
proposed method.

VII. CONCLUSION
In this work, we studied the H2, H∞ and mixed H2/H∞
time-varying formation control for continuous-time linear
multi-agent systems with Markovian switching topologies,
under partial information on the Markov parameter. It is con-
sidered a hiddenMarkov model to represent the possible mis-
matching between the detector and network operation modes.
Under this formulation, a set of LMI conditions are provided
to design a distributed static output controller that guarantees
the closed-loop stability of theMAS in the mean square sense
and upper-bounds for each performance case. Notice that the
controller relies only on the imperfect information that comes
from the detector. Numerical examples were performed to
verify the effectiveness of this method, showing that the
mixed control H2/H∞ successfully combines the control
properties of the pureH2 andH∞ strategies. As pointed out,
for instance, in [13], [15]–[17], communication signals in
TVF control of MAS may be affected by transmission noises
and/or communication delays. Thus it would be interesting,
as future work, to deal with theH2,H∞ and mixedH2/H∞
TVF control of MAS under the hidden Markov switching
topology as proposed in this paper, but also incorporating
communication noises and time-delays.
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