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ABSTRACT Sensor calibration is a fundamental step for improving the performance in sensor fusion,
the aim of which is to spatially and temporally register sensors with respect to each other. This paper
presents a high-accuracy autocalibration method to estimate extrinsic parameters between LiDAR and an
IMU. LiDAR/IMU calibration is a challenging task since the raw measurements are distorted, biased,
noisy, and asynchronous. Our calibration approach adopts continuous-time trajectory estimation wherein the
IMU trajectory is modeled by Gaussian process(GP) regression with respect to the independent sampling
timestamps. Accordingly, the distorted and delayed LiDAR points sampled at discrete timestamps can be
analytically modeled in on-manifold batch optimization. To efficiently and accurately associate laser points
with stable environmental objects, the method is carried out in known environments with a point map that is
segmented as structured planes and managed by a specially designed octree map.We thoroughly investigated
factors relevant to the calibration accuracy and evaluated the performance of the proposed method using both
simulated and real-world datasets. The results demonstrate that the accuracy and robustness of our calibration
approach are sufficient for most applications.

INDEX TERMS LiDAR/IMU calibration, SLAM, continuous-time batch optimization, octree map.

I. INTRODUCTION
Accurate and reliable 6-degree-of-freedom (DOF) motion
estimation plays a major role in the fields of robotics,
autonomous driving, unmanned aerial vehicle (UAVs), and
mobile mapping [1], [2]. Since LiDAR has many excellent
characteristics compared with cameras, e.g., invariant to illu-
mination and a horizontal field of view (FOV) of 360 degrees,
it has become a preferred choice for self-localization and
mapping systems, which are the so-called eyes of robots.

LiDAR, however, is also defective due to its limited vertical
FOV and the discreteness of scanned points. The LiDAR-only
ego-motion estimation in unknown environments is accord-
ingly intractable, especially in the case where LiDAR is in
highly dynamic motion. An inertial measurement unit (IMU)
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is an ideal complementary sensor to fuse with visual sensors,
e.g., LiDAR and cameras, since it can provide accurate short-
term motion estimates with no requirement for surround-
ings [3]–[10]. Moreover, high-frequency relative transforms
exported from IMUs extensively contribute to recovering the
distortion of scans caused by high dynamics, and enable the
provision of more reliable pose initials for point registration.
To fuse multimodal sensor data, the explicit spatial and tem-
poral offsets between sensors must be calibrated. Despite the
current popularity of coupling LiDAR with IMUs in the field
of robotics, few works have focused on the calibration of
them.

In this paper, we present a high-accuracy autocalibra-
tion method for LiDAR/IMU rigd that makes use of the
high-frequency output of IMUs. The proposed method has
no assumptions about the sensor configurations or initial
parameter initial estimates. Inspired by GP regression-based
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FIGURE 1. The self-assembled LiDAR/IMU backpack. Two Robosense
LiDARs, and one Xsens IMU are on-board. The proposed method tries to
calibrate the temporal and spatial offsets between the IMU and
LiDARs. Back and lateral views of the backpack are displayed in the left
and right subfigures, respectively.

simultaneous trajectory estimation and mapping (STEAM)
proposed in [11], we formulate the IMU poses as a
continuous-time trajectory using the probabilistic, nonpara-
metric GP regression model, which enables the distorted and
delayed laser point association equations and their Jacobians
to be evaluated analytically in the on-manifold optimization.
To guarantee the validity of point-to-map association and to
increase the accuracy of the calibration, the method is carried
out in known structured environments. We segment planar
objects and propose an adaptive voxel map to manage them.
The main contributions of our work are three-fold:
• The autonomous structured map construction approach
and the efficient map point management approach are
presented, which facilitate LiDAR odometry (LO) to
efficiently and accurately associate scanned points with
the planar map. As a result, accurate and robust LiDAR
odometry can be achieved in known environments.

• A novel formulation of the LiDAR/IMU temporal and
spatial calibration problem is modeled based on the
continuous-time trajectory. The residuals induced by
IMU raw measurements and distances of the biased,
time-shifted LiDAR points to associated planes are
explicitly modeled in the on-manifold batch optimiza-
tion rendering the calibration problem solvable.

• Both simulated and real-world experiments are con-
ducted to evaluate the performance of the proposed
method. In addition, the influences of some relevant
factors, e.g., the prior map accuracy and the optimization
state frequency, are investigated, and empirically opti-
mal choices are researched.

The remainder of the paper is organized as follows: Sect.II
briefly reviews related works. In Sect.III, we first introduce
the notation, task, and assumption of the paper and summa-
rize the proposed calibration approach.We detail the process-
ing procedure of our calibration method in Sect.IV. Sect.V
provides some implementation discussions and shows exper-
imental results. Finally, the conclusion is drawn in Sect.VI.

II. RELATED WORK
The calibration of extrinsic parameters between LiDAR and
inertial navigation systems (INSs) has long been studied in

the field of navigation. Early works relied on additional spe-
cially designed targets and precise control devices. Liu et al.
employed a precise rotating platform to drive an INS with
precise control and utilized cone/cylinder targets with known
world coordinates to estimate global LiDAR poses [12], [13].
The calibration problem was solved by restricted maximum
likelihood estimation (MLE). The extensive labor and strict
experimental requirements involved substantially limit the
repeatability and usability of this calibration method, render-
ing it inapplicable in the field of robotics.

In terms of autocalibration, the most straightforward idea
is aligning the trajectory of LiDAR with that of an IMU
and estimating the extrinsic parameters with the closed-form
solution [14], [15]. Although this typical calibration approach
has been widely applied to multimodal sensor calibration
problems [16], [17], it faces some challenges in regard to
the calibration of 3D LiDAR and low-cost IMUs. On the
one hand, the IMU built-in accelerometer and gyroscope
both suffer from drifts, leading to biased IMU trajectories.
On the other hand, discrete laser points captured by the
moving LiDAR are distorted, especially when the scanner
rotates rapidly. In practice, IMUs must follow an accelerated
motion to be observable. Such highly dynamic motion, how-
ever, decreases the accuracy of LiDAR odometry. To address
these issues, [15] adopted the high-accuracy postprocessed
trajectory of GPS/INS, and manually aligned consecutive
laser sweeps to guarantee the registration accuracy and the
LiDAR trajectory accuracy, which is laborious and compli-
cated. Moreover, another issue is that the sampling times-
tamps of multimodal sensors are asynchronous. Qin et al.
formulated reprojection residuals as variables with respect
to the timeshift between LiDAR and an IMU. By esti-
mating the velocity of the extracted visual feature on an
image, the real pixel position delayed by the timeshift can be
modeled [18].

Modeling discrete poses as a continuous-time trajectory
is an ingenious idea to solve the above issues, and the
exact reference poses of each laser point can be queried
with scanning timestamps. This method has been widely
employed in many autocalibration approaches, such as those
in [19]–[23]. Furgale and Rehder et al. presented a series
of pioneering works related to temporal-spatial calibration
of multiple sensors. In [22], for the calibration of cameras
and IMUs, they modeled the time-varying IMU trajectory
using a B-spline and utilized checkerboards to specify the
spatial corner features for visual odometry. On this basis, they
extended their work to the calibration of LiDAR/camera/IMU
rigs by adding additive point-to-plane constraints into batch
optimization [21]. However, the prerequisite of a suffi-
ciently accurate visual/inertial trajectory makes it unable to
calibrate LiDAR/IMU directly. Reference [23] proposed a
continuous-time batch optimization-based LiDAR/IMU cal-
ibration method, which similarly formulated the trajectory
of LiDAR as the B-spline to address the discrete scanning
issue. However, the temporal-offset is not considered, and
usage of the B-spline function results in more parameters
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to be estimated. Moreover, although the targetless approach
is convenient, the distortion of points cannot be explicitly
modeled based on the incrementally accumulated point map.
Gentil et al. adopted GP regression to upsample IMU mea-
surements for point-based distortion deskewing and formu-
lated preintegration measurements (PIMs) as functions with
respect to the temporal shift [20]. However, the temporal
offset should be a constant value that shifts the starting and
ending timestamps of PIMs, rather than an addition to the
original PIM.

In general, the multimodal sensor calibration problem can
be solved by modeling it as an optimization problem. The
importance of the accuracy of optimization initials has been
thoroughly discussed in many works [24]–[26], which have
demonstrated that an accurate optimization result requires
a robust initialization procedure to obtain reliable initials.
Consequently, the two-step calibration scheme has become
the most popular framework for auto-calibration of multi-
sensors. Reference [19] applied the coarse-to-fine calibration
scheme in which the closed-form solution is first estimated
and then the continuous-time trajectory batch optimization
is employed to refine the result. Reference [25] presented
a novel IMU/camera initialization approach to estimate the
extrinsic rotation parameter, initial bias, initial velocity, and
gravity, and then fed all these initials to the optimizer to refine
the result.

Compared to current state-of-the-art methods, the pre-
sented work represents the time-continuous trajectory
nonparametrically by a GP with time as the independent
variable. The idea is driven by the fact that an IMU exports
motion information with high frequency. The method aims to
accurately estimate the temporal and spatial offset between
LiDAR and the IMU in a batch using biased, noisy, and
asynchronous sensor measurements directly without either
assumptions about the configuration of the sensors or labo-
rious involvement. To formulate the explicit and precise
LiDAR point measurement model, the proposed approach
is dependent on the known environment point map, which
provides s stable reference for distorted laser points.

III. STATEMENT AND OVERVIEW
A. NOTATION AND TASK
We denote the nth full circle of a laser scan as sweep Sn and
define the sampling timestamp tn at the end of Sn. Since the
frequency of the IMU is much higher than that of LiDAR,
we denote tns as the sampling timestamp of the IMU in the
period of the nth sweep, i.e., tns ∈ [tn−1, tn]. The group of
IMUmeasurements sampled in [tn−1, tn] is denoted as In−1,n.
In the following sections, the transformation is expressed by
Tab ∈ SE(3), which transforms the point bp ∈ R3 in the Fb
frame into the Fa frame. Tab =

[
Ra
b, tb

]
is composed of a

rotation matrix Ra
b ∈ SO(3) and a translation vector tb ∈ R3.

The Lie algebra se(3) is used to represent the tangent space
to the manifold of SE(3). The exponential and logarithm are
used to map a vectorized pose ξ =

[
θ>, η>

]>
to T, where θ

and η are vectorized rotation and translation, respectively

Exp : R6
→ SE(3); φ 7→ exp(φ∧),

Log : SE(3) → R6
; T 7→ (logT)∨. (1)

The hat (·)∧ and vee operators (·)∨ build the mapping
relationship between a vector in R3 and a skew-symmetric
matrix.⊗ is used for themultiplication of SE(3). In this paper,
we use the right-disturbance model to update the transforma-
tion Tnew = Told ⊗ δT.
We define the body frame as Fb coinciding with the origin

of the IMU and denote the LiDAR frame as Fl . The world
frame Fw is the mapping frame of the trajectory T , and
the map frame Fm is the reference frame of the prior map
M. The spatial and temporal offsets between LiDAR and
the IMU are written as Tlb and 1t lb. Moreover, the operator
ˆ(·) indicates the measurement, while ¯(·) and ˜(·) indicate the
prediction and estimation, respectively. Specifically, bs â and
bsŵ represent the rawmeasurements of the IMU at timestamp
ts ∈ [tn−1, tn], while ln p̂i represents the ith point in the nth
sweep. Note that the left subscript representing the mapping
frame will be omitted for readability in the following section.
Problem: Given the prior map M, the asynchronous IMU

measurements [bs â, bsŵ] ∈ In−1,n and LiDAR sweeps ln P̂ ∈
Sn, the problem addressed in this paper is automatic and accu-
rate estimation of the spatial transformation T̃lb and the tem-
poral offset1t̃ lb between LiDAR and the IMU.Accelerometer
and gyroscope biases b̃ = [b̃a, b̃g], the continuous-time tra-
jectory T̃wb (t), and the linear and angular velocities w$̃ (t) =
[wṽ(t), ww̃(t)] of the IMU are also estimated in a batch
together with extrinsic parameters, all of which constitute the
complete state Xn at tn

Xn = [Tlb,1t
l
b,T

w
b0 (t), · · · ,T

w
bs (t),

w$ 0(t), · · · , w$ s(t),b0, · · · ,bs]. (2)

Note that Eq.(2) is not a strict state vector presentation in
which both operators log(·), (·)∨ and (·)> used for mapping
vectorized terms to Lie groups are omitted for readability.

B. OVERVIEW
Fig.2 provides an overview of the proposed calibration
approach. We summarize the system as four modules below.

1) STRUCTURED MAP CONSTRUCTION
The point cloud map M of the environment is loaded first
to provide an accurate map reference. The planes Mplane

are segmented using a voxel-based region growing algorithm.
Next, a specially designed octree containing a cluster of vox-
els Vplane with different resolutions is constructed to manage
structured planes. Moreover, the norm of each voxel is stored
to facilitate the point-plane association in subsequent LiDAR
odometry.

2) PREPROCESS
Planar features ln F̂i, i ∈ N are extracted from the distorted
and temporally shifted LiDAR sweep Ŝn, where n ∈ Z+

VOLUME 9, 2021 138805



S. Li et al.: 3D LiDAR/IMU Calibration Based on Continuous-Time Trajectory

FIGURE 2. The pipeline of the proposed LiDAR/IMU calibration approach
enables leveraging the raw measurements from LiDAR and the IMU to
construct a well-constrained continuous-time batch optimization
backend. The main steps will be introduced in turn.

represents the index of the LiDAR timestamp. Then, feature
points are associated with map planes to build point-to-plane
associations Ân. At the same time, the IMU PIM P̂n is calcu-
lated using În−1,n. Note that although the pose prediction by
IMU dynamics integration is also calculated, it is valid only
after the initialization, i.e., the initial pose T̃wb0 and gravity g
are initialized.

3) INITIALIZATION
The initial estimate of the parameter (i.e., high-frequency
IMU states at tns , extrinsic parameters, and IMU biases)
and observed measurements (i.e., point data associations
and PIMs) are estimated for further calibration optimization.
Data associations Ân are used to estimate the LiDAR ego-
motion T̄mln . PIMs P̂n and T̄mln are stored as pairs, until filling
in the buffer to trigger the initialization. In the initialization
module, the rotational extrinsic parameters and the initial
gravity wg are estimated using the closed-form solution,
whichwill be used as initials in the further batch optimization.
In addition, states of the IMU T̄wbns in the period of Ŝn as well
as the high-frequency PIMs P̂ns relating to consecutive IMU
sampling timestamps tns−1 and tns can be re-evaluated, where
s ∈ Z+ represents IMU timestamps.

4) CALIBRATION
Both the re-evaluated IMU states T̄wbns and PIMs Cimuns−1,ns
related to the states at tns−1 and tns are inserted into the factor
graph Gglobal as initials and observation constraints, respec-
tively to perform the coarse-to-fine calibration estimation.
To address the distortion issue caused by LiDAR discrete
scanning, we utilized GP regression to model the continuous-
time IMU trajectory. A class of exactly sparse GP priors
generated by the linear time-varying stochastic differential
equations (LTV-SDE) is applied to create a GP prior factor
Cgpns [11], [27], which links only two nearby states to maintain
the sparsity of the factor graph. On the basis of the prior
motion model, poses and velocities at anytime tτ ∈ [tns−1 , tns ]
can be easily queried. Accordingly, LiDAR factors Clidarns,i can

be explicitly modeled with the consideration of point dis-
tortion. Finally, the complete Gglobal with constituent factors
Cimuns−1,ns , C

gp
ns , and Clidarns,i can be constructed and optimized in

a batch. Note that after batch optimization, the incremental
smoothing approach is alternatively employed to decrease the
cost of full optimization if the additional follow-up data are
still fed to the system.

IV. METHOD
A. STRUCTURED MAP CONSTRUCTION
1) PLANE SEGMENTATION
First, we employ voxelization to overlay the point map and
store all voxels in an octree. The maximum bounding box
of M is split recursively into eight identical child voxels
until the size of the voxel or the inner point number reaches
the criteria. The voxel geometric properties, i.e., normal and
curvature, are calculated using the principal component anal-
ysis (PCA) algorithm. Then, voxels with similar geometric
properties are clustered as the same object. Segmentation
examples are shown in Fig.3, and more details can be found
in [28].

FIGURE 3. The structured point map. (a) The original point map scanned
by terrestrial laser scanner (TLS) and colorized with image color. (b) The
segmented planes colorized with random colors. The plane norms are
displayed as white lines. The scenarios are indoor corridors and open
lobbies from top to bottom.

2) MAP MANAGEMENT
In the LiDAR odometry implementation, we want the depth
of the octree to be as small as possible to enable more
efficient point-to-plane associations. Considering the asso-
ciation is searching for a corresponding plane rather than a
point, we truncate the octree of the clustered map Vplane by
adding an additional split termination condition. Specifically,
we force the octant division to stop if all voxel points belong
to the same plane. The demonstration graph can be seen
in Fig.4.

B. DATA PREPROCESSING
1) FEATURE EXTRACTION AND PLANE ASSOCIATION
We first arrange points in Ŝn into ordered lines based on the
mechanism of LiDAR, thusM neighbors of the selected point
ln P̂i ∈ Ŝn can be indexed directly with no need to use a tree-
based approach. Then,N points with the smallest smoothness
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FIGURE 4. Re-organization of the octree. (a) The voxel will not be split if
it contains only one object during re-construction of the octree for the
segmented planes. (b) Visualization of our specially designed octree.
Different colors represent different planes, and green arrows are normals
at the plane centroid (red point). Yellow boxes are the leaf voxels of the
octree. The voxel is larger at the central region of the plane but smaller at
the plane boundary. Therefore, whether the point is a near-boundary
point is easy to judge by the size of the indexed voxel.

c are extracted as planar features ln F̂i, i ∈ N :

c =
1

M ·
∥∥∥ln P̂i∥∥∥ ·

∥∥∥∥∥∥
∑

j∈M ,j6=i

(ln P̂i − ln P̂j)

∥∥∥∥∥∥ (3)

Given planar features ln F̂i and the LiDAR pose predic-
tion T̄mln , point-to-plane associations Ân can be established
by searching the octree voxel Vplane in which the transformed
feature point mF̂i = T̄wln · ln F̂i falls in. Note that points near
the plane edge are excluded to ensure that the associated
planes will not change along with the update of LiDAR poses
during the batch optimization. Specifically, the optimization
problem is solved by the iteration scheme, indicating that
the linearization point needs to be re-evaluated after each
iteration; thus, the target plane Ân should be re-associated
accordingly. To avoid repeated features association andmain-
tain the validity of Ân after iterative updating, we only retain
associations with high voxel resolutions.

2) IMU PREINTEGRATION
To avoid recomputing the IMU integration whenever the
linearization point changes, [29] transformed state-dependent
IMU integration measurements into state-independent IMU
preintegration measurements. The proposed calibration
approach utilizes the PIM P̂n = [1R̂n−1,n,1v̂n−1,n,
1t̂n−1,n], which only relates to IMU raw measurements
În−1,n

1R̂n−1,n =

n∏
k=n−1

exp ((ω̂k − b̄gk )1t),

1v̂n−1,n =
n∑

k=n−1

[1R̂n−1,k (α̂k − b̄ak )1t],

1t̂n−1,n =
n∑

k=n−1

[1v̂n−1,k1t +
1
2
1R̂n−1,k (α̂k − b̄ak )1t

2],

(4)

where 1t = tk − tk−1. Biases [b̄a, b̄g] are consid-
ered constants in Eq.(4) and are modeled with Brownian
motion, i.e., actual bias integrated white noise [ηa, ηg]:

ban−1 = ban+η
a,bgn−1 = bgn+ηg. Given the world gravity wg,

the state residual errors rimun = [r
1R̂n−1,n

, r1v̂n−1,n , r1t̂n−1,n
]

and bias residual errors rbiasn = r
1b̂n−1,n

between the state
variable in Eq.(2) and the PIM are easy to write as

r
1R̂n−1,n

= log ([1R̂n−1,n]>︸ ︷︷ ︸
PIM

· ([Rw
bn−1]

>Rw
bn ))︸ ︷︷ ︸

state

,

r1v̂n−1,n = [Rw
bn−1]

>(vbn − vbn−1 − wg1t)︸ ︷︷ ︸
state

−1v̂n−1,n︸ ︷︷ ︸
PIM

,

r1t̂n−1,n
= [Rw

bn−1]
>(tbn − tbn−1 − vbn−11t −

1
2w

g1t2)︸ ︷︷ ︸
state

− 1t̂n−1,n︸ ︷︷ ︸
PIM

.

r
1b̂n−1,n

= bn − bn−1︸ ︷︷ ︸
state

. (5)

The bias covariance is 6bias
n−1,n, and the PIM covariance

6imu
n−1,n is calculated based on the principle of covariance

propagation given the covariance of IMU measurements.
To sum up, the IMU factor Cimun can be expressed as

Cimun−1,n =
1
2
‖rimun ‖

2
6imu
n−1,n
+

1
2
‖rbiasn ‖

2
6bias
n−1,n

(6)

The operator represents ‖A‖2B = A>B−1A.

C. INITIALIZATION
1) LiDAR ODOMETRY
Given the point-to-plane associations that link planar feature
points at tn with map planes Vplanej = [n>j , dj], LiDAR pose
estimation in the map Tmln can be solved by minimizing the
sum of point-to-plane distances

T̃mln = min
Tmln


∑
i,j∈Ân

n>j · T
m
ln · ln F̂i + dj

, (7)

where [n>j , dj] represents the plane equation parame-
ters (PEP) of the jth plane in the map.

2) CLOSED-FORM INITIALIZATION
Before fine refinement, we coarsely estimate the rotational
extrinsic parameters first with a closed-form solution by
solving

Rln
ln+1
· Rl

b = Rl
b · R

bn
bn+1

, (8)

which is often referred to as the hand-eye calibration equa-
tion. R̄l

b in Eq.(8) can be solved by decomposing the covari-
ance matrix 6l

b, which is calculated by Lie algebra mapping
of the rotation matrix R = exp (r∧), r ∈ R3, r∧ ∈ se(3)

6l
b =

N∑
i

rlnln+1 · (r
bn
bn+1

)>,

R̄l
b = ((6l

b)
>
·6l

b)
−

1
2 · (6l

b)
> (9)
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Then, we adopt the IMU dynamic initialization approach
proposed in VINS [25] to initialize the initial gravity and
velocity of the IMU. The method is summarized as follows,
and the detailed derivation can be found in Appendix:
• Gyroscope bias calibration. Given the initialized rota-
tion matrix R̄l

b, the relative rotation can be estimated
by LiDAR odometry R̂ln

ln+1
and PIM 1R̂n−1,n. Conse-

quently, the gyroscope bias can be found by minimizing
residuals between them.

• Gravity vector approximation. Similarly, the IMU posi-
tion and velocity can also be estimated by LiDAR
odometry T̂lnln+1 and PIM1v̂n−1,n,1t̂n−1,n, respectively.
Byminimizing their residuals, we can initialize the grav-
ity vector l0 ĝ in the LIDAR reference frame.

• Gravity refinement and velocity initialization. With
prior knowledge of the gravity magnitude g, wg can be
parameterized as wg = g · l0 ĝ+w1b1+w2b2 to enforce
the norm of gravity, where [b1,b2] is a pair of orthonor-
mal bases in the tangent space of l0 ĝ. By substituting
wg into the cost function described in the last step, both
gravity parameters and initial velocities can be estimated
in a batch.

Note that we reintegrate the high-frequency IMU pose pre-
dictions at tns based on the LiDAR odometry results and IMU
measurements after the initialization and recalculate the PIMs
Îns−1,ns to render them consistent with the frequency of the
to-be-estimated states in the optimizer.

D. CALIBRATION
1) MOTION MODEL
We define the Gaussian process prior factor based on the
motion model of the IMU. When the GP is generated by
LTV-SED, Barfoot et al. demonstrated that the GP regression
always maintains sparsity [11], [27]. We summarize how GP
priors are defined on Lie groups in this section. For more
details, readers are encouraged to view [30] and [31].

Assuming thatTwbns is a discrete IMU state on the trajectory,
the local continuous-time trajectory Twb (t) can be expressed
as a local GP, where t ∈ [tns , tns+1 ]. Namely, the interpolated
IMU state can be expressed as the state at tns right-multiplying
state variation ξwbns (t) between tns and t , which is defined as a
GP

Twbns (t) = Twbns exp
(
ξwbns

(t)∧
)
, ξwbns

(t) ∼ N
(
0,K(tns , t)

)
,

(10)

where K(tns , t) is the covariance of the variation. The local
variation of pose representing the transformation from Fbns
to Ft around Twbns is defined by the vector

ξwbns
(t) = log

((
Twbns

)−1
Twbns (t)

)∨
,

ξ̇
w
bns

(t) =
(
J r

(
ξwbns

(t)
))−1

· bns$ ns (t), (11)

where J r (C) is the right Jacobian of C. The LTV-SDE
indicates that the local acceleration bna(t) can be modeled by

the GP with a zero mean

ξ̈
w
bns

(t) = bns a(t), bnsa(t) ∼ GP
(
0,QCδ(t − t ′)

)
. (12)

In Eq.(12), QC is a power-spectral density matrix, which
is a hyperparameter, and δ(t − t ′) is the Dirac delta function.
We define the body-frame Markov state as a 12 × 1 vector,
i.e., the transformation vector augmenting with the body
velocity vector introduced in Eq.(11)

γ wbns
(t) =

[
ξwbns

(t)

ξ̇
w
bns

(t)

]
. (13)

Then, the local LTV-SDE can be rewritten as

γ̇ wbns
(t) =

d
dt

[
ξwbns

(t)

ξ̇
w
bns

(t)

]
=

[
ξ̇
w
bns

(t)

bns a(t)

]
. (14)

When the time interval is small, ξwbns (t) approximates a zero

vector. Because J r

(
ξwbns

(t)
)
≈ I, Eq.(12) and Eq.(14) can

be easily proven to be good approximations of the constant
body-frame velocity prior, i.e., ξ̇

w
bns

(t) ≈ bns$ ns (t). Consid-
ering Eq.(11), the body-frame velocity can be rewritten as

ξ̇
w
bns

(t) ≈ bns$ ns (t) =
((

Twbns (t)
)−1

Ṫwbns (t)
)∨

. (15)

On the basis of the LTV-SED prior model, the residual
errors between the GP prior and states in Eq.(2) are specified
as the GP prior factor rgpns , where

rgpns = 8s−1,s · γ
w
bns−1

(tns−1 )︸ ︷︷ ︸
GP prior

− γ wbns−1
(tns )︸ ︷︷ ︸

state

,

Cgpns =
1
2
‖rgpns ‖

2
6
gp
s−1,s

. (16)

In the above equation, 8s−1,s is the transition matrix, and
6
gp
s−1,s is the corresponding covariance matrix, where

1t = (tns − tns−1 ),

8s−1,s =

[
1 1t · 1
0 1

]
,

6
gp
s−1,s =


1
3
1t3QC

1
2
1t2QC

1
2
1t2QC 1t2QC

 . (17)

2) INTERPOLATED LiDAR FACTORS
Given the continuous-time trajectory and the exact times-
tamps of each point, the accurate LiDAR point constraint can
be modeled.

a: QUERYING THE TRAJECTORY
An advantage of the Gaussian process representation of the
trajectory is that any state can be interpolated by two nearby
states. Specifically, the continuous-time state γ̃ wbns (tτ ), tτ ∈
[tns , tns+1 ] is the linear combination of two neighbor states
γ̃ wbns

and γ̃ wbns+1
γ̃ wbns

(tτ ) = 3τ γ̃
w
bns

(tns )+9τ γ̃
w
bns

(tns+1 ), (18)
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FIGURE 5. An illustration of point transformation. The extrinsic
parameters Tb

l transform a point lτ F̂i in the LiDAR frame to an IMU frame.
Then, the pose at Fbτ can be interpolated by states at Fbns

and Fbns+1
;

Next, the transformed point in the current IMU frame is transformed into
the first IMU frame Fb0

by the queried IMU state. Finally,
the transformed point is projected back to the first LiDAR frame Fl0
by Tb

l , which is also the map frame Fm.

where

3τ = 8s,τ −6
gp
s,τ8

>
s,τ

(
6
gp
s,s+1

)−1
8s,s+1,

9τ = 6
gp
s,τ8

>
s,τ

(
6
gp
s,s+1

)−1
. (19)

Consequently, the continuous-time trajectory can be
queried using two anchor states, i.e., substituting Eq.(18) into
Eq.(10),(11), and (15).

b: FUSION OF MOTION DISTORTION
For the sweep Ŝn, the reference frame of each feature ln F̂i
cannot be simply treated as Fln , because the LiDAR is mov-
ing. Given the real scanning timestamp tτ ∈ [tns , tns+1 ],
the real transform Twbτ can be queried using Eq.(18). There-
fore, feature points can be transformed into themap frameFm
(see Fig.(5)) by

mF̂i = T̃lb
(
T̃wb0

)−1
T̃wbτ

(
T̃lb
)−1
· lτ F̂i. (20)

c: FUSION OF TEMPORAL OFFSETS
Considering temporal offset 1tbl , the point timestamp read-
ing t̂n should compensate for the offset to obtain the actual
queried time tτ

tτ = t̂n + τ︸ ︷︷ ︸
t̂τ

−1tbl . (21)

Consequently, the time interval between the nearest anchor
state and the queried point is 1tτ = tτ−m · 1t , where m =
bτ/1tc, and 1t is the interval of IMU states (see Fig.6).

d: INTERPOLATED LiDAR FACTOR
As described above, we define the LiDAR factor as the
distance of the feature point to the associated plane, which
is a variable dependent on the state of T̃wbτ . Meanwhile, T̃wbτ
is related to the point scanning timestamp τ and the time
shift 1tbl . In general, a LiDAR constraint links the states

FIGURE 6. An illustration of time offsets between LiDAR and the IMU. The
upper plot shows a synchronized case, while the lower shows an
unsynchronized case. Gray arrows represent IMU timestamps, and red
arrows represent LiDAR timestamps. Affected by the temporal offset 1tb

l ,
LiDAR timestamps are shifted. The feature point scanned at tτ denoted by
the magenta arrow is shifted to ˆtτ . With the reading of ˆtn and τ , tτ is
expressed as a value dependent on 1tb

l . To interpolate the state at tτ ,
we further calculate the interval 1tτ by subtracting the timestamp of the
related state tns .

declared in Eq.(2).

rlidarns,i = n>j︸︷︷︸
PEP

· T̃lb
(
T̃wb0

)−1
T̃wbτ

(
T̃lb
)−1

︸ ︷︷ ︸
states

· lτ F̂i︸︷︷︸
feature

+ dj︸︷︷︸
PEP

,

Clidarns,i =
1
2
‖rlidarns,i ‖

2
6lidar
n,i,j
, (22)

where 6lidar
n,i,j is the covariance matrix of the ith point associ-

ated with the jth plane in the nth sweep, which can also be
calculated based on the principle of noise propagation with
known LiDAR observation noise.

3) UPDATING OF THE GLOBAL FACTOR GRAPH BY
CONTINUOUS-TIME BATCH OPTIMIZATION
The factor graph Gglobal is composed of all constrained fac-
tors introduced above, i.e., PIM factors, GP prior factors and
interpolated LiDAR factors (see Fig.7).

FIGURE 7. Visualization of the factor graph.

The calibration problem is formulated as maximum a
posteriori estimation (MAP) in which the unbiased optimal
estimations of states can be solved by minimizing the sum of
all constrained factors, i.e.,

X̃ = min
X̃

{∑
Cimuns−1,ns +

∑
Cgpns +

∑
Clidarns,i

}
(23)
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TABLE 1. Simulation noise parameters.

The Levenberg-Marquardt algorithm is utilized to solve the
well-constrained factor graph considering the speed of the
iterative convergence for such a large optimization problem.

V. EXPERIMENTS
To thoroughly validate the proposed method, we conducted
extensive experiments on both simulated and real-world data.
The simulation experiment was conducted first to investigate
the influences of some relevant factors on calibration accu-
racy, e.g., the choice of map accuracy, state frequency, and
gather implementation experience. Then, the self-assembled
backpack shown in Fig.1 was calibrated and used to col-
lect indoor/outdoor mapping data from a local environment.
In the real-world calibration experiment, the reference map
was obtained by the high-accuracy FARO FocusS 150 TLS.1

The map can also be built by some LiDAR-only mapping
approaches [7], [32], [33] with smooth samplingmotion since
the validity of this map was verified in the simulation experi-
ment. Note that the approximate initial pose of LiDAR in the
prior map must be provided to address the global localization
issue. The initial pose was refined by aligning the first sweep
with the reference map using the generalized iterative closest
point (GICP) algorithm.

A. SIMULATION
Considering the difficulty of acquiring the exact calibration
ground truth for an LiDAR/IMU device, we carried out a
series of simulation experiments to quantitatively evaluate
the performance of the proposed approach. We simulated
an indoor office and randomly sampled a 6-DOF trajectory
using the 3D spline interpolation method [34]. The simulated
experiment example is shown in Fig.8. The simulated 9-axis
IMU exports accelerations, angular velocities, and orienta-
tions at 400Hz, while the LiDAR exports 16-line sweeps at
10Hz with a horizontal FOV of 360◦ and a vertical FOV
of ±15◦. The point map is obtained by registering simulated
TLS points from different control sites in the virtual office.
Other simulated parameters are listed in Tab.1.

1) MONTE-CARLO ACCURACY ANALYSIS
We utilized 10 random sequences with the same length of
35s to conduct a Monte-Carlo analysis. One example can

1https://www.faro.com/Products/Hardware/Focus-Laser-Scanners

FIGURE 8. Simulated indoor office and LiDAR poses. Blue polygons
represent walls, while axes represent the spline trajectory (the red, green,
blue correspond to [x, y, z] respectively).

FIGURE 9. Simulation experiment example. The structured simulated
point map and estimated LiDAR odometry trajectory.

be viewed in Fig.9. In the simulation, the map accuracy
was set as σm = 0.003m, the extrinsic positional and
angular parameters were randomly set as [0.0, 0.05,−0.1]m
and [67.0, 11.0, 16.0]◦ respectively, and the temporal off-
set was set as 10.0ms. The calibrated angular error was
r
θ̄
l
b
= [0.0366, 0.0141, 0.0186]◦ with standard deviations

of σ θ = ±[0.0030, 0.0022, 0.0019]. The displacement
error was rt̄lb = [0.0026, 0.0017, 0.0042]m with σ t =

±[0.0005, 0.0003, 0.0007]. The calibrated temporal offset
error was r

1t̄ lb
= 0.82ms with standard deviations of σ1t =

±0.024, showing that the calibration accuracy of spatial
parameters is achieved at centimeter-level and that of the time
shift is less than 1ms.

2) THE CHOICE OF MAP
To explore the sensitivity to the accuracy of the prior map,
we conducted the same experiments in the last section but
substituted the prior map with different accuracies, i.e., σm =
0.05m, 0.1m. Generally, the accuracy of the map generated
by LiDAR mapping approaches is no less than 0.1m. Hence,
the simulation experiment can provide credible evidence that
LiDAR-based mapping approaches can also be used to build
the map. The calibration errors are shown in Fig.10. The
range of errors becomes larger from blue markers to green
markers, indicating that the precision of calibration decreases
with increasing map noise. The average angular calibration
errors were r

θ̄
l
b
= [0.0613, 0.0582, 0.0424]◦ for σm =

0.05m (magenta markers in the top subfigure) and r
θ̄
l
b
=

[0.2259, 0.1048, 0.1653]◦ for σm = 0.1m (green markers in
the top subfigure). In addition, the average translational errors
were rt̄lb = [0.0082, 0.0055, 0.0136]m for σm = 0.05m and
rt̄lb = [0.0315, 0.0201, 0.0356]m for σm = 0.1m. The result
demonstrates that the centimeter-level accuracy (i.e., no less
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FIGURE 10. Performance with respect to map accuracy. Blue markers
represent the result with map noise of 3mm, while magenta and green
represent results with 5cm and 10cm of noise, respectively.

than 5cm) of the prior map is sufficient for our calibration
approach.

3) THE CHOICE OF STATE FREQUENCY
As per the data-driven nature of GP regression associated
with the constant velocity prior, it’s interesting to analyze the
choice of state frequencies. We selected 5 different frequen-
cies, i.e., 400Hz, 100Hz, 50Hz, 10Hz, and 5Hz, as contrast
objects, implying that the numbers of states and constraints in
the optimizer are different. For instance, we insert 400 PIM
constraints and 400 GP constraints per second if the state
frequency is set as 400Hz. In the experiment, sequences with
the same trajectory but different lengths were simulated to
vary the sensor motion velocities. The length ranged from
35s to 17s with a decreasing step of 2s. The comparison
is shown in Fig.11. The plot shows that the error curve of
400Hz is the steadiest, but that of 5Hz fluctuates over dif-
ferent sequences, indicating that higher selected frequency
corresponds to more robust motion aggressivity. In addition,
the calibration result is reasonable as long as the state fre-
quency is higher than 10Hz.

B. REAL-WORLD DATA
In the real-world experiment, we tried to calibrate the
self-assembled backpack with 2 × Robosense 16-line
LiDARs2 and 1 × Xsens Mti-G-710 IMU3 shown in Fig.1.

2http://www.robosense.ai/rslidar/RS-LiDAR-16
3https://www.xsens.com/products/mti-100-series

FIGURE 11. Performance with respect to the state frequency. The norms
of angular and translational errors are displayed in the graph to
demonstrate the changes in errors over different sequences. The lateral
axis represents the sequence number, i.e., 1 to 10 indicating the fastest
sequence with a length of 17s to the slowest sequence with a length of
35s, which implies varying motion aggressivity.

The IMU and LiDARs are synchronized by hardware.We col-
lected calibration data in two typical indoor environments,
i.e., a narrow corridor and an open building lobby(see Fig.3),
with a length of 30∼40s. We sampled the data along the
spatial sinusoidal trail to ensure the observability of the IMU.
In the experiment, the first 30s of data were accumulated for
the coarse-to-fine calibration, i.e., initialization first, and then
continuous-time batch optimization. Next, the follow-up data
were consecutively fed to the system, triggering incremental
smoothing to keep the efficiency of the full-optimization. For
accuracy and efficiency, the state frequency in the optimizer
was set as 100Hz in our experiments. Three tests were con-
ducted to analyze the convergence, repeatability, and accu-
racy of our method.

1) CONVERGENCY
Optimization convergence is important to investigate since
the calibration procedure should output stable results after
calibration optimization. We utilized the sequence collected
in the narrow corridor to calibrate our device. The first 30s of
data were accumulated to perform the initialization and batch
optimization, and the follow-up 5s of data were fed to the
system to employ the incremental smoothing optimization.
The results are depicted in Fig.12. Both the translation and
rotational results generally stabilize after batch optimization,
which validates the convergence of the proposed calibration
method. Although the translational error in the z-axis shows
the largest fluctuation, it is still no greater than 0.01m.

2) REPEATABILITY
The repeatability of calibration results must be discussed
based on the different segments of the same dataset. In other
words, the calibration results should be consistent using dif-
ferent segments of the same calibration dataset. In the test,
we utilized both corridor and lobby sequences to calibrate
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FIGURE 12. The calibration results with respect to the sampling time. The
calibration results stabilize after batch optimization.

FIGURE 13. Box plots of extrinsic parameters for both corridor and lobby
data. Yellow and green boxes represent the results of corridors and
lobbies, respectively. The box ranges from 25% to 75% of the samples,
and the red line in each box is the median. Outliers are identified by a red
cross. Note that Z and Yaw are normalized by their CAD references,
i.e., 0.3m and −90◦, respectively, to fit the figure size.

the backpack and made use of the statistic to investigate
the repeatable performance of the proposed approach. Each
sequence is subsampled from 30∼40s with an increasing
step of 1s, i.e., t = 30 + 1,1 ∈ [0, 10]. To enlarge the
statistical samples, we recalculated the results 5 times for
each sequence; thus, 55 calibration results were obtained in
total. The results are displayed using box plots in Fig.13.
The length of the box represents the degree of instability.
We found that all yellow boxes are shorter than the green
boxes, indicating that the calibration is more stable in nar-
row spaces. In addition, the translational errors are generally
centimeter-scale, and the rotational errors with respect to all
axes are no greater than 1.5◦.

3) RELATIVE ACCURACY
In the third test, we calibrated the extrinsic parameters T bl1
and T bl2 between two LiDARs and an IMU. The state-of-art
calibration method Li-Calib [23] was selected for compari-
son. The results are listed in Tab.2. The differences between
our method and Li-Calib were 0.0087m and 0.2254◦ for
the upright LiDAR/IMU and 0.0032m and 0.1482◦ for the
tilted LiDAR/IMU. The small differences illustrate that our
approach achieves similar accuracy to LI-Calib.

We designed a tricky method to quantitatively evaluate the
relative accuracies of the backpack calibration results. Given

TABLE 2. Calibration results.

TABLE 3. Relative calibration accuracy.

FIGURE 14. Registration result of the corresponding sweeps of two
LiDARs. The green points are obtained by the tilted LiDAR, and the
magenta by the upright LiDAR.

the extrinsic LiDAR/IMU parameters, the transformation
between two LiDARs can be estimated by T̃ l1l2 = T bl1

−1
· T bl2.

Consequently, the relative accuracies of our approach and
Li-Calib can be indirectly evaluated by comparing the
results with those estimated by the dual-LiDAR calibration
method [35]. The errors are 9.7mm/0.5128◦ for our method
and 22.8mm/1.3806◦ for Li-Calib (see Tab.3), which shows
that the proposed calibration approach has better performance
to some extent. Moreover, to intuitively and qualitatively
display the relative accuracy, we registered two laser sweeps
scanned at the same timestamp using the calibration result
of the proposed method (see Fig.14). The two laser sweeps
register well, indicating that the relative accuracy of the cali-
bration result is accurate.

In addition, a large-scale indoor-outdoor dataset was col-
lected, and the mapping results were used to indirectly
reflect the calibration accuracy. Three different meth-
ods were utilized to incrementally construct the map,
i.e., the IMU/LiDAR coupled mapping approach with accu-
rate extrinsic parameters, the IMU/LiDAR approach with
coarse extrinsic parameters, and the LiDAR-only mapping
approach. We projected the point cloud map onto the satellite
image and displayed some map details. The comparison can
be viewed in Fig.15. The total distance of the trajectory
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FIGURE 15. Mapping results and point map details. Middle: birds-eye view of the point map projected onto
the satellite image of the mapping area. Top/bottom: details circled out in the map. Each column from left to
right represents the result with accurate calibration parameters, the result with an inaccurate calibration
estimate, and the result without an IMU.

is approximately 1km, and the sampling time is 500s. The
bottom row of the figure clearly shows that the LiDAR-only
approach is likely to fail at turns. From the top row, trees
along roads can be clearly distinguished in the left figure but
are blurred in the other two, demonstrating that the consis-
tency of the map is improved using the accurate calibration
result.

VI. CONCLUSION
In this paper, we present a high-accuracy autocalibration
method for LiDAR/IMU rigs. The proposed approach adopts
a continuous-time trajectory estimation wherein the trajec-
tory is viewed as a GP regression. The distorted and tem-
porally shifted points are explicitly modeled by querying the
exact transform on the continuous-time trajectory. Tomitigate
the effect of incorrect data associations in the LiDAR odom-
etry module, we construct a structured map in advance and
manage the map by the specially designed octree to facilitate
robust point-to-map association. Finally, extensive simulation
experiments were conducted to investigate the sensitivity to
the accuracy of the prior map and state frequency. This study
shows that the proposed method is relevant to the accuracy
of the prior map and the state frequency in the optimizer.
Moreover, the experiments show that our calibration method
is highly accurate, robust, and repeatable, especially in
narrow spaces.

APPENDIX
IMU DYNAMIC INITIALIZATION
In this section, we derive the formulation for IMU dynamic
initialization, which is discussed in Sect.IV-C. The problem
can be solved in closed-form under the assumption that the
biases of the IMU are constant. The approach is an adap-
tion of the method introduced in [25]. Let us start from the
obtained data pairs of LiDAR odometry estimates T̄mln and
PIM P̂n. Then, three steps, i.e., a. gyroscope bias calibra-
tion, b. initial gravity vector approximation, and c. grav-
ity refinement and velocity initialization, are carried out
consecutively.

A. GYROSCOPE BIAS CALIBRATION
Considering two consecutive frames,Fbn andFbn+1 , the rota-
tion part of the IMU PIM 1R̂n,n+1 is the rotation increment
with clear physical meaning. Hence, the gyroscope biases can
be estimated byminimizing the rotation increment residual of
LiDAR odometry and IMU PIM:

min
bg

∑
n

T̄bl (R̄
ln
l0
· R̄l0

ln+1
)[T̄bl ]

−1︸ ︷︷ ︸
LO

−1R̄n,n+1︸ ︷︷ ︸
PIM

,

1R̄n,n+1 ≈ 1R̂n,n+1 +
∂1R̄n,n+1

∂bg
δbg. (24)
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Then, the other two parts of PIM related to gyroscope
biases can be updated:

1v̄n,n+1 ← 1v̂n,n+1 +
∂1v̂n,n+1
∂bg

δbg,

1t̄n,n+1 ← 1t̂n,n+1 +
∂1v̂n,n+1
∂bg

δbg. (25)

B. INITIALIZING THE INITIAL GRAVITY VECTOR
Referring to [29], the translation part of the PIM can be
rewritten as:

1t̂n,n+1

= [Rw
bn ]
>(tbn+1 − tbn − vbn1tij −

1
2

j−1∑
k=i

wg1t2). (26)

Given the LO, the above equation can be written as:

[T̄bl ]
−11t̂n,n+1

= [R̄l0
ln ]
>(t̄ln+1 − t̄ln − v̄ln1tn,n+1 −

1
2

n+1∑
k=n

l0g1t
2). (27)

Then, both sides of the Eq.(27) are multiplied by Rl0
ln :

1
2

n+1∑
k=n

l0g1t
2

= (t̄ln+1 − t̄ln )− R̄l0
ln [T̄

b
l ]
−11t̂n,n+1 − v̄ln1tn,n+1. (28)

However, the estimation of LiDAR odometry does not
include the velocity of LiDAR v̄ln , indicating that the term
should be offset. Considering the velocity part of PIM:

1v̂n,n+1 = [Rw
bn ]
>(vbn+1 − vbn − wg1tn,n+1), (29)

the above equation can be transformed as:

[R̄b
l ]
−11v̂n,n+1 = [R̄l0

ln ]
>(v̄ln+1 − v̄ln − l0g1tn,n+1). (30)

Similarly, both sides of the Eq.(30) are multiplied by Rl0
ln :

v̄ln = v̄ln+1 − [R̄l0
ln ][R̄

b
l ]
−11v̂n,n+1 − l0g1tn,n+1. (31)

Substituting Eq.(31) into the Eq.(28) yields:

l0g1t
2
n,n+1 +

1
2

n+1∑
k=n

l0g1t
2

= (t̄ln+1 − t̄ln )− R̄l0
ln [T̄

b
l ]
−11t̂n,n+1

− (v̄ln+1 − [R̄l0
ln ][R̄

b
l ]
−11v̂n,n+1)1tn,n+1, (32)

By combining Eq.(32) with Eq.(28), the above equation
can be constructed as:

l0g1t
2
n,n+1 +

1
2

n+1∑
k=n

l0g1t
2

= (t̄ln+1 − t̄ln )− R̄l0
ln [T̄

b
l ]
−11t̂n,n+1

− (v̄ln+1 − [R̄l0
ln ][R̄

b
l ]
−11v̂n,n+1)1tn,n+1,

1
2

n+2∑
k=n+1

l0g1t
2

= (t̄ln+2 − t̄ln+1 )

− R̄l0
ln+1

[T̄bl ]
−11t̂n+1,n+2 − v̄ln+11tn+1,n+2. (33)

By eliminating the underlined term above and simplifying
the subscript (∗)n,n+1 = (∗)1, (∗)n+1,n+2 = (∗)2, we obtain:

1
2 l0

g

(n+1∑
k=n

1t2)1t2 − (
n+2∑

k=n+1

1t2)1t1 + 2(1t1)21t2


= 1t̄11t2 −1t̄21t1 − [1t2R̄

l0
ln [T̄

b
l ]
−11t̂1

−1t1R̄
l0
ln+1

[T̄bl ]
−11t̂2]+ [R̄l0

ln ][R̄
b
l ]
−11v̂11t11t2. (34)

In summary, the gravity vector can be solved with a
closed-form solution by solving Eq.(34).

C. VELOCITY INITIALIZATION AND GRAVITY REFINEMENT
The world gravity wg can be estimated by transforming l0g to
the world frame. To obtain a more accurate result, the known
magnitude of world gravity is incorporated as a constraint.
Since the direction and magnitude of wg are known, gravity
can be parameterized as:

wĝ = g · l0 ¯̂g+ w1b1 + w2b2 (35)

where g = 9.81 is the magnitude; l0 ¯̂g is the normalized vector
of the estimated gravity; b1 and b2 are two orthogonal basis
spanning the tangent plane. w1 and w2 are the corresponding
coefficients towards b1 and b2. A pair of b1 and b2 can be
easily determined by Gram-Schmidt orthogonalization algo-
rithm. BY considering Eq.(31) with Eq.(28), and substituting
Eq.(35) into them, we can obtain:

1
2

n+1∑
k=n

[−w̄1b1 − w̄2b2]1t2 + v̄ln1tn,n+1

= t̄ln+1 − t̄ln − R̄l0
ln [T̄

b
l ]
−11t̂n,n+1 −

1
2

n+1∑
k=n

w
¯̂g1t2,

[−w̄1b1 − w̄2b2]1tn,n+1 − v̄ln+1 + v̄ln
= −[R̄l0

ln ][R̄
b
l ]
−11v̂n,n+1 − w

¯̂g1tn,n+1. (36)

where w
¯̂g, w̄1, and w̄2 are all normalized by g. For the nth

measurement, if we define the to-be-estimated state as Xn =[
v>ln , v

>
ln+1
, w̄1, w̄2

]>
, the above equation can be rewritten as

matrix format, and solved with the least square closed-form
solution:

AnXn − bn = 0;

X̃n =

(
A>n An

)−1
A>n bn. (37)

Finally, after estimating the refined gravity and the initial
velocity, we can obtain the rotation transformation from Fl0
to Fw, which is the initial orientation of the IMU.
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