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ABSTRACT Data set is the basis of machine learning, a good data set can promote the development
of various applications. Machine learning has been deeply involved in the protection and inheritance of
cultural resources. However, there are few data sets about Thangka, and the types and quantity of Thangka
images are relatively few. Therefore, we first establish a Thangka data set called RPTK1 (Religious Portrait
Thangka Version 1), which contains 3,338 Thangka images, more than any other Thangka data set. The
objects in the data set basically cover the common Thangka religious portraits, tools and headdresses, and
are marked in the professional language of Buddhism. Then, on the basis of the RPTK1 data set, in order
to achieve better detection of small Thangka objects (Thangka religious tools), we propose an improved
Single Shot MultiBox Detector (SSD) method, called Single Shot MultiBox Detector with Improvement
Feature Fusion And Loss Function (FALSSD). Finally, in order to verify the effectiveness of the FALSSD
method, we conduct experiments on the RPTK1 data set. The experimental results show that the mAP of
our method in the RPTK1 data set reaches 83.85%. Compared with the other ten state-of-the-art methods,
the performance of our model is better.

INDEX TERMS Thangka data set, object detection, SSD method, feature fusion.

I. INTRODUCTION
In recent years, machine learning has developed rapidly, from
natural scenes to paintings, comics, etc., but the premise
is that machine learning needs data sets to support. The
research field of machine learning has developed from
natural scenes such as Pascal VOC [1], COCO [2] and
ImageNet [3] to unnatural scenes such as Webcaricature [4],
Danbooru2020 [5] and painting [6], and has achieved inter-
esting and considerable effects. We focus on the study of
Thangka painting scenes. Thangka painting is purely hand-
made. They are religious paintings on canvas or papers. Most
of the contents of Thangka are about Tibetan Buddhism,
the astronomical calendar and mythology [7]. Nomatter what
kind of application scenario, all need a good data set to
support.

At present, there are many scholars studying Thangka
image understanding. The research of Thangka image mainly
focuses on Thangka image restoration [8], [9], Thangka
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image retrieval [10], [11], classification [12], [13] and seg-
mentation [14], [15]. However, there are some problems
in their work, such as the small Tangka data set and the
imbalance of classification; The annotation of image object
detection data set is not standardized, and it is only expressed
with simple words, and there is no detailed classification
for different types of Thangka religious portraits [16]. The
low accuracy of small object detection in Thangka image
leads to less and less understanding of Thangka, and the
understanding of Thangka image is relatively backward.

Based on this, we propose a new work: Thangka data
set-RPTK1. RPTK1 is used for the detection of religious
portraits, tools and headdresses in Thangka images. The col-
lected data set contains a total of 3338 images of Thangka
religious portraits, with a total of 57 labels of Buddhist pro-
fessional terms. The religious portraits, tools and headdresses
in each image are labeled by the labeling tool LabelImg [17],
and the labels are named by the Buddhist professional names
of each kind of religious portraits, tools and headdresses
in Thangka images. Thangka images in the RPTK1 data
set are rich in content, numerous composition elements and
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FIGURE 1. Same type of Thangka images with different complexity (a) Simple shakyamuni
Buddha.(b)Complex shakyamuni Buddha.(c)The more complex Shakyamuni.

various forms of images. The main image of the same type of
Thangka has different forms of expression. In Thangka, there
is not only the main image of Thangka but also other complex
elements of the Buddha image and background. As shown
in Figure 1 below, Thangka images of Shakyamuni Buddha
with different complexity are shown. It is not difficult to see
from the figure that, compared with general images, Thangka
images have rich content, complex background and extremely
many composition elements. Figure 1(c) not only contains
Lord and Buddha but also other Buddhas and other detailed
parts. The classes are quite different and the forms are more
abundant.

On this data set, we can perform object detection tasks.
We try and propose a new SSD-based object detection
method. Aiming at the poor detection effect of small objects
in the RPTK1 data set, we propose a new feature fusion
method, and a new positioning loss function to improve the
accuracy of final detection. Compared with the other ten
state-of-the-art methods, the performance of our model is
better. Our new data set can be used for image object detec-
tion, image restoration, 3D modeling, etc., in order to inspire
researchers and promote the scientific research of Thangka in
a new way. Attract more Thangka researchers and ordinary
people to protect and rescue Thangka and make it easier to
appreciate Thangka.

Our main contributions are summarized as follows:

• We construct a data set RPTK1, which contains
3338 Thangka images. There are 3 types of headdresses,
18 types of religious tools, and 36 types of religious
portraits among 57 classes. Themain objects of Thangka
images are manually marked, and the labels are more in
line with the professional terms of Buddhism.

• We propose a new method for object detection in
Thangka images based on SSD model. Feature fusion
is used to solve the problem of small object detection
in Thangka images. In addition, we propose a new loss
function to improve the accuracy of location positioning.

• We also compare the most state-of-art object detection
methods with our method on the data set RPTK1. Our
experiments show that our FALSSD model has a bet-
ter detection effect on the religious portraits and head-
dresses in Thangka images, and It also has an impact on
smaller objects such as religious tools.

II. RELATED WORK
A. THANGKA
Thangka is a religious scroll painting on colored silk with
pigments or other materials. It is a form of painting with
local characteristics [18], and it is also one of the important
intangible cultural heritage in China. The content of Thangka
is rich, including buildings, medicine, astronomical calendar,
legendary stories, etc. [19]. In addition, Thangka has a wide
range of contents, bright colors, clear layers, unclear fore-
ground and background, complex compositions and rigorous
structures. First, according to the original writing method of
religious portrait, Thangka painting has strict requirements
on facial features, head, chest, waist and other parts. Thangka
painters usually need many years of practice to draw a good
Thangka [20], it is difficult to preserve Thangka paintings.
Due to the influence of humidity, water stains, mildew and
dirt, the number of images of well-maintained Thangka paint-
ings is decreasing.

At present, people pay more and more attention to
Thangka. Huaming et al. [21] supervise Thangka head-
dress through self-encoding, and then input the labeled
training samples after the convolution pool operation pro-
cess to train the soft maximum classifier. Finally, the per-
formance of the classifier is tested by using the test set
samples, and the method has good classification perfor-
mance in Thangka headdress classification; In order to avoid
errors being ignored in the training process of imbalanced
Thangka image data set, Zeng et al. [12] use Resnet to
improve the accuracy and convergence speed of imbalanced
Thangka image classification; In addition, He et al. [22]
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propose an improved Densely Connected Convolutional
Networks(DenseNet) model to solve the problem of less
Thangka images. Compared with DenseNet, the perfor-
mance is improved by 1.1%. This method has better results
in Thangka image classification; Ma et al. [16] provide
a Thangka data set called Chomo Yarlung Tibet version
1(CYTKv1), which contains 1700 Thangka images, and they
annotate Thangka images by hand, and finally, they release
the detection baseline on this Thangka data set. In the third
part, we elaborate some advantages of RPTK1 data set over
CYTKv1 data set.

B. DATA SETS
Data sets play an important role in machine learning. Data
sets also cover a wide range of fields and forms, such as
finance [23], [24], transportation [25]–[27], medical treat-
ment [28], human face [29], video [30], [31], etc.

A good point cloud data set is the key step of seman-
tic segmentation to understand complex scenes in depth.
Tong et al. [32] construct a new point cloud data set for
semantic segmentation of large-scale scenes. This data set
mainly includes six types of objects, such as ground, car,
building, vegetation, bridge and pole, and has the advantages
of more complete scenes and relatively uniform point density.
Finally, an effective method is proposed, and the highest
intersection (IOU) of poles, ground, buildings, cars, vege-
tation and bridges is 36.0%, 97.8%, 93.7%, 65.6%, 92.0%
and 69.6%, respectively, for all benchmarks. In order to
identify high-quality tea buds, Wang et al. [33] put forward a
new deep neural network method to identify picking points
of buds and establish an image data set of picking points
of high-quality tea buds. Finally, the accuracy rate on this
data set exceeds 90%. Insulators are an important part of
transmission lines. Therefore, Yang et al. [34], in order to
better detect insulators, construct an insulator data set while
proposing the detection method. In this data set, the detec-
tion accuracy of the method they proposed for insulator
defects is 98.38%, which is higher. In order to improve
the accuracy and efficiency of casting defect identification,
Duan et al. [35] construct their own casting defect detection
data set through data preprocessing and labeling, and propose
an improved YOLOV3 model, which is 26.1% higher than
the original YOLOV3 model mAP. In the aircraft detec-
tion of remote sensing images, it is difficult to detect the
aircraft due to the small object of the aircraft. Therefore,
Wu et al. [36] experiment with the improved method on the
remote sensing aircraft images constructed by themselves,
which results in a lower false-positive rate and shorter training
time. Schumann et al. [37] propose a new car radar data set,
which contains measured values and point-by-point markings
from the same car for more than four hours. The purpose of
this data set is to develop a radar perception method based
on machine learning for mobile road users. Maier et al. [38]
propose the first publicly available colorectal data set. This
data set comprises 30 laparoscopic videos and corresponding
sensor data from medical devices in the operating room for

three different types of laparoscopic surgery. The methods
for medical device detection and segmentation can be fully
tested.

C. SSD BASED METHODS
The SSD method is the representative of one-stage object
detection network [39]. The biggest characteristic of
one-stage method is that it can be completed in one step.
It is a method to predict the classification and location of
the object by directly inputting the image and extracting
features from the network, to reduce the number of candidate
regions. And all the boundary boxes can be predicted only
once sent into the network. SSD directly returns the category
and position of the object in the network, so the detection
speed is faster. In the network with an input size of 300 ×
300, NVIDIA TITAN can achieve 74.3% mAP and 59 FPS
on VOC 2007 test set.

However, the problem is that the feature map extracted in
the shallow layer is not strong enough, which leads to the
low detection accuracy of SSD method for small objects.
Therefore, the Deconvolutional Single Shot Detector(DSSD)
method has improved the SSD method, which changing the
backbone network of SSD fromVgg16 to Resnet. DSSD uses
the deconvolution layer and skip connection to better charac-
terize the shallow feature map, which can improve the accu-
racy of small object detection. Achieved 81.5% of mAP in the
VOC2007 test, 80.0% of the mAP in the VOC2012 test, and
33.2% of the mAP on the COCO [40]; Considering that the
SSD method independently uses deep and shallow layer fea-
ture maps for prediction, and its robustness to small objects
is poor. Therefore, in Feature Fusion Single Shot Multibox
Detector Motivation(FSSD) method, a feature fusion method
is proposed to combine the different scales generated by
Vgg16, the feature map is transformed into the feature map
scale size of the conv4-3 layer by bilinear interpolation, and
then all the feature maps are concatenating, and the obtained
feature maps are re-subsampled to obtain different feature
map scales, and then input into the perceptron network for
prediction, and finally the detection accuracy on the Pascal
VOC 2007 test set with an image size of 512 × 512 reaches
84.5% [41]; Deng et al. [42] combine inception and atrous
convolution to propose a receptive filed block, which applies
Receptive Field Block(RFB) to the head of the feature map of
the SSDmethod, then predicts the processed featuremap. The
structure has a simple structure and excellent results, RFB
Net300 is 80.5% and 83 FPS in mAP and FPS respectively.

Since the first several methods are too simple to make
full use of the features of each layer, a new feature fusion
method is designed in a Single-Shot Object Detector based
on Multi-Level Feature Pyramid(M2Det) method to fuse the
feature maps of SSD method. M2Det achieves 41% mAP on
the COCO data set [43]; The Single Shot Refinement Neural
Network for Object Detection(Refinedet) and the ideas of
the previous several papers are different, mainly is to use
the idea of the two-step method to first classify the priori
box (binary classification, only distinguish the foreground
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and background) and regression, to solve the problem of
extremely unbalanced samples, improve the accuracy; At the
same time, FPN is used to fuse different feature maps to
improve the robustness of small object detection, reaching
83.8% mAP on the VOC2007 data set with an input image
size of 512 × 512 [44].

III. BUILD THE RPTK1 DATA SET
We collect a data set of Thangka religious portraits to study
the detection of religious portraits, religious tools and head-
dresses in Thangka images. To easily access the data set,
we have released the RPTK1 data set online using the
Baidu cloud network disk.1 In the construction of Thangka
data set, the biggest challenge is that most elements in
Thangka images are symbolic and contain Buddhist philoso-
phy. Before labeling Thangka data set, we must have a certain
understanding of this point and enough advanced semantic
knowledge related to Buddhism. Ma et al. have also done
the construction of Thangka data set. By comparison, our
RPTK1 data set has the following advantages:

1.The annotation of our Thangka data set is based on com-
munication with researchers. We summarize and annotate
with the support of books such as ‘‘Introduction to Thangka
Art’’ [45], ‘‘The World’s Most Beautiful Thangka-Thangka
Tools’’ [46], Bi et al. ’s research on headdresses [47] and
other relevant materials. Our RPTK1 data set contains more
semantic knowledge related to Buddhism, and each label
name has its corresponding name in Buddhism. As shown
in Figure 2 below, the labeling of our RPTK1 data set is
more professional, while the labeling of the CYTKv1 data
set only uses simple words. In addition, our RPTK1 data set
is more detailed in terms of classification, specific to each
class of Buddha portraits, while CYTKv1 simply classifies
all Buddha portraits into one class:

FIGURE 2. Schematic diagram of annotations of two Thangka data sets.
From the comparison of the two pictures, we can see: first, the label of
our RPTK1 data set is more professional. Second, our RPTK1 data set is
more detailed in terms of classification, specific to each class of Buddha
portraits, tools and headdresses.(a)annotations of RPTK1 data
set.(b)annotations of CYTKv1 data set.

2.In our RPTK1 data set, the form of the main religious
portrait is more abundant. There are two forms of Thangka

1https://pan.baidu.com/s/1LkhgHhLqY6xmLYbW6vz1lg

Buddha in the same type of Thangka religious portraits: anger
and compassion. As shown in Figure 3, Manjushri Bod-
hisattva has two forms, which are kind and quiet. We label
Manjushri Bodhisattva uniformly for the transformation and
the mighty transformation of wrath; The number of arms of
Thangka religious portraits of the same type is different, and
we also label them as the same type. For example, Mahakala
has two arms, four arms and six arms. The image is marked
as Mahakala. This is more abundant than Thangka religious
portraits in the CYTKv1 data set:

3.Our RPTK1 data set has 3338 images, which is more
than the CYTKv1 data set. The labels are more in line with
the professional language of Buddhism. There are 57 labels
related to Buddhist language, 3 labels related to headdress,
36 labels related to main religious portraits and 18 labels
related to religious tools. As shown in Figure 4 below, it is the
main statistical data diagram of the two data sets RPTK1 and
CYTKv1:

The construction of Thangka image detection data set
requires the following steps: first, collect Thangka images;
second, preprocess Thangka images; third, label Thangka
image data set. The following will be introduced separately:

A. THANGKA IMAGE COLLECTION AND PREPROCESSING
The main channels for collecting Thangka images are as
follows: First, we use scanners to scan the illustrations in
books related to Thangka, such as the ‘‘Forbidden City
Thangka Picture Book’’ [48], ‘‘Regong Nianduhu Thangka
Art’’ [49], ‘‘Tibet Thangka’’ [50], etc. The resolution of
scanned images ranges from hundreds to thousands. Second,
we obtain Thangka images through programs that automat-
ically obtained from the web content, mainly for Baidu and
Bing search engines, to obtain Buddha portraits images based
on keywords such as ‘‘Thangka’’ and ‘‘Sakyamuni Bud-
dha’’. Then we remove incomplete images (images related
to Thangka images) and those that do not meet the require-
ments of Thangka image data set. Third, we consult relevant
local Thangka technicians or well-known Thangka painters,
we take and scan Thangka images, and we collect large-scale
Thangka images in sections, then we conduct research on
Thangka images stitching.

After collecting Thangka images, we simply process all
Thangka images. First, We delete images that do not belong
to or contain Thangka images; then, we useOpenCV to obtain
the histogram data of Thangka images, and then normalize it,
we use similarity detection to delete pictures with a similarity
of less than 95%; finally, we need to convert all image suffixes
into a unified jpg format. Figure 3 below is an example of
the different types of Thangka images we have collected, and
different Thangka religious portraits and tools have different
meanings: As shown in Figure 3(a) above, Shakyamuni is the
founder of Buddhism. After becoming a Buddha, Shakya-
muni is honored as Buddha, meaning that those who fully
understand the universe and the truth of life can save all lives.
He usually holds a bowl in his left hand, which is often placed
on his knee, symbolizing the wisdom that can directly realize
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FIGURE 3. The abundant form of the main religious portraits.(a)Compassionate Manjushri.(b)Angry Manjushri.(c)Mahakala with two
arms.(d)Mahakala with four arms.(e)Mahakala with six arms.

TABLE 1. The main statistical data diagram of RPTK1 and CYTKv1.

FIGURE 4. The different kinds of Thangka images. (a) Sakyamuni Buddha.
(b) Padmasambhava. (c) Ushnisha Sita Tapatra.

emptiness. Figure 3(b) shows Master Padmasambhava, he is
sitting in the center of the picture, with a skeleton stick
wrapped around his left arm, a gabala bowl in his left hand
and a diamond pestle in his right hand; the vajra is not only
a simple weapon, but also a symbol of firmness, grandeur
and majesty of Buddhist doctrine in a deeper spiritual sense;
even the gabala bowl held by Master Peanut represents the
cleansing of the mind and symbolizes the power of enlighten-
ment that can transcend death. Figure 3(c) shows the Buddha
Mother covered with a large white umbrella. Holding the big
white umbrella in her left hand is her symbol. The meaning of
the big white umbrella is to magnify the light and eliminate
disasters and demons.

B. DATA ANNOTATION
After simple preprocessing, we then use the LabelImg label-
ing tool to label Thangka image data. The object in Thangka
image is marked by the coordinates of upper left corner
and lower right corner. The length and width of the marked
rectangle should cover all the boundaries and contents of
the object, and we name it by the name of the object in

the Thangka image, then an .xml file will be automati-
cally generated to save all coordinate information and label
information. After marking, we construct this data set into
Pascal VOC data set format. The annotations folder stores
the .xml labels files obtained using the annotation tool; the
ImageSets/Main folder stores the names of the training set,
validation set, training validation set, and test set images.
The pictures for subsequent code training are read from these
files, we divide all the pictures into data set, the number
of training set, validation set, and the test set is divided
according to the ratio of 8:1:1; the original training and vali-
dation pictures are stored in the JPEGImages folder, and the
verification pictures are randomly obtained from the training
set. The main statistics of our RPTK1 data set are shown
in Table 2 below: Figure 5 below shows the top 30 labels types
in our RPTK1 data set, including religious portraits, tools and
headdresses, in ascending order of the number of labels:

TABLE 2. Main statistics of RPTK1 data set.

IV. THANGKA OBJECT DETECTION MODEL-FALSSD
Our method is an improved of SSD, mainly for the situa-
tion that SSD method fails to detect small objects and low-
resolution objects. Due to the lack of semantic information
of small objects, SSD uses low-level features to detect small
objects, and the extracted features are insufficient, which
leads to low accuracy of small object detection. We use
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FIGURE 5. The number of the top 30 labels.

Resnet50 as the backbone network because when Vgg16 is
used as the backbone network, only one shallow convolu-
tional layer is used to extract features to predict small objects.
However, due to the lack of relevant semantic information,
the feature information extracted from shallow convolution
layer can only be used for small objects. The effect of
object detection is poor; Vgg16 lacks the ability to learn
and express deep information; in the case of deepening the
network, the gradient will disappear, resulting in slower
learning rates. Therefore, we use Resnet50 as the backbone
network to extract deeper image features, and use the deep
residual network structure to solve the problem of gradient
disappearance and extract deeper image features; In addition,
the convolution layer after the third layer and the fourth layer
in Resnet50 network structure is respectively upsampled to
amplify the features, and then the convolution layer after
the second layer and the two convolution layers after the
upsampled are fused to improve the small object detection
effect and object detection accuracy. The whole improved
SSD object detection model is shown in Figure 6 below.
With the deepening of the network depth, the gradient will
decline, resulting in the decline of the accuracy of training
set. In response to this phenomenon, we replace the backbone
network in the original SSD network model of Vgg16 with
Resnet50 to extract deeper image features and solve the
problem of gradient disappearance. The Resnet50 network
is deep and has many layers, so it consists of a 3 × 3
convolutional layer in the middle of two 1 × 1 convolu-
tional layers, plus a zero-padding equivalent mapping. The
1 × 1 convolution layer at the beginning and the end is used
to reduce and restore dimensions, to solve the problem of

gradient disappearance and extract deeper image features,
which makes the use of the backbone network of Resnet50 to
greatly improve the detection accuracy. In order to improve
the detection efficiency of the model, we upsample the layer 3
and layer 4 in Resnet50 network to amplify the features,
and then add a convolution layer after the layer 2, and after
that, we add a convolution layer after the upsampling. The
convolution layer 5 is obtained by fusing the features of the
two convolution layers. After the Batch Normalization(BN)
layer, it passes through seven bottleneck layers, that is, the
1× 1 convolution layer used in Resnet. Then, after sampling
under the product layer andBN layer, three convolution layers
are superimposed and input to the head network together. The
predicted value is calculated according to the feature, and
then the loss value is calculated with the real value of the
object, and then input into the classifier. Finally, the final test
result is obtained by non-maximum suppression.

A. FEATURE FUSION MODULE
The SSD model uses Vgg16 as the backbone network and
shallow convolution conv4_3 for feature extraction to detect
small objects. Because the features extracted by shallow
convolution lack the relevant semantic information of small
objects, the object detection effect is poor. Inspired by the
DSSDmodel, we propose a feature fusion method to improve
the drawback of poor detection of small objects. The fea-
ture fusion module we proposed is shown in the dotted line
in Figure 7. Feature fusion is divided into the following three
parts: Conv2 after Layer2, Conv3 upsampling after Layer3,
and Conv4 upsampling after Layer4. Among them, the output
of Conv3 upsampling is specified as twice the input and the
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FIGURE 6. Improved object detection model. The part that performs Conv-BN-Downsampling is the head network, whose input is calculated from the
ground truth box and the ground truth label of the data set.

FIGURE 7. Feature fusion module. The gray shaded part in the above
figure is the specific structure of the feature fusion module.

output of Conv4 upsampling is 38 × 38. We use the nearest
neighbor interpolation algorithm, as shown in Figure 5 below,
that is, 2D nearest neighbor up sampling for the input signal.
We use the upsampling operation to amplify the extracted
image features to increase the semantics of the low-level
features, and then merge the three parts of the features to
make the extracted features as diverse as possible. After the
fusion of high-level features and low-level features, themodel
improves the low-level features with low semantics, multi
defects in noise, and high-level features to perceive details
at the same time. After combine the fusion layer of shallow
local detail information and deep high semantic information,
the fused features are used as the input of Conv5.

B. NEW LOSS FUNCTION
The loss function in SSD model consists of the weighted
sum of the location loss function L_loc for classification
and the confidence loss function L_conf for regression.
As shown in Formula 1, the number of negative samples is

much larger than the number of positive samples, so in this
paper, we improve the optimization speed and the stability
of training results by controlling the positive and negative
sample ratio of SSD loss function [51]. The confidence loss
function is softmax loss.

L(x, c, l, g) =
1
N
(Lconf (x, c)+ αLloc(x, l, g)) (1)

where N is the number of positive samples of the prior box;
c is the predicted value of category confidence; l is the pre-
dicted value of the position of the corresponding boundary
box of the prior box; g is the position parameter of ground
truth, and α represents the weight of both. Equation 2 is
shown as the position loss function in SSD.

smoothL1(x) =

{
0.5x2, if (|x| < 1)
|x| − 0.5, otherwise

(2)

It can be seen from formula 2 and figure 8 that the loss
function of Smooth L1 between [−1,1] is L2 loss, which
makes up for the lack of smoothness of L1, and the other areas
are L2 loss, which solves the problem of gradient explosion of
the L2 loss function. Therefore, in order to make the location
classification more accurate, in this article, we have improved
the location loss function. On the basis of Smooth L1, we add
the weight parameter gamma and use the parameter gamma
to control the range in which the L1 loss is used (MAE loss
function ), in what range to use L2 loss (MSE loss function).

FIGURE 8. Comparison of different loss function curves.
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The gamma parameter we used in the article is 1/9, and the
specific formula is shown in 3:

smoothL1(x) =

{
0.5x2/gamma, if (|x| < 1)
|x| − 0.5 ∗ gamma, otherwise

(3)

C. EXPERIMENTAL ENVIRONMENT
We mainly conduct experiments on SSD method improve-
ment, as well as experiments on other state-of-the-art meth-
ods. The training and testing process of all experiments are
performed on NVIDIA GeForce GTX 1080Ti 12G GPU.
We develop our model using the open-source deep learn-
ing framework PyTorch. We complete all the experiments
on the Ubuntu Linux system equipped with NVIDIA GPU.
We mainly use AP and mAP and FPS as the standard to
evaluate the performance of our improved model. AP is the
average accuracy, and the area enclosed by the pr curve and
the coordinate axis is calculated using the integral method,
as shown in formula 4. The pr curve refers to the curve
obtained by taking the Recall value as the horizontal axis and
the precision value as the vertical axis. Precious indicates how
many of the predictions are correct, that is, the parameters
that reflect the accuracy of the prediction, which is used to
evaluate the correct rate of the prediction; while Recall is used
to evaluate how many correct samples are predicted, that is,
the total number of positive samples, how many successfully
predicted.

AP =
∫ 1

0
p(r)dr (4)

In the case of calculating the AP values for each class in
the data set, the mAP sums and averages the AP values for
each class. FPS is the number of frames transmitted per sec-
ond, that is, the number of pictures that can be processed
per second. All our experiment platforms are the same, all
experiments are carried out on the same server, all use the
same one GPU, we use a total of 101 Thangka images to
calculate FPS, finally remove the speed of the first image.
Therefore, the FPS of the remaining 100 images is averaged
as the FPS of this model.

D. EXPERIMENTAL DETAILS
In all experiments, our Thangka image data set has 58 classes
(plus background classes). We select 80% of Thangka images
for training, about 10% images for verification, and finally
randomly select 101 images from 10% for testing. For train-
ing, common data enhancement techniques, including zoom-
ing, moving, cutting, and flipping, are randomly activated,
finally, 101 Thangka images out of order are used to test the
FPS of the method. The whole experiment uses the Stochastic
Gradient Descend(SGD) [52] method to optimize network
parameters. According to the new real-time update model
of Thangka training images, we use a warm-up learning
rate. The initial learning rate is 1e-3 and the image size is
300 × 300, the batch size is 32; when the image size is

512 × 512, the batch size is 16. The maximum number of
iterations is 120,000.

1) EXPERIMENTAL RESULTS
Our experiment is performed on the RPTK1 data set.
Table 3 below is the result of our ablation experiment:

TABLE 3. Results of ablation experiment.

As can be seen from Table 3 above, the average accu-
racy of the original SSD model on the RPTK1 data set is
78.79%. After we replace the Vgg16 backbone network with
Resnet50, the average accuracy increased by 3.83%, reaching
82.62%; then we use feature fusion, the average accuracy
reached 83.47%. Finally, we change the backbone network
to Resnet50 and adopt the feature fusion method and use the
new loss function at the same time, the average accuracy on
our RPTK1 data set reached 83.85%, which is the final result
of our experiment.

2) BACKBONE NETWORK
In order to compare the effect of selecting Resnet50 for the
backbone network, we conduct an ablation experiment under
the condition of changing the backbone network. The details
of the experimental results are shown in Figure 9, which
includes the precision of each type of Thangka image object
and the average precision of the whole data set. As shown
in Figure 9 above, the average detection accuracy and detec-
tion rate of different backbone networks are shown. From
the figure, we can know that compared with other backbone
networks in the above figure, when Resnet50 is used as

FIGURE 9. Average accuracy and FPS under different backbone
networks.In the model inference process, the memory required by
resnet50 reached 527.20MB, and Mobilenet v2 occupies the smallest
memory of 280.23MB; but among the four backbone networks, Mobilenet
v2 has the smallest parameter, only 10.97MB, and the largest is resnet50,
which has reached 113.7MB.
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TABLE 4. Fusion results of different modules in the backbone network
Resnet50. CBAM is convolutional block attention module, SE block is
Squeeze-and-Excitation networks.

the backbone network, the detection accuracy is the highest.
When we use Vgg16 as the backbone network, the detection
rate is the highest. The proposed method of feature fusion for
Resnet50 backbone network has higher detection accuracy.

3) FEATURE FUSION
With Resnet50 as the backbone network, we experiment on
the improvement effect of feature fusion and add a con-
volutional block attention module, extrusion and excitation
network, and feature fusion module to Resnet50 respec-
tively for experiments. The experimental results are shown
in Table 4 below. It can be seen from Table 3 above that
when the attention module of the convolution block is added
after the backbone network Resnet50, the average accuracy is
only 82.55%, but after feature fusion, the average accuracy is
the highest, reaching 83.47%. We put forward the method of
feature fusion for the detection accuracy of ascension help is
bigger, but because of the complexity of the network structure
to improve, the detection rate of our proposed method is not
high.

4) LOSS FUNCTION
In this part of the loss function, we add the parameter gamma,
so that we can control which error range uses MSE (L2 loss,
mean square error) and which error range usesMAE (L1 loss,
mean absolute error). This is different from the original
smooth L1 loss function, and the final average accuracy is
improved by 0.38%. The detailed experimental results are
as follows: As can be seen from Figure 10 above, when the
weight value of the loss function gamma is 1.0/9.0, the detec-
tion accuracy is most effective, that is, when the value of

FIGURE 10. The influence of different weight values of loss function on
average accuracy.

gamma is 1.0/9.0, we use L2 loss, and use L1 loss in the rest of
the range. The location classification is more accurate, which
is more conducive to improve the detection accuracy.

E. COMPARISON WITH OTHER
STATE-OF-THE-ART METHODS
We also compare our proposed method with other state-of-
the-art methods on the RPTK1 data set. We use different
methods and different sizes for experiments. The results are
as follows:

Table 5 above shows the backbone network, input size,
mAP and FPS of various methods when the data sets are
consistent. The FPS test uses a GPU. When the input size
is 300 × 300, the average accuracy of our proposed method
is the highest, which is 83.85%, but the detection speed is
not significantly improved, which is not suitable for real-
time tasks; When the backbone network of DSSD method
is Resnet101, the average accuracy of Thangka data set is
83.4%, which is only 0.45% lower than the method proposed
in this paper; When Mobilenet is used as the backbone net-
work, the detection accuracy of SSD is only 73.14%. When
the data set is the RPTK1 data set and the input size is
512 × 512, SSD uses Resnet50 as the backbone network,

TABLE 5. Experimental results compared with other state-of-the-art methods.
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FIGURE 11. Experimental results. (a) SSD-Shakyamuni. (b) Ours-Shakyamuni. (c) SSD-Shakyamuni. (d) Ours-Shakyamuni.
(e) SSD-King of Wealth. (f) Ours-King of Wealth. (g) SSD-Eleven faced Guanyin. (h) Ours-Eleven faced Guanyin. (i) SSD-The master.
(j) Ours-The master. (k) SSD-Yellow Jambala. (l) Ours-Yellow Jambala. (m) SSD-Green Tara. (n) Ours-Green Tara. (o) SSD-Test results.
(p) Ours-Detect errors.
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the average detection accuracy is 85.04%, which is 0.51%
higher than the detection accuracy of our proposed method,
but the detection rate is lower. The method we proposed
is more suitable for use in images with an image size of
300 × 300, and it is also not suitable for real-time tasks.
It can be seen from Table 5 above that our method per-
forms better than most other methods. Figure 11 below is
a comparison of the results of the SSD with Vgg16 as the
backbone network and the method we proposed: It can be
seen from Figure 11 that our proposed method has a certain
effect on small object detection. For example, in Figure 11(a),
the religious tools bowl is not detected, but our proposed
method detects the religious tools bowl in Figure 11(b).
To the small object of bowl, through the comparison between
Figure 11(c)-Figure 11(l), SSD with Vgg16 as the backbone
network and our proposed method, it can also be seen that
our proposed method does not lose the accuracy of normal
scale object. Under this premise, the accuracy of small object
detection is improved. Figure 11(m)- (p) are examples of the
poor detection effect of our proposed method. From the two
pictures (n) (p), the proposed method has similar detection
objects and background colors. The image detection effect is
poor, and there are detection errors. In our analysis, the rea-
son for the poor detection effect is mainly due to the high
similarity of the shape of the detected object and the class
of the detection error, and the similarity of texture features
is also high [53], which results in low detection accuracy and
detection errors. Perhaps in the future work, we can start from
the texture of the image and constantly improve the accuracy
of object detection.

V. CONCLUSION
In this work, we first collect a RPTK1 data set, which con-
tains 3338 Thangka images of different types and contents,
with a total of 57 labels of Buddhist professional terms.
To further promote our research, we benchmark the Thangka
image object detection data set. Finally, when the image
size is 300 × 300 and the backbone network is feature
fusion Resnet50, the average accuracy of our method reaches
83.85%; under the same conditions, when the image size
is 512× 512, the average accuracy of our method is 84.53 %.
We also compare the average accuracy with other state-of-
the-art methods, and our model has higher accuracy than
other methods. Our experiments show that object detection
on Thangka images with rich colors and complex content can
also achieve better results. Our experimental results provide
an effective way for people to inspect, understand and master
Thangka culture, which is conducive to the protection and
rescue of Thangka art. In this way, more people can get in
touch with and understand the Thangka culture, improve the
understanding of Thangka intangible cultural heritage, and
accelerate the spread of Thangka intangible cultural heritage.
Although our model improves the detection of small objects
to a certain extent, the detection results of a small num-
ber of Thangka images with lower resolution are still not
satisfactory.

In the follow-up research, we will continue this research,
mainly to improve the accuracy of object detection on
the Thangka data set and improve the detection rate of
our method. In the follow-up work, we will continue to
improve the feature fusion part of the experiment, because
this method requires too much computing resources in the
current situation. We hope that our research will encourage
more researchers to devote themselves to the investigation
of Thangka and even more intangible cultural heritage, and
continue to conduct in-depth and comprehensive explorations
on the digital protection of intangible cultural heritage.
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