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ABSTRACT A novel saturated visual control strategy for nonholonomic mobile robots is presented. The
principal focus is to deal with the stabilization problem. The saturation bounds for the control actions avoid
exceeding the physical restrictions of the actuators. This feature is the main difference concerning related
works. The closed-loop system is analyzed using the theory of non-autonomous cascade systems, and global
uniform asymptotic stability is guaranteed. Experimental validation is carried out by using a unicycle-type
mobile robot with an onboard camera. The experiment consists of stabilizing the robot in a preset pose
using visual information. The experimental results are compared with a literature unsaturated visual servoing
strategy. The results confirm the effectiveness of the proposed approach, completing the assigned task and
bounding the control inputs.

INDEX TERMS Mobile robot, real-time experiments, saturated control, stabilization problem, visual
servoing.

I. INTRODUCTION
Visual servoing is a common technique nowadays. This con-
trol technique allows controlling the movements of the robots
by using image information. Usually, onboard cameras are the
most popular to obtain information due to the autonomy that
brings to the robotic system. Some recently reported works
have applied this technique to different robot types. In [1],
a robust uncalibrated visual servoing methodology based on
disturbance observer was tested in a NAO robot. Xie and
Lynch [2] presented a state transformation-based dynamic
visual servoing scheme for a quadrotor. A Finite-time-based
PD+ control scheme for uncalibrated robot manipulator
based on visual servoing was designed in [3]. The authors
of [4] proposed a hybrid visual servo controller for underwa-
ter vehicles. The results of [5] showed a review study that
discusses the design of an arm-robot manipulator applied
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in agriculture by position-based visual servoing and edge
detection for image processing. Zheng et al. [6] introduced
a method to preserve visibility during the visual servoing of
quadrotors. In [7], an image-based dynamic visual servoing
scheme for an octopus tentacle-like soft robot arm working
in an underwater environment was designed. An adaptive
neuronal networks-based visual control for a manipulator
with visibility constraint and unknown dead-zone input was
developed in [8]. The authors of [9] addressed the robust
position-based visual control problem for a quadrotor with
a down-facing monocular camera to perform ground target
tracking tasks in outdoor environments. The results of [10]
showed the performance of an image-based visual controller
applied to the six degrees of freedom robot.

Specifically, visual servoing for mobile robots is a practical
solution for vehicle navigation. This technique is useful to
perform tasks that require the perception of the external envi-
ronment, including stabilization and tracking problems. The
most popular camera configuration is the camera mounted
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in the mobile robot in order to keep the object of interest
in the field view. Recent works that address visual control
for mobile robots are described following. In [11], a con-
troller for visual servoing trajectory tracking of nonholo-
nomic mobile robots without direct position measured was
presented. An image-based visual servoing controller for
mobile robots was proposed in [12] by using the radial
camera model. Zhang et al. [13] designed a visual servoing
strategy for nonholonomic mobile robots despite unknown
extrinsic camera-to-robot parameters. The authors of [14]
provided a model-free visual servoing strategy to drive a
wheeled mobile robot to the desired pose without the desired
image. Qiu et al. [15] developed a concurrent learning-based
visual servo tracking scheme with scene depth identifica-
tion for wheeled mobile robots. A visual servo tracking
scheme for wheeled mobile robots under the presence of
uncalibrated translational camera-to-robot parameters was
proposed in [16]. The results of [17] shown a mobile robot
visual servoing based global path planning method based
on interval type-2 fuzzy logic using an overhead camera.
In [18], two uncalibrated visual control schemes for wheeled
mobile robots with uncertain model parameters in complex
environments were developed.

In particular, the stabilization problem for nonholonomic
mobile robots using visual feedback is one of the most
interesting current topics. Hence, there are many works in
this field. For example, in [19], an adaptive visual servoing
strategy was proposed to regulate the mobile robot to the
desired pose. Lu et al. [20] presented a global adaptive con-
troller for tracking and regulation problems simultaneously
applied to wheeled mobile robots with depth and uncalibrated
camera-to-robot extrinsic parameters. An image-based posi-
tion control scheme for nonholonomic mobile robots with-
out knowing the camera parameters was designed in [21].
The authors of [22] constructed a visual servoing strat-
egy to steer a wheeled mobile robot to the desired pose,
in which unknown depth information is simultaneously iden-
tified. Sharma et al. [23] developed a position-based visual
servoing scheme able to estimate body-to-camera param-
eters online. The results in [24] showed an optimization
stabilization method for visual servo control of nonholo-
nomic mobile robots with fixed monocular cameras onboard.
In [25], an approach to the uncalibrated visual stabilization of
nonholonomic mobile robots was given. Finally, an adaptive
two-stage switching approach to stabilize the visual servoing
system in the presence of both uncalibrated camera-to-robot
parameters and unknown image depth was proposed in [26].

Nevertheless, all the aforementioned studies were designed
without considering the saturation phenomenon presented in
the actuators of nonholonomic mobile robots. To include this
feature in the design is essential to avoid unreachable control
actions. Besides, saturated inputs applied to nonholonomic
vehicles limit themovement velocities and prevent the feature
point go away from the camera’s field of view in visual ser-
voing schemes. Controllers that deliver saturated inputs have
recently been proposed. However, these works lack visual

feedback. For example, in [27], a finite-time sliding-mode
controller with input voltage saturation for an omnidirectional
mobile robot was designed. Huang et al. [28] presented a
robust network-based control scheme for tracking and sta-
bilization problems simultaneously applied to a wheeled
mobile robot subject to parametric uncertainties, external
disturbances, and input torque saturation. In [29], an extended
state observer-based adaptive sliding mode tracking con-
troller for wheeled mobile robots with input voltage satura-
tion and uncertainties was presented. The global consensus
problem for nonholonomicmobile robots was solved by using
distributed velocity saturated controllers in [30]. In [31],
a family of velocity saturated controllers for unicycle-type
wheeled mobile robots was proposed. Li and Wang [32]
addressed the consensus control problem for wheeled mobile
robots under linear speed saturation.

In an exhaustive literature review, only two papers were
found addressing the stabilization problem of a unicycle-type
wheeled mobile robot using a saturated visual controller
[33], [34]. The closed-loop stability analysis reported in [33]
is supported by LaSalle’s invariance principle. However,
the closed-loop system is non-autonomous, so this theorem
cannot be applied. Besides, the authors did not present any
experimental evidence. Therefore, the saturated visual ser-
voing scheme is an important and not well-studied research
topic. In this paper, a saturated visual controller is presented
in order to improve the existing solutions. The main contri-
butions of this paper are:

• A novel saturated stabilization controller with visual
feedback for unicycle-type wheeled mobile robots.

• A rigorous theoretical validation of the proposed satu-
rated controller guaranteeing global uniform asymptotic
stability, supported by Lyapunov and non-autonomous
cascade systems theory.

• An experimental comparison of the proposed visual con-
troller concerning the controller reported in [35].

The remaining part of this article is organized as follows.
Section II presents some preliminaries necessary for stability
analysis. In Section III, the kinematic model is obtained, and
the control aim is declared. The proposed saturated controller
and the theoretical validation are presented in Section IV.
In Section V, the controller chosen for experimental compar-
ison, the description of the experimental platform, and the
real-time experimental results are given. Finally, the work
conclusions are reported in Section VI.

II. PRELIMINARIES
In this section, some useful lemmas are described to support
the stability analysis of the proposed saturated controller
described in Section IV.
Lemma 1 ([36]): If ḟ (t) = d

dt f (t) is bounded for t ∈
[0,∞), then f (t) is uniformly continuous for t ∈ [0,∞). �
Lemma 2 ([37]): Let φ : R → R be a uniformly con-

tinuous function on [0,∞). Suppose that limt→∞
∫ t
0 φ(τ )dτ

exists and is finite. Then, φ(t)→ 0 as t →∞. �
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Lemma 3 ([36]): If a given differentiable function f (t) :
R+ → R has a finite limit as t → ∞ and if f (t) has a time
derivative, defined as ḟ (t), that can be written as the sum of
two functions, denoted by g1(t) and g2(t), as follows

ḟ (t) = g1(t)+ g2(t),

where g1(t) is a uniformly continuous function and

lim
t→∞

g2(t) = 0,

then

lim
t→∞

ḟ (t) = 0, lim
t→∞

g1(t) = 0.

�
Lemma 4 ([37]): Consider the system

ẋ = f (t, x)+ g(t, x), (1)

where f : [0,∞) × D → Rm and g : [0,∞) × D → Rm

are piecewise continuous in t and locally Lipschitz in x on
[0,∞)×D, and D ⊂ Rm is a domain that contains the origin
x = 0. This system can be considered as a perturbation of the
nominal system

ẋ = f (t, x).

Let x = 0 be a uniformly asymptotically stable equilibrium
point of the nominal system. Let V (t, x) be a Lyapunov
function of the nominal system that satisfies the inequalities

α1(‖x‖) ≤ V (t, x) ≤ α2(‖x‖),
∂V
∂t
+
∂V
∂x

f (t, x) ≤ −α3(‖x‖),∥∥∥∥∂V∂x
∥∥∥∥ ≤ α4(‖x‖),

in [0,∞) × D, where D = {x ∈ Rn
|‖x‖ < r} and αi(·), i =

1, 2, 3, 4, are class K functions. Suppose the perturbation
term g(t, x) satisfies the uniform bound

‖g(t, x)‖ ≤ δ <
σα3(α

−1
2 (α1(r)))

α4(r)

for all t ≥ 0, all x ∈ D, and some positive constant σ < 1.
Then, for all ‖x(t0)‖ < α−12 (α1(r)), the solution x(t) of the
perturbed system (1) satisfies

‖x(t)‖ ≤ β(‖x(t0)‖, t − t0), ∀t0 ≤ t < t0 + T ,

and

‖x(t)‖ ≤ ρ(δ), ∀t ≥ t0 + T ,

for some class KL function β and some finite T , where ρ is
a class K function of δ. �
Lemma 5 ([38]): Let be a nonlinear time-varying system

given by

61 : ẋ1 = f 1(t, x1)+ g(t, x)x2, (2)

62 : ẋ2 = f 2(t, x2), (3)

where x1 ∈ Rn, x2 ∈ Rm, x := [xT1 , x
T
2 ]
T . The functions

f 1(t, x1), f 2(t, x2) and g(t, x) are continuous in their argu-
ments, locally Lipschitz in x, uniformly in t , and f 1(t, x1)
is continuously differentiable in both arguments. Also, it is
assumed that there exists a nondecreasing function G(·) such
that,

‖g(t, x)‖ ≤ G(‖x‖).

If the systems

ẋ1 = f 1(t, x1), (4)

ẋ2 = f 2(t, x2), (5)

are uniformly globally asymptotically stable and the solutions
of (2) and (3) are globally uniformly bounded, then (2) and
(3) are uniformly globally asymptotically stable. �

III. KINEMATIC MODEL AND CONTROL OBJECTIVE
This work addresses the problem of positioning a
unicycle-type mobile robot using visual information as feed-
back signals. The system is composed of a unicycle-type
wheeled vehicle that is equipped with a camera. Figure 1
shows the scheme of the system considered. The camera has a
fixed orthogonal coordinate system denoted by F . The origin
O of F is located in the optical center of the camera. The
Z -axis of F passes through the middle of the wheel axis and is
orthogonal to the horizontal plane. The X -axis of F coincides
with the direction of the camera optical axis and is aligned to
the robot front. Besides, the desired pose of the camera is
established by the coordinate reference frame F∗.

FIGURE 1. Coordinate system.

The visual feedback is performed by identifying a static
feature point P in the scene. The coordinates of P in the
reference frame F are denoted by P = [X ,Y ,Z ]T , whereas
P∗ = [X∗,Y ∗,Z∗]T are the coordinates of the same point P
in the desired reference frame F∗.
Moreover, the homogeneous image pixel coordinates are

given by

p = [1, u, v]T , p∗ = [1, u∗, v∗]T . (6)

The coordinates P and P∗ are related with the image pixel
coordinates p and p∗ through a pinhole camera model as

p =
1
X
AP, p∗ =

1
X
AP∗, (7)
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where A ∈ R3 is the intrinsic parameters matrix of the camera
defined as

A =

 1 0 0
u0 αu 0
v0 0 αv

 , (8)

with u0, v0 denoting principal point coordinates, and αu, αv
representing the scale factors in image u and v axes, respec-
tively [39].

To simplify the analysis, the vectors m and m∗ ∈ R3 are
introduced. These vectors represent the normalized image
coordinates of the object of interest, define as

m = [1, y, z]T = 1
X P, m∗ = [1, y∗, z∗]T = 1

X P
∗. (9)

By using (7) and (9), the next expression is obtained:

m = A−1p, m∗ = A−1p∗. (10)

A rigid motion is described by a pure translation together
with a pure rotation. Specifically for this work, the rotation
matrix R ∈ R3×3 specifies the orientation of the reference
frame F∗ concerning F , and T ∈ R3 is the vector from the
origin of frame F to the origin of F∗. Therefore, considering
that the movement of the camera attached to the vehicle is
restricted to the XY plane, the vector T and the matrix R are
defined by

R =

cos(θ̃ ) − sin(θ̃ ) 0
sin(θ̃ ) cos(θ̃ ) 0
0 0 1

 , T =

txtx
0

 , (11)

where θ̃ = θ∗ − θ with θ∗ and θ denote the desired and
actual orientation of the camera, respectively. The estimation
of the camera orientation can be obtained using different
algorithms as in [39], homography techniques [40], [41],
or odometry [26], [42]. Note that θ̃ = 0 and T = 0 imply
that the coordinate frame of the camera F coincides with the
desired one F∗.
Also, the well-known geometric properties define the rela-

tionship of P with P∗ given by

P = RP∗ + T ,

thus, the next expression is obtainedXY
Z

 =
X∗ cos(θ̃ )− Y ∗ sin(θ̃ )+ txX∗ sin(θ̃ )+ Y ∗ cos(θ̃ )+ ty

Z∗

 (12)

and, the following equations are derived from (12)

Y
X
=

X∗ sin(θ̃ )+ Y ∗ cos(θ̃ )+ ty
X∗ cos(θ̃ )− Y ∗ sin(θ̃ )+ tx

, (13)

Z
X
=

Z∗

X∗ cos(θ̃ )− Y ∗ sin(θ̃ )+ tx
. (14)

By using the definitions in (9), (13) and (14) can be rewrit-
ten as

y =
sin(θ̃)+ y∗ cos(θ̃ )+ ty

X∗

cos(θ̃ )− y∗ sin(θ̃ )+ tx
X∗
,

z =
z∗

cos(θ̃ )− y∗ sin(θ̃ )+ tx
X∗
.

Besides, considering that z 6= 0 and after going some alge-
braic manipulations is possible to obtain

y
z∗

z
= sin(θ̃ )+ y∗ cos(θ̃)+

ty
X∗
, (15)

z∗

z
= cos(θ̃ )− y∗ sin(θ̃)+

tx
X∗
. (16)

Note that if y/z = y∗/z∗, 1/z = 1/z∗ and θ̃ = 0 then
T = 0, and therefore F = F∗.
Based on classical image-based visual servo control [43],

the vector s is defined as

s = [y, z]T =
[
Y
X

Z
X

]
, (17)

where y and z are the normalized image pixel coordinates
in (9). Taking the time derivative of s, the relation of the
camera spacial velocity with the feature point velocity is
established as

ṡ = Lsvc, (18)

where vc = [vcx vcy vcz ωcx ωcy ωcz]T is the camera velocity
screw, and Ls ∈ R2×6 is the interaction matrix related to s
given by

Ls=


1
X

0
y
X

z yz −(1+ y2)

0 −
1
X

z
X

y 1+ z2 −yz

 . (19)

Considering that there is no relative movement between the
robot and the camera, the following assumption is established
as

Z = Z∗. (20)

Furthermore, the movement restrictions of the unicycle-
type mobile robot produce a reduced model of (18) given by

ṡ = Lv, (21)

where the simplified interaction matrix is defined as

L =


y
X
−(1+ y2)

z
X

−yz

 , (22)

and v = [V W ]T ∈ R2, with V = vcx the linear velocity and
W = ωz the angular velocity applied to the mobile robot.
To introduce the kinematic model the following state vari-

ables are used

ρ1 =
y
z
, ρ2 =

1
z
, (23)

then, the time derivatives are computed and some substitu-
tions are done to obtain kinematics model,

ρ̇1 = −ρ2W , (24)

ρ̇2 = −
1
X
V + ρ1W . (25)
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FIGURE 2. Saturated controller implementation described in a block diagram.

Let ρ∗1 and ρ∗2 be constant desired values defined as ρ∗1 =
y∗/z∗ and ρ∗2 = 1/z∗. From (15) and (16), it is clear if
ρ1(t) → ρ∗1 , ρ2(t) → ρ∗2 and θ̃ → 0 then, the F and F∗

reference frames are coincident.
Thus, the control objective consists in design saturated

control signals v = [V (t) W (t)]T such that

ρ1(t)→ ρ∗1 , ρ2(t)→ ρ∗2 , and θ̃ (t)→ 0, (26)

guaranteeing

|W (t)| ≤ Wmax, |V (t)| ≤ Vmax, ∀ t ≥ 0, (27)

where Wmax and Vmax are the saturation levels given as arbi-
trary constants.

IV. SATURATED CONTROL LAW
In order to simplify the controller design, the error signals e0,
e1, and e2 are defined as

e0 = θ̃ , (28)[
e1
e2

]
=

[
ρ1
ρ2

]
−

[
cos(θ̃ ) − sin(θ̃)
sin(θ̃ ) cos(θ̃ )

] [
ρ∗1
ρ∗2

]
. (29)

The open-loop error dynamics are obtained by substitut-
ing (24) and (25) in the time derivative of the error signals e0,
e1, and e2 as ė0ė1

ė2

 =
 W
−e2W

−
1
Z V + e1W

 . (30)

Note that the open-loop error system is obtained consider-
ing that ρ∗1 , ρ

∗

2 , and θ
∗ are constants, which agree with the

problem definition of moving the robot to a fixed desired
pose.

The proposed saturated stabilization controller is inspired
by the work reported in [44]. The properties of the hyperbolic
tangent function have been taken into account to design the

visual controller with bounded inputs. Thus, the proposed
controller is defined by[

V
W

]
=

[
k1 tanh(k4e2)

−k2 tanh(e0)+ k3 tanh(k4e21) sin(t)

]
, (31)

where k1, k2, k3, and k4 are strictly positive control gains.
Note that the term k3 tanh(k4e21) sin(t) prevents the dynamics
of e1(t) from being uncontrollable whenW (t) = 0. In conse-
quence, the upper symmetric bounds of the control law (31)
are given by

|V (t)| ≤ Vmax = k1,

|W (t)| ≤ Wmax = k2 + k3, (32)

where the bounds | tanh(x)|, | sin(x)| ≤ 1 ∀ x ∈ R have
been used. The controller structure can be seen in the block
diagram given in Figure 2.
Substituting the control law (31) in the open-loop error sys-

tem (30), the following closed-loop error system is obtained

ė0 = −k2 tanh(e0)+ k3 tanh(k4e21) sin(t), (33)[
ė1
ė2

]
=

[
−e2 W

−
k1
Z tanh(k4e2)+ e1W

]
, (34)

which is a cascade non-autonomous nonlinear system with
the structure of (2) - (3), where x1 = e0, x2 = [e1 e2]T ,

f1(x1, t) = −k2 tanh(e0),

f 2(x2, t) =
[

−e2 W
−
k1
Z tanh(k4e2)+ e1W

]
,

g(t, x) =
[
k3 tanh(k4e21) sin(t)

e1
0
]
.

Proposition 1: The equilibrium point x = [e0 e1 e2]T = 0
of the cascade non-autonomous nonlinear system (33)-(34) is
globally uniformly asymptotically stable.
Proof: First, the following non-negative function is proposed

V1 =
1
2
e21 +

1
2
e22, (35)
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where the time derivative is given by

V̇1 = e1ė1 + e2ė2. (36)

By substituting ė1 and ė2 from the equation (34), it is
possible to obtain

V̇1 = −
k1
Z
e2 tanh(k4e2). (37)

Since e2 tanh(e2) ≥ 0 for all t ≥ 0, the inequality V̇1 ≤ 0
for all t ≥ 0 is satisfied. From the equations (35) and (37), it is
clear that e1(t), e2(t) ∈ L∞. Since the control inputs V andW
are bounded as stated in (32), then V , W ∈ L∞. Also, ė0, ė1,
ė2 ∈ L∞ based on the equations (33)-(34) and the fact that the
sine and hyperbolic tangent functions are bounded. Besides,
e0(t), e1(t), e2(t) are uniformly continuous functions by using
Lemma 1. Calculating the derivative of (31) and by the facts
that have been determined, it can be shown that V̇ (t), Ẇ (t) ∈
L∞ and, therefore, V (t),W (t) are uniformly continuous.
Integrating both sides of (37), the following expression is

obtained

−

∫
∞

0
V̇1(t)dt =

k1
Z

∫
∞

0
e2(t) tanh(k4e2(t))dt. (38)

Evaluating the definite integral from the left side, we get∫
∞

0
e2(t) tanh(k4e2(t))dt ≤

ZV1(0)
k1

<∞. (39)

Thus, knowing that e2 is a uniformly continuous function
and that the integral (39) exists and is finite, the following
limit

lim
t→∞

e2(t) = 0 (40)

is guaranteed by using Lemma 2.
Now, the time derivative of the product e1(t)e2(t) is calcu-

lated, obtaining

d
dt
(e1e2) = (ė1e2 −

k1
Z tanh(k4e2)e1)+ [e21W ]. (41)

Since lim
t→∞

e2(t) = 0 has been proved, and the term in
brackets in (41) is uniformly continuous, it is possible to
invoke Lemma 3 to conclude that

lim
t→∞

d
dt
(e1(t)e2(t)) = 0 and lim

t→∞
e21(t)W (t) = 0. (42)

From this last result, it is clear that either limt→∞ e21(t) =
0, limt→∞W (t) = 0, or both are zero. Therefore the limit
(42) implies

lim
t→∞

e1(t)W (t) = 0, (43)

since the limit of a product is equal to the product of the limits.
Besides, using (31), (34), (40), and (43), the next limits are
proved

lim
t→∞

V (t) = 0, lim
t→∞

ė1(t) = 0, and lim
t→∞

ė2(t) = 0. (44)

Subsequently, the temporal derivative of the product
e1(t)W (t) is calculated, and then the equations (30) and (31)
are used to yield

d
dt
(e1W ) = [k3e1 tanh(k4e21) cos(t)]− k2 sech

2(e0)e1W

+ ė1(W + 2k3k4e22 sech
2(k4e21) sin(t)). (45)

Since the term in brackets of (45) is uniformly continuous
and lim

t→∞
ė1(t) = 0 and lim

t→∞
e1(t) W = 0, Lemma 3 can be

used to state that

lim
t→∞

d
dt
(e1(t)W (t)) = 0, (46)

and

lim
t→∞

k3e1 tanh(k4e21) cos(t) = 0. (47)

Hence, we can conclude that

lim
t→∞

e1(t) = 0. (48)

In order to show that the equilibrium point e0 = 0 is glob-
ally uniformly bounded, consider the no negative function

V2 = ln(cosh(e0)),

whose time derivative is given by

V̇2 =
sinh(e0)
cosh(e0)

ė0 = tanh(e0)ė0,

substituting the definition of ė0 in (33) and using the fact
|k3 tanh(k4e21) sin(t)| ≤ k3, ∀t ≥ 0, the derivative of V2 can
be upper bounded as

V̇2 ≤ −k2 tanh2(e0)+ k3.

Since conditions of Lemma 4 are satisfied, the fact that
e0(t) ∈ L∞ is proven. Besides, if the term k3 tanh(k4e21) sin(t)
is omitted in (33), the system is globally uniformly asymp-
totically stable. Thus, the Lemma 5 conditions are satis-
fied, and the equilibrium point x = [e0 e1 e2]T = 0 is
globally uniformly asymptotically stable, and the proof is
concluded. �

V. EXPERIMENTAL VALIDATION
A. CONTROLLER FOR COMPARISON
In order to compare the new proposal of control, the follow-
ing smooth feedback control law reported in [35] has been
selected. The linear and angular velocities defined as control
inputs are given by[

V
W

]
=

[
0r,

−k0e0 + λeγ t

]
, (49)

where the state variable r is defined as

r =
[

e2
e1 eγ t

]
, (50)

0 = [k1 k2] ∈ R1×2 is a control gain matrix, k0, γ ∈ R are
positive constants, and λ ∈ R is a nonzero constant.
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B. DESCRIPTION OF THE EXPERIMENTAL PLATFORM
All the elements that compose the experimental platform are
shown in Figure 3. The mobile robot used to implement the
controllers is the Qbot 2 manufactured byQuanser. The robot
has a Microsoft Kinect device on board. This device has two
cameras, the first one is an RGB camera, and the other is an
IR depth camera, both with a resolution of 640× 480 [pixels].
In this work, the robot orientation is estimated by using the
odometry system of the Qbot 2.

FIGURE 3. Experimental platform.

The controllers were programmed in Matlab-Simulink
using the QUARC Real-Time library. The image processing
used to identify and extract the coordinates in the image
plane of the feature point was implemented using the com-
puter vision toolbox. The frame rate of the image acquisition
was set at 10 frames per second. A magenta color ball was
selected as the feature point because this object presents
high contrast with the other objects in the experimental area.
Thus, the feature point position in the image plane p was
obtained using image processing based on color and shape.
Two experiments were carried out, one applying the smooth
feedback controller and the other one using the proposed
saturated controller. In both experiments, just a single feature
point was considered, and the experimental time was set at
35 seconds.

C. EXPERIMENTAL RESULTS
The camera intrinsic parameters used in obtaining the nor-
malized coordinates of the image in (9) were taken from the
literature [45]. Specifically, αu = 834.01, αv = 839.85,
u0 = 305.51 and v0 = 240.09.
The control gains for the smooth feedback controller were

set by a trial and error procedure, with the following values

k0 = 0.35, k1 = 0.29, k2 = −0.0414,
γ = 0.01, λ = 0.01.

Similarly, the gains for the proposed saturated controller
were selected by a trial and error procedure to establish
velocities bounds that ensure that the feature point remains
in the camera’s field of view. The resulting values were
Vmax = 0.25 [m/s] andWmax = 0.269 [rad/s], with

k1 = 0.25, k2 = 0.225, k3 = 0.044, k4 = 2.5.

It is clear from (7) and (12) that the desired pose of the cam-
era can be established uniquely by defining the pixel coordi-
nates in the image and the orientation of the unicycle-type
mobile robot when z = 0. Thus, the desired position of the

feature point and the desired orientation were defined as

p∗ =
[
324 124

]
[pixel], θ∗ = 1.5 [rad].

Figures 4 - 8 present the experimental results. The paths of
the feature point in the image plane with both controllers are
depicted in Figure 4. Observe how the proposed controller
allows reaching a position closer to the desired one than the
smooth feedback controller. In addition, both controllers have
a similar path shape. The time evolution of the pixel coordi-
nates of the feature point is given in Figure 5. It is important
to highlight the precision difference of the proposed control
compared to the smooth feedback controller. For the v(t) pixel
coordinate, the performance is similar in both controllers.
However, for the u(t) pixel coordinate, the desired value is
reached using the proposed controller, while a considerable
stationary state error is obtained using the smooth feedback
controller. Similarly, Figure 6 shows the orientation angle θ(t)
described by the robot. The proposed controller keeps the
actual orientation closer to the desired value than the com-
parison controller. The transformed error signals e0(t), e1(t),

FIGURE 4. Experimental results: Image path of the feature point.

FIGURE 5. Experimental results: Time evolution of pixel coordinates.
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FIGURE 6. Experimental results: Time evolution of robot orientation.

FIGURE 7. Experimental results: Time evolution of errors signals.

FIGURE 8. Experimental results: Control signals.

and e2(t) are depicted in Figure 7. In all error signals, the pro-
posed controller achieves a smaller error magnitude. Finally,
Figure 8 presents the control inputs V (t) and W (t) obtained

with the tested controllers. Note that the proposed controller
maintains the control actions limited for all the experiment
time. Specifically, the linear velocity V (t) remains close to
the saturation bound during the first five seconds.

Additionally, to present a quantitative performance anal-
ysis, the RMS values for the image pixel coordinates errors
ũ = u − u∗ and ṽ = v − v∗ and the orientation error θ̃ were
computed with each tested controller. The results are given
in Table 1. As can be seen, the proposed saturated controller
reaches the closest position to the desired one, whereas the
control action is kept bounded. Besides, the proposed con-
troller performs better orientation tracking.

TABLE 1. Experimental results: RMS values of the pose error calculated
in the time interval 25 [s] ≤ t ≤ 35 [s].

VI. CONCLUSION
In this paper, a novel saturated visual control strategy for
nonholonomic mobile robots was presented. The proposed
controller guarantees that the robot achieves the desired pose.
The design of the controller provides bounded input signals
for the linear and angular velocities. These saturation lim-
its allow setting the maximum camera movement velocities
either according to the physical characteristics of the actua-
tors or the needs of the assigned task. A rigorous theoretical
validation was presented. The closed-loop system was dealt
with as a cascade non-autonomous system, and global uni-
form asymptotic stability was guaranteed. An experimental
comparison was carried out with a similar visual control strat-
egy with unsaturated control inputs. The experimental results
obtained using the proposed method showed better perfor-
mance, reducing the position errors. Different issues can be
studied to improve the performance of the analyzed system.
For example, more robust computer vision techniques can
be implemented to identify the feature point in the scene.
In the same way, the orientation estimation of the vehicle
concerning the desired pose can be obtained using methods
other than odometry. Finally, the problem of unified control of
regulation and trajectory tracking for nonholonomic vehicles
with input constraints is an interesting research topic to be
studied.
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