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ABSTRACT A Surface-Mounted Device (SMD) assembly machine continuously assembles various prod-
ucts in real field. Unwanted situations such as assembly failure and device breakdown can occur at any
time during the assembly process and result in costly losses. Anomaly detection techniques using deep
learning are effective in detecting such abnormal situations. Two training scenarios, single-product learning
and multi-product learning, can be considered for SMD anomaly detection workflows. Since there are not
many products in previous studies, single-product learning is sufficient. However, multi-product learning
is required when the number of products increases gradually. Successful multi-product learning on various
assembly sound data in an industrial environment with limited resources requires efficient and light learning
methods. In this paper, we propose robust model and effective data preprocessing method, Self-Attention
based Sequence-to-Sequence Auto-Encoder (SSS-AE) and Temporal Adaptive Average Pooling (TAAP).
For more accurate evaluation compared with the previous SMD anomaly detection studies, a new large-
scale SMD dataset containing observed real abnormal products were collected and evaluated. As a result,
we show that SSS-AE and TAAP are powerful and practical approaches for both single-product learning and
multi-product learning.

INDEX TERMS Anomaly detection, auto-encoder, self-attention, sequence-to-sequence.

I. INTRODUCTION
Anomaly detection refers to the problem of detecting data that
does not match the normal situation [1], [2] and extends to
detailed domain such as damage detection [3]. At the SMD
assembly site, various products are subsequently assembled
in a continuous flow. In this process, it is very important
to detect abnormal situations such as assembly failure and
device breakdown immediately, because missing the abnor-
mal situations can result in a huge cost loss. When SMD
machine assembles a particular product, a sound occurs,
which is an important clue in determining which product is
assembled because it is dependent on the assembly operation.
Considering the difficulty in collecting sufficient abnormal
data in real-field, unsupervised learning that learns only nor-
mal data is a reasonable option.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mauro Fadda .

In unsupervised learning, Auto-encoder [4], [5] mod-
els are first trained for reconstructing the normal data,
abnormal data are then detected based on their reconstruc-
tion error [6]. Existing SMD anomaly detection studies
using auto-encoder include the works of Oh et al. [7] and
Park et al. [8]. Oh et al. achieved good performance using
auto-encoder based on CNN. But, it has a disadvantage that
takes a long time to learn because a large number of param-
eters are required. On the other hand, Park et al. proposed
Fast Adaptive RNNEncoder–Decoder (FARED), an encoder-
decoder model based on stacked RNN. Unlike CNN based
auto-encoder [7], the FARED has few parameters. Therefore,
it show a fast training time that can be applied in real-time at
the real site.

Two training scenarios can be considered to apply SMD
anomaly detection models to workflow of real-field. Single-
product learning scenario is that one anomaly detection
model learns only one normal product. Single-product
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learning is mainly chosen in situations that need to learn
new normal product in real time. For single-product learn-
ing, the number of models is linearly proportional to the
number of target products. Multi-product learning scenario
means that one anomaly detection model learns multiple
normal products simultaneously. The multi-product learning
model learns and remembers the normal products handled by
the single-product learning models in the past. In previous
SMD anomaly detection studies, single-product learning is
sufficient because the number of products is small. How-
ever the number of products increases every day in real-
field, which enhances the necessity of multi-product learning
instead of single-product learning. Furthermore, in order to
attempt multi-product learning, the number of products col-
lected must vary sufficiently, which could not be attempted
in previous studies. In this work, we attempt multi-product
learning for the first time with newly collected large dataset.

To successfully perform two training scenarios under
the industrial situations where resources are not enough,
we propose two effective methods: Self-Attention based
Sequence-to-Sequence Auto-Encoder (SSS-AE) and Tempo-
ral Adaptive Average Pooling (TAAP). As mentioned earlier,
we base auto-encoder because it is proper to learn representa-
tion without label. When training dataset grows and becomes
complex, such as multi-product learning, increasing the size
of neural network for higher capacity is a convincing choice.
However, in our case, we introduce Self-Attention [9] and
Sequence-to-Sequence (Seq2Seq) [10] because we need to
minimize the increase in model size. Self-attention allows
the model to focus on meaningful information by calculating
internal relationships to the input sequential vector itself. This
is effective for auto-encoder to learn representation without
any external information. Seq2Seq can pass the last hidden
state of the encoder to the initial state of the decoder. In other
words, the encoder encapsulates the pattern of sequential data
and passes it to the decoder. Therefore, Seq2Seq allows auto-
encoder to make abundant use of temporal information when
learning representation for the sequential data domain. These
two mechanisms can easily scale with little change, even in
traditional RNN models, and require only a small amount
of parameters increase. We demonstrate that the SSS-AE
outperforms the previous model in single-product learning
and multi-product learning through performance compari-
son. SSS-AE is one of main contributions. Furthermore,
we introduce Temporal Adaptive Average Pooling (TAAP),
an effective data preprocessing method that can significantly
improve anomaly detection performance. This also works
effectively on previous model as well. TAAP is another of
main contributions. Experimental results explain how much
each mechanism contributes to performance improvement
and, as a result, verify that the SSS-AE and TAAP have a
remarkable ability to reliably manage large normal products.
To conduct various and accurate experiments compared to
previous studies, we directly collected various products and
consisted a new large-scale SMD dataset. We plan to release
the large-scale SMD dataset with additional information in

follow-up study. We release our SMD dataset examples and
source code publicly available.1

This paper is organized as follows: We describe back-
ground in Section 2. We introduce new large-scale SMD
dataset for experiments in Section 3. We explain data pre-
processing in Section 4. We propose the robust model SSAE
in Section 5. We show experimental results in Section 6.
We conclude our conclusions in Section 7.

II. BACKGROUND
Recurrent Neural Network (RNN) is used to learn the tem-
poral dependencies of sequential data by applying memory
or state to feedforward neural networks. RNNs have made
many advances in various sequential data domains, including
speech processing such as speech recognition [11]–[15] and
speech synthesis [16], [17], and language processing such as
machine translation [10], [18]. The ability of RNNs to model
sequential data is sufficiently validated, but when learning
long sequential data, the vanishing gradient problem occurs.

Long Short-Term Memory (LSTM) [19] is a modified
RNN using three gates (i.e. input, forget, and output), and two
states (i.e. hidden state and cell state) to solve this problem.
LSTM is calculated at time step t as follows:

it = σ (Wiixt +Whiht−1 + bi) (1)

ft = σ (Wif xt +Whf ht−1 + bf ) (2)

ot = σ (Wioxt +Whoht−1 + bo) (3)

ct = ft ◦ ct−1 + it ◦ tanh (Wicxt +Whcht−1 + bc) (4)

ht = ot ◦ tanh (ct ) (5)

where xt is the input at time step t, and it , ft , ot are the
input, forget, and output gates, and ht , ct are the hidden
and cell states, respectively. The W, b, σ and ◦ are denote
weight matrices, bias vectors, the sigmoid function and the
Hadamard product (i.e. element-wise product).

Sequence-to-Sequence (Seq2Seq) [10], [18] model is one
of the RNN-based Encoder-Decoder models. In conventional
encoder-decoder model, encoder learns to encode source data
into latent representation, and decoder learns to decode a
given latent representation into target data. Seq2Seq is an
enhanced RNN encoder-decoder to model sequential data.
In Seq2Seq, the RNN of encoder calculates the source
sequence x = [x0, x1, . . . , xL−1] sequentially and outputs
it to the hidden states z = [z0, z2, . . . , zL−1]. If the RNN
layer is LSTM, hidden states z are calculated according to (5).
An important feature of Seq2Seq is that it passes the last
hidden state zL−1 of the encoder RNN to the initial state of
the decoder RNN. This means that encoder passes summary
information of the source sequence to decoder. Summary
information can be a temporal feature of sequential data.
To predict yt of the target sequence y = [y0, y1, . . . , yT−1] as
timestep t , the input of the decoder has two options as follows:

1https://github.com/HUFS-VLab/tf-SSS-AE
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FIGURE 1. Example of sound data collection process.

TABLE 1. Large SMD dataset consisting of 30 normal products and 6 abnormal products. Bold text means abnormal products. Abnormal products are
excluded from training.

1) yt−1 of Target Sequence y: This option is primar-
ily chosen for speech recognition [14] or machine
translation [10], [18].

2) Output of the Encoder: This is usually considered in
unsupervised learning task [20], [21].

Existing studies using Seq2Seq models mainly use the first
option, but they have poor performance on long sequence
data.

Attention mechanism is a powerful method to overcome
the vulnerability of Seq2Seq to the long sequence data [14],
[16], [17]. Attention calculates and selects important hidden
states (scoring and focusing) for input yt−1 in the entire
hidden states of the encoder when the decoder generates
output yt from input yt−1. Generally, scoring is similar to sim-
ilarity measure, and various score functions [22], [23] have
proposed, including cosine similarity [24]. Self-attention or
intra-attention is a mechanism for calculating the relationship
between different positions of the same input. For example,
the relationship between different words in the same sentence.
By this mechanism, self-attention can enrich the input repre-
sentation without external information. Self-attention has not
only achieved great results in natural language processing [9],
[25]–[28], but has also succeeded in many other tasks in
various areas [29].

Auto-encoder [4], [5] is an unsupervised learning model
composed of encoder and decoder, and it learns the

representation of input data by compressing the input data
and reconstructing it back. Auto-encoder successfully per-
forms learning representation in various areas, including
text generation [30] and anomaly detection [2], [31], [32].
The task of auto-encoder targeting sequence data is to learn
representation that reflect temporal information. Seq2Seq
helps auto-encoder learn the representation of sequence data
[20], [33]–[35]. This is because Seq2Seq is specialized in
extracting temporal features of input sequence. Recently,
auto-encoder with attention have also been studied [30],
[36]–[38]. For Seq2Seq based auto-encoder with self-
attention [30], [36], [37], self-attention calculates the rela-
tionship between different positions or states inside the input
sequence. This relationship highlights which states of the
input representation the encoder or decoder should focus on.

III. DATASET
In previous study [8], there were only 6 products. However,
since the number of training products increases rapidly in the
real-field, this is a motivation to supervise many products
simultaneously. The data collection process is the same as
in the previous studies [7], [8], but 30 new normal products
were collected for various experiments. Figure 1 shows an
example of the data collection process. Moreover, abnormal
data of three products GT-4118, ST-3214, and ST-3708 were
collected from actual errors and were classified with two
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different error levels for each of them. The level of error was
categorized according to the level of noise a person hears.
These two error levels are expressed as Error 1 and Error 2
respectively and are called XX-OOO-1 and XX-OOO-2
by product name. Error 1 means the degree to which it is
slightly recognizable when a person hears it because there
is not much noise. Error 2 means the degree to which it
is easily recognizable because it contains distinctly loud
noise. As a result, the dataset is composed of 36 different
products, and we name this dataset a Large SMD dataset,
LSMD. Error 2 products were recorded at 96kHz, and all
other products were recorded at 192kHz. More specific infor-
mation is summarized in Table 1. To show that training is
possible even in a short length of time, 30 samples were
randomly extracted for training, which takes approximately
15 minutes. If the total number of samples for the product
was less than 30, the training and test samples were randomly
separated at a ratio of 7:3. Since abnormal products are not
subject to training, all of them are used as test samples.
With these guidelines, for single-product learning and multi-
product learning, the training and test set are configured and
we summarized this procedure in Algorithm 1 and 2.

Algorithm 1 Split Train/Test Set for Single-Product Learning

Input: A whole dataset D = {p(i)}Ni=1, where p is a set of
samples for a product and N is the number of the products.

Output: Train and test set for i-th product training
Training set Tr (i) = p(i)1:M , where M is 30 if M > 30 else
70% of K and K is the number of p(i)

Test set Ts(i) = {Positive samples, Negative samples}
Positive samples = p(i)M :K
Negative samples = a set of samples of other products
other than p(i)

Algorithm 2 Split Train/Test Set for Multi-Product Learning

Input: A whole dataset D = {p(i)}Ni=1, where p is a set of
samples for a product and N is the number of the products.

Output: Train and test set for C products training
Training set TrC = {Tr (i)}Ci=1
Test set TsC = {Positive samples, Negative samples}
Positive samples = {Ts(i)Pos}

C
i=1, where Pos is Positive

Negative samples = a set of samples of other products
other than C products

IV. DATA PREPROCESSING
We use the sound data by converting it to the spectrogram s
in the time-frequency domain. s ∈ RT×D, where T is the
length of the spectrogram or the number of the spectrums
and D is the number of frequency bins. So, si,j denotes the
j-th frequency bin in the i-th spectrum. Previous studies input
data into the models by truncating sound sample [8] or spec-
trogram [7] to several fixed size data (i.e. fragmented data)
after or during data preprocessing. Because, long sequence

data is a problem for RNN based models. Park et al. average
the spectrogram of the fragmented data, compresses it into
one spectrum, and creates one input sequence consisting of
a series of spectra. In this paper, this method called Local
Average Pooling (LAP). Previous methods only provide
fragmented acoustic patterns of sound to model. Therefore,
we introduce Temporal Adaptive Average Pooling (TAAP),
a new data preprocessing method that allows the length of
the source spectrogram to be compressed to the user’s tar-
get length. TAAP can create relatively short sequence data
whereas preserving the overall acoustic pattern of the source
sound as much as possible.

Since the length T of the spectrogram is variable, TAAP
compress using an adaptive kernel to reduce the variable
length T to the desired length L (shorter than T ). TAAP only
reduce the length of the spectrogram by averaging. In TAAP,
the size of kernel has k × 1. As k must be an integer, T must
be an integer multiple of L. Otherwise, the source spectro-
gram s will have to be truncated or padded by zero. In this
paper, we use zero-padding. TAAP is simply calculated as
follows:

k =
T
L

(6)

sj =
1
k

∑(j+1)×k−1

i=j×k
si (7)

where j = 0, 1, · · · ,L − 1. According to (7), a sequence
s = [s0, . . . , sL−1] could be derived from the original
sequence s. This means that each of the k spectrums can be
averaged into one spectrum, eliminating unnecessary tempo-
ral information, while reducing the time resolution. Using
TAAP can provide the following benefits such as:

1) Regardless of the length of the input sequence, it can
be reduced to a fixed length, reducing sequential oper-
ations and reliably training the model.

2) Data can be easily organized in batch unit without trun-
cating or padding, thus minimize data corruption and
increase the computation speed through mini-batch.

After TAAP, we normalize the sequence s by min-max
normalization.

V. MODEL
In this section, we describe the SSS-AE in detail. Figure 2
illustrates the SSS-AE model. The SSS-AE consists of atten-
tional encoder and attentional decoder. For attention, SSS-AE
uses the Multi-Head Self-Attention of Transformer [9]. All
RNN layers of the SSS-AE are Long Short Term Memory
(LSTM) [19] layer. We denote x = [x0, x1, . . . , xL−1] as
the source sequence data, and y = [y0, y1, . . . , yL−1] as
output sequence data. The source sequence x same as acoustic
feature s. SSS-AE models the output y to be reconstructed
same to the input x as follows:

y = x (8)

P(y | z) = P(z | x)P(x) (9)

where z = [z0, z2, . . . , zL−1] is the representation.
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FIGURE 2. Illustration of the self-attention sequence-to-sequence based auto-encoder.

TABLE 2. Description of the neural network models for experiments. Encoder and decoder attributes denote the ratio of dimension reduction or increase
of LSTMs in encoder and decoder. For example, (r1, r2) means that the first LSTM and the second LSTM scale dimension of input representation by
r1 and r2.

We train the model to minimize Mean Squared
Error (MSE) function as the loss function L, which computes
the difference between a set X of source sequence x and a set
Y of output sequence y.

L =
1
n

n∑
i=1

‖Xi − Yi‖
2 (10)

where n is the number of training data.

A. ENCODER
The encoder and decoder both consist of N blocks. The
block is a sequential connection of LSTM, Multi-Head
Self-Attention, and Layer Normalization [39]. All LSTM’s,
including the decoder, perform to calculate temporal rela-
tionship or information for the input representation. Multi
Head Self-Attention calculates the relationship between dif-
ferent hidden states of the input representation. This pro-
cess enriches the input representation. We use a Residual

Connection [40] to add the outputs of each sub-layer, and
Layer Normalization. The encoder’s LSTM maps the input
representation to a low-dimensional space through dimension
reduction. The last hidden state hiL−1 of the i-th encoder’s
LSTM learns the temporal summary of the input represen-
tation and passes it to the initial state of the decoder’s LSTM.
The last hidden state hiL−1 is also part of the latent represen-
tation. As a result, the encoder maps the source x to the latent
representation z.

B. DECODER
The decoder is similar to the encoder, but the last top block
uses only one LSTM layer for reconstruction. The initial
state of the j-th decoder’s LSTM is entered with the last
hidden state hiL−1 of the i-th encoder’s LSTM. This can
provide temporal summary in advance when the decoder’s
LSTM maps the input representation to a high-dimensional
space. We construct the encoder and decoder in a symmetric
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structure to transfer temporal summary information of the
same feature-level. Therefore, i and j are j = N + 1 − i.
As a result, the decoder reconstructs the source data x from
the latent representation z. In this work, we construct two
blocks each in the encoder and decoder. The second block
of the encoder and decoder scale dimension of the input
representation by 1/2 and 2.

VI. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
All sound samples were transformed to mel-spectrograms,
which are calculated with Hann window, 2048 window size,
512 stride size and 80 mel-filter banks using Librosa.
We used the magnitude of mel-spectrogram.

In all experiments, we focus on which factors have a sig-
nificant impact on anomaly detection performance. We pay
attention to 5 factors as the following:

1) Training Scenarios: We conduct experiments around
two training scenarios. In single-product learning,
the amount of training data is quite small (in this work,
around 15 minutes per product). Therefore, we note
whether the single-product learning model is robust
for small training data. For multi-product learning,
we experiment by increasing the number of training
products gradually. The added products are selected in
the order of close reconstruction error for the trained
product of the single-product learning model. In multi-
product learning, we assess whether the model can
distinguish abnormal products well, even if the size
and distribution of the training dataset increases and
becomes more complex.

2) Data Preprocessing: We conjecture that providing
intact acoustic pattern of sound to sound-based
anomaly detection models is the most important factor
in performance. We demonstrate the necessity of suit-
able data preprocessing through the results of applying
LAP and TAAP.

3) Reconstruction Target: A typical auto-encoder recon-
structs the output to the same as the input sequence.
However, some studies [41], [42], including
Park et al. [8], reconstruct next sequence data that
appears after the input sequence. This is working well,
but it is not the dominant method, so we check the
actual effect.

4) Mechanisms of Neural Network: Anomaly detection
model using auto-encoder rely on the latent space learn-
ing capability of auto-encoder. We check what mecha-
nisms are effective in learning latent space for sequence
data.

5) Parameter Size: We verify that the size of the model
is related to performance. This supports that the per-
formance of the proposed model is not just due to
increasing in the number of parameters.

Table 2 summarizes the neural network models used
in all experiments. All experiments were optimized using
Adam optimizer [43], mini-batches of size 64. Models were

early-stopped based on the loss value, but generally trained
for up to 5000 epochs. The learning rate was initialized by
0.005. Attention isMulti-Head Self Attention and the number
of heads is 8. All training were performed on a machine
consisting of a single NVIDIA GTX 1080 TI GPU with
11 GB of memory, Intel Xeon, and 16 GB of DDR4 RAM.

In the case of anomaly detection using reconstruction error
like MSE, the detection performance continues to change
depending on how the threshold is set. Therefore, most of
the anomaly detection studies use the receiver operating
characteristic curve (ROC curve) or area under the ROC
curve (AUC) as metric. In this work, the evaluation is based
on the AUC score.

B. COMPARISON RESULTS
We denote baseline models for FARED and SSS-AE as fol-
lows: 1) SSS-AE: it is the SSS-AE model adopting TAAP,
and reconstructs the input sequence x, 2) FARED: it means
the Enc-Dec-4 model using LAP and reconstructs the next
sequence xnext that appears after the input sequence x.
Table 3 shows the results of 4 models under single-product
learning with 5 factors. The left and right sides of the →
mean the input and reconstructed data. Table 4 depicts the
results of 2 baseline models for SSS-AE and FARED, under
multi-product learning. Multi-product learning experiments
gradually increase training products based on the reconstruc-
tion error distributions of single-product learning on three
products GT-4118, ST-3214, and ST-3708. Figure 3 is the
average result for Table 4. In Figure 3, performance some-
times improves as the number of training products increases.
We conjecture that the newly added products did not interfere
with training because they are quite similar to the previous
learned products. Table 5 shows the results of 4 models under
multi-product learning. In all scenarios, FARED has poor
performance. On the other hand, SSS-AE demonstrates pretty
performance improvement. In particular, this improvement is
higher in multi-product learning.We give additional informa-
tion in the Appendix.

1) DATA PREPROCESSING
In all models and scenarios, TAAP performs much better than
LAP. This demonstrates that TAAP is powerful in handling
information from the sound data. For TAAP, the best per-
formance is obtained by setting the target length L to 16.
However, setting the length L too short or too long caused
performance degradation. As a result, we can find that among
the 5 factors, data preprocessing contributes the most to per-
formance improvement. These results support the necessity
of effective data preprocessing.

2) RECONSTRUCTION TARGET
Reconstructing the next sequence xnext is not bad, but recon-
structing the input sequence x still gives higher perfor-
mance. The difference in performance depending on the
reconstruction target is not small. This implies that methods
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TABLE 3. AUC score of each auto-encoder model on 30 normal products under single-product learning with 5 factors. The left and right sides of the right
arrow mean the input and reconstructed data. x means the input sequence. xnext means the next sequence that appears the input sequence x. In TAAP,
we set the target length L to 16.

TABLE 4. Description of AUC score for the number of training products under multi-product learning. We use 2 baseline models, SSS-AE and FARED.
N product means the number of training products. The right dash arrow indicates that the number of training products is increasing gradually, starting
from the single normal product.

FIGURE 3. Average AUC score of 2 baseline models, SSS-AE and FARED for Table 4.

TABLE 5. AUC score of each auto-encoder model under multi-product learning.

such as reconstructing the next sequence that appears after
the input sequence can make the auto-encoder difficult to
train.

3) MODELS
Despite same parameter size, Seq2Seq based model outper-
forms simple encoder-decoder in all scenarios. This proves
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FIGURE 4. AUC score of training each single normal product under single-product learning with 2 baseline models.

that the temporal summary information calculated by the
encoder can have a significant impact on the decoder.
Self-attention also shows performance improvement in all

scenarios, but there is one exception. For single product learn-
ing with TAAP in Table 3, Seq2Seq-AE and SSS-AE have
no performance difference. However, SSS-AE outperforms
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FIGURE 5. The distributions of reconstruction errors under single-product learning with SSS-AE. Reconstruction
errors are expressed as SNR. Green and blue labels mean that the training and test sample of trained product.
Red labels represent the error products.
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FIGURE 5. (Continued.) The distributions of reconstruction errors under single-product learning with SSS-AE.
Reconstruction errors are expressed as SNR. Green and blue labels mean that the training and test sample of
trained product. Red labels represent the error products.

TABLE 6. Inference performance comparison of each auto-encoder model for under single-product learning. True Positive Rate (TPR) and False Positive
Rate (FPR) were calculated based on thresholds showing the best performance for each model. Time means the inference average time that takes to
process a single sample.

Seq2Seq-AE in multi-product learning with TAAP. We con-
jecture that for small training data such as single product
learning, the performance of the models is already saturated
by TAAP, but self-attention works well when large training
data such as multi-product learning in Table 4. For LAP,
self-attention shows better performance. As a result, SSS-AE
with the Seq2Seq structure and the self-attention mechanism
demonstrate 10% and 14% performance improvement over
FARED for single product learning and multi-product learn-
ing. Specifically, when training large and complex dataset,
such as multi-product learning, the components of SSS-AE
show greater performance improvement. Furthermore, com-
pared to Seq2Seq-AE-large, which has twice the number
of parameters than Seq2Seq-AE, this result negates the

assumption that the performance improvement of SSS-AE is
simply due to the increased parameters.

4) INFERENCE PERFORMANCE
We summarized in Table 6 by comparing the inference time
per sample and the detection performance for actual abnormal
data for each anomaly detection model. {GT-4118, ST-3214,
ST-3708} and ERROR 1 and ERROR 2 were used to check
the ability to distinguish between normal data and actual
abnormal data of the same product. True Positive Rate (TPR)
and False Positive Rate (FPR) were calculated for each model
based on the optimal thresholds obtained during the ROC
calculation process. Conv-AE was built on the configuration
of Oh et al. [7]. All models were preprocessed with the TAAP
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method. Conv-AE showed high TPR and fast processing
speed, but had the lowest FPR. FARED had decent FPR
score, but had the lowest TPR of the three models. SSS-AE
showed the best results in TPR and FPR. RNN-based models,
SSS-AE and FARED, are about 7 ms slower than convolution
based Conv-AE, but not significantly in the real field. These
results show that SSS-AE is more practical than the conven-
tional model.

VII. CONCLUSION
We experiment with two scenarios, single-product learn-
ing and multi-product learning, on a new large-scale SMD
dataset. Multi-product learning is a challenge that previous
studies have not tried. We verify that the proposed model
and data preprocessing, SSS-AE and Temporal-Adaptive-
Average-Pooling, perform single-product learning reliably
and robust even on large SMD dataset and also effective in
multi-product learning. Experimental results show that apply-
ing appropriate data preprocessing is a very important factor
in improving the performance of anomaly detection. More-
over, for auto-encoders targeting the sequence data domain,
these results support that the Seq2Seq structure and self-
attention mechanism are still working well.

APPENDIX A
See Figure 4.

APPENDIX B
See Figure 5.
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