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ABSTRACT Feature selection has emerged as a craft, using which we boost the performance of our learning
model. Feature or Attribute Selection is a data preprocessing technique, where only the most informative
features are considered and given to the predictor. This reduces the computational overhead and improves the
correctness of the classifier. Attribute Selection is commonly carried out by applying some filter or by using
the performance of the learning model to gauge the quality of the attribute subset. Metric Ranked Feature
Inclusion and Accuracy Ranked Feature Inclusion are the two novel hybrid feature selection methods we
introduce in this paper. These algorithms follow a two-stage procedure, the first of which is feature ranking,
followed by feature subset selection. They differ in the way they rank the features but follow the same subset
selection technique.Multiple experiments have been conducted to assess our models.We compare our results
with numerous works of the past and validate our models using 12 datasets. From the results, we infer that
our algorithms perform better than many existent models.

INDEX TERMS Feature selection, filter, wrapper, hybrid, K-means, V-measure, random forest.

I. INTRODUCTION
Machine Learning algorithms are used to extract certain
information from data, with the help of statistical models.
This information is used to perform various tasks without
constant human intervention, by relying solely on inferences
and patterns. Unfortunately, the nature and quality of the
data fed to the learning algorithm determine its performance.
Many times, the data might be inadequate, noisy, or erro-
neous, which leads to a loss in the regularity and accuracy of
the predictions made by the machine. To avoid this, we have
to rectify and remodel the data that the algorithm operates
on. Either row correction or column correction are the pos-
sible solutions. The rows signify the input data, while the
columns signify the features. A measurable property of the
process under consideration is known as a feature. Each row
is characterized by a vector of features and the target. The
target or the class signifies the category to which that sample
belongs.
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Dimensionality Reduction is considered to be the best
approach for column correction. Feature Selection (FS) and
Feature Extraction are the two primary techniques of reducing
the number of dimensions. Variable Extraction or Feature
Extraction is the act of converting the given feature subset
into a subset of lower dimensionality, where new features are
fabricated by the combination of the available features. The
number of dimensions can be minimized on applying FS as it
picks a set of features from the initial set. FS can be carried
out by mainly three methods: Wrapper, Embedded and Filter.

FS algorithms using the filter technique, pick features
based on some score or statistical measure that is allocated to
each feature. The predictor is not considered while choosing
the best subset of variables in the filter approach. These
algorithms are computationally less expensive and fast, but
may not always give the best feature subset. FS algorithms
that are classified as wrapper methods can be considered
as search algorithms, where many combinations of features
are created, evaluated, and then compared with each other.
The evaluation of each subset is performed with the help
of the predictive model. The model runs on each subset,
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followingwhich the subsets are assigned scores based on their
performances. These scores are then used to pick the optimal
feature subset. Many wrapper methods give better results, but
cause a large overhead and may take extremely long periods
of time if the feature set is extensive. Nowadays, many meth-
ods which are a combination of filters and wrappers, called
Hybrids, are being devised. These Hybrid algorithms exploit
the advantages of both methods while overcoming many of
the disadvantages. FS algorithms employing the embedded
method, choose attributes which contribute heavily to the
correctness of the learning model during its creation.

The existent FS algorithms are useful but do not always
prove to be extremely helpful for a wide variety of scenarios.
In this paper, we propose two new FS techniques, Metric
Ranked Feature Inclusion (MRFI) andAccuracy Ranked Fea-
ture Inclusion (ARFI), which can be used effectively across
a variety of learning models. Our proposed algorithms are
hybrids of the wrapper and filter methods and follow a two
phase process. The first phase takes inspiration from the filter
technique, and we assign scores for the features to rank them.
For the filtering phase of MRFI, a score is assigned to each
feature, after the entire dataset has been clustered based on
that feature alone. We use K-Means to cluster the data and
then apply a clustering metric by the name of V-Measure.
ARFI involves scoring each feature based on the accuracy
of a classifier, Random Forest (RF), which is evaluated with
only that particular feature. Ranking the features using these
techniques truly brings out their importance to the label. The
next stage of the algorithm, i.e., the feature subset selection
phase, aims to select those features with maximum relevance
and minimum redundancy. Here, the variables are iteratively
added to the optimal subset one by one, and each time,
the learning model is evaluated. The recently added feature
is retained or dropped depending on the calculated accuracy.
The second stage behaves as the wrapper part. Both MRFI
and ARFI share the same feature subset selection technique.

We validated our models with various datasets and
compared our results with other standard FS techniques,
including Recursive Feature Elimination (RFE). Our models
outperformed RFE with every dataset and gave us positive
results. The FS carried out by our models also gave superior
results as compared to a variety of other FS techniques.

The paper provides a thorough review of the extensive
research conducted in the past, regarding attribute selection,
in Section II. A detailed explanation about our algorithms
and their preliminaries is given in Section III. In Section IV,
the hardware requirements and the various datasets used
have been described. Section V contains discussions about
our experimental outcomes. Lastly, Section VI provides an
outline of the work we have carried out.

II. RELATED WORK
The efficacy of any predictor can be considerably improved
by applying FS. It lessens the number of columns and thereby
reduces noise. Lots of research has been conducted in this
field and many survey and review papers describe various

FS algorithms [1]–[3]. Several kinds of FS algorithms can be
implemented, but we focus on the wrapper, filter and some
hybrid methods of variable selection.

A. FILTER APPROACH
In [4], an FS technique based on correlation is proposed,
in which the features are ranked based on the extent of redun-
dancy between the attributes and their predictive capability.
Kira and Rendell created the FS technique called Relief [5].
In this algorithm, weights are allocated to every variable, and
KNN is used tomodify theweights. Almuallim andDietterich
developed another extremely famous algorithm by the name
of FOCUS [6]. This algorithm conducts a comprehensive
check of all feature subsets and then finds the minimal subset
that can provide accurate labeling of the training data.

Koller and Sahami [7] proposed a method which involves
the elimination of a predecided number of features using
backward elimination coupled with cross entropy. In [8],
Liu et al. have implemented a method which uses random
sampling to search for all feature subsets. Minimum descrip-
tion length of a feature subset, as the evaluation metric, was
proposed by Pfahringer [9]. He makes use of simple decision
tables to add or remove features. In [10], a new method of FS
based on Synonym Merge, Part Of Speech and Contribution
Value is used to classify Chinese text. The FS model in [11]
works on the principle of multi-objective mutual information.
It considers both redundancy and relevance to the class.
It makes use of NSGA, which is a multi-objective search
algorithm.

In [12], the author presents a unique method of reusing the
discarded features after applying FS. The multitask method
of learning is used to provide extra information to the classi-
fier through the model’s output. Vinod and Vasudevan [13]
propose a method by the name of Highly Correlated FS
(HCFS). HCFS initially sets the pertinence threshold, then
finds associations among feature pairs and also among fea-
tures and classes. The algorithm excludes uncorrelated fea-
tures by building a tree. The feature tree is partitioned based
on the relevance threshold. From this partitioning, the best
feature cluster is then selected.

An FS approach, namely GClust, using interquartile range
and clustering [14], has been proposed. Initially, the genes
that correctly predict the classes for the inputs are chosen. The
remaining genes are then clustered based on their similarity,
and genes with the highest ranks are picked with the help of
the Lasso method. On combining this with the initial subset,
the final optimal feature subset is obtained. Kononenko [15]
proposed an extension of the RELIEF model and called it
ReliefF. The extension is handy as it can deal with noisy,
incomplete data. Moreover, it can handle multi-class datasets
effectively. In [16], the author proposes a method based on
maximum weight but minimum redundancy. The weight of
a feature denotes its importance, and by using this method,
we can find the subset which is most beneficial and also least
correlated. Hall and Smith propose a new FS method hinged
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on another correlation based heuristic that can be used for the
selection of a proper subset [17].

A method named INTERACT is proposed in [18] where
the feature interaction is taken into consideration. Certain fea-
tures may not be very relevant to the target when considered
separately but might be extremely important when considered
with other features. This dependency on other features is the
concept of feature interactions. Irreducibility is an intrinsic
character of feature interactions, which is not considered by
most FS algorithms. In [19] the author proposes a model
which makes use of Partial Least Squares and a decompo-
sition technique. This model is applied to sets of two class
subproblems, one versus one and one versus rest.

A comprehensive study of various statistical methods like
Pearson’s Coefficient and Correlation Criteria that are used
to filter data, and their mathematical implementations are
described in [20]–[22].

B. WRAPPER BASED APPROACH
We discuss several wrapper techniques that have been pre-
sented. In [23], the author proposes seven techniques to pick
an optimal set of features. The first method uses expected
probability of error. The second method chooses more fea-
tures with minimum correlation using the initially picked
features. The third approach is to check which feature can
accurately distinguish two classes, pick the feature and repeat.
The fourth is to perform Principal Component Analysis. The
fifth is a small modification of the fourth, omitting those
with smaller contributions. The sixth method chooses the
features that make the most significant contributions to the
eigenvectors. The seventhmethod is amixture of the first two.
A branch and bound solution is proposed for the FS problem
in [24]. The algorithm begins with an unfilled subset and adds
one feature at a time after gauging them. In [25], the author
proposes a method to perform Sequential Floating Forward
Selection in which backtracking is used to exclude variables.

The use of a Genetic Algorithm (GA) to conduct feature
subset selection was initially proposed by many, but notably
by [26], [27]. FS, by extending the GA, has been performed
by [28]. The author proposes a wrapper method [29] to
rank the features and then select them. Incremental Ranked
Usefulness is used for the ranking process. Sharma et al.
propose a new method to select features that may perform
weakly when considered individually but work well with
other genes [30]. The genes are divided into a small subset
of size h, and then further divided into smaller informative
subsets of size r. These smaller subsets are iteratively merged
into a bigger, more informative subset of features.

In [31], the author proposes a method called SET-Gen,
to createmultiple feature subsets, with the help of aGA, along
with a wrapper evaluation function. They are then evalu-
ated using 10 fold cross validation. Caruana and Freitag [32]
and John et al. [33] evaluate several wrapper methods, which
make use of hill climbing, like SLASH, Backward Stepwise
Elimination, Forward Selection, Backward Elimination and
Forward Stepwise Selection. In [34], a novel method of FS

is proposed, which makes use of the Bat Algorithm and the
Optimum-Path forest. In [35], the author proposes two novel
algorithms. The first is based on the ant lion optimization
operators, and the second is based on using the continu-
ous steps of the same, as thresholds, after squashing them.
In [36], an algorithm employing the Artificial Bee Colony
and a perturbation parameter is presented. Mafarja et al.
propose two methods based on Whale Optimisation Algo-
rithm (WOA) [37]. The Tournament and Roulette Wheel
selection mechanisms are used in the first approach, and
Crossover and Mutation algorithms are used to improve the
Whale Algorithm in the second technique.

In [38], a Binary Dragonfly optimization is proposed
for FS with the help of time-varying transfer functions.
In [39], the author proposes a new binary version of the
Grey Wolf Optimisation technique, which is implemented
for FS. Yang et al. propose an ensemble based wrapper
method for FS [40], specifically for imbalanced class distri-
bution. Khammassi and Krichen [41] propose amethod of FS
for intrusion detection systems, using the wrapper method,
enforced with the GA method. Chen and Chen [42] propose
a method of using wrapper methods with Support Vector
Machines (SVM), namely Cosine Similarity Measure SVM
to remove the unnecessary features. In [43], another SVM
based technique is proposed, in which a statistics based wrap-
per is used in unison with the SVM for Financial Distress
Identification. Ma et al. [44] propose a method of FS for
object based image classification. Their model uses a novel
wrapper technique with the help of polygon based cross
validation.

C. HYBRID APPROACHES
A hybrid method of classification, which uses Modified
Information FS and Modified Binary Cuckoo Search is pro-
posed in [45]. In [46], a new method, namely class dependent
density based feature elimination is proposed. It uses a mea-
sure called diff-criterion to rank the features and then perform
a feature subset selection on the ranked features. In [47],
the author proposes a method of FS, on the basis of ranking
them initially, and then selecting a subset of attributes. The
feature ranking is performed on the basis of the AUC of their
decision tree model. The features are then selected based on
a new logical algorithm.

In [48], the authors give us another method for FS using
WOA; this time, a hybridmodel. Themodel is based onWOA
combinedwith simulated annealing. In [49], Hu et al. propose
a method to select features for short term load forecasting.
They implement a filter method, Partial Mutual Information
followed by the firefly algorithm, which is the wrapper por-
tion. Basant and Namita propose a method of FS [50], on the
basis of Rough Set Theory and Information Gain, which
is then applied for Sentimental Analysis. A hybrid PSO is
proposed in [51] by developing a new local search technique
and has been named HPSO-LS. The authors of [52] propose
a new technique to extract features by building a hybrid of
SVM and K-Means algorithms. A new FS algorithm called
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TRSFFQR is developed and proposed in [53]. TRSFFQR,
which stands for Tolerance Rough Set FireFly based Quick
Reduct, is used for FS in MRI Brain Images classification.
The techniques that have been applied are evident from the
name.

Two new algorithms, PSO Relative Reduct and PSOQuick
Reduct, have been proposed as FS algorithms for medical
datasets in [54]. A thoroughmethod of FS is proposed in [55],
where Weighted Least Squares Twin SVM is used as a
classification technique. SFS is used as the search strategy,
and finally, correlation FS is used to gauge the weight of
every attribute. More recent developments in the field of
FS are reflected in [56], [57]. These approaches also com-
bine unsupervised learning algorithms for the filter phase
and supervised learning algorithms for the wrapper phase,
to produce robust FS algorithms. In [58], Faker and Dogdu
propose a hybridmethod of ranking the features by applying a
clustering algorithm followed by validating the clusters using
homogeneity and then selecting a subset from the ranked
features. A new approach, which makes use of the ReliefF
algorithm followed by optimal feature subset selection with
the help of SVM, is presented in [59]. Wang and Feng [60]
proposed a method in which two feature subsets are created
using two optimal filters. A union operation based on feature
weights is developed to consolidate the two subsets. High
quality clusters can be produced by hierarchical agglomer-
ative clustering, without the total number of clusters. Hence,
a predetermined threshold is used with hierarchical agglom-
erative clustering to produce the final feature subset.

Most of the existing FS algorithms are not extremely useful
when they need to be applied to a variety of datasets and
do not always give excellent results for various classifiers.
Our aim is to propose FS techniques, which can be used in
a wide variety of scenarios. The Hybrid method of FS has
been identified as a method which incorporates the benefits
of Filter and Wrapper techniques, by ranking the attributes
based on their relevance and then picking a variable subset
with the least amount of redundant features. Furthermore,
from Section V it is clear that our proposed methodologies
perform considerably better than their existent counterparts,
thus exhibiting the need for better FS algorithms.

III. PROPOSED APPROACH
Here, we explain the necessary background to understand our
proposed algorithms and then explain them in detail.

A. PRELIMINARIES
Here, we describe the various algorithms and metrics that we
make use of in the proposed algorithms. In the feature ranking
step of MRFI, we make use of K-Means and V-Measure.
We make use of RF for the feature ranking stage of ARFI
and the entire feature subset selection stage.

1) K-MEANS
K-Means falls under the category of unsupervised machine
learning and is a clustering algorithm. It is used to segregate

samples into the best suited group on the basis of the infor-
mation already available to the algorithm. K unique clus-
ters or groups are created such that they are sufficiently far
apart from each other spatially. The distance is measured in
Euclidean Distance so that clear and valid results are rendered
when information is mined from them. Centroids are the cen-
ters of clusters, and data is iteratively categorized into clusters
based on a data point’s distance from the centroids. The most
optimal solution for all the points is found iteratively as:

1) K data points are randomly chosen as centroids, with
smart initialisation.

2) The distance between every point in the data set and the
K randomly chosen centroids are calculated.

3) Each point is allocated to the closest cluster, on the
basis of the distances calculated.

4) Centroids are reassigned by finding the average of all
data points in a cluster.

5) If the centroid changes, then the process is redone from
the step where the centroids are calculated until all the
centroids remain the same. The clustering is complete
when the centroids do not change their positions.

Mathematically, K Means seeks to reduce the squared
error (objective) function. It is described below:

J =
m∑
a=1

n∑
b=1

(||xa − vb||)2 (1)

where, ||xa − vb|| is the Euclidean Distance between a cen-
troid, vb, and a point, xa, iterated over m points in the ath

cluster, for all the n clusters [61].

2) V-MEASURE
It is used to evaluate external clusters based on condi-
tional entropy. It measures the goodness of the completeness
and homogeneity of a cluster. Their harmonic mean is the
V-Measure score of a cluster. Homogeneity of a cluster is
satisfied when all the samples of a cluster are in the same,
unique class. Completeness is satisfied when all the data
points belonging to a single class are a part of the same cluster.

For a mathematical definition, let us consider a dataset
comprising of N data points. Let these data points be par-
titioned into some classes, P = {px |x = 1, . . . ,m} and some
clusters, Q = {qy|i = 1, . . . ,m}. The contingency table is
denoted as T . This table represents the clustering solution,
such that T = {txy}. Here, txy symbolizes the number of
samples that are elements of the cluster qy and members of
class px . Let homogeneity and completeness be represented
as H and C respectively [62].
Then V-Measure is given by:

Vβ =
(1+ β)× H × C
(β × H )+ C

(2)

Homogeneity, H , can be defined as: 1 if F(P,Q) = 0

1−
F(P,Q)
F(P)

else
(3)
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where,

F(P,Q) = −
|Q|∑
q=1

|P|∑
p=1

tpq
N
log

tpq∑|P|
p=1 tpq

(4)

F(P) = −
|P|∑
p=1

∑|Q|
q=1 tpq

m
log

∑|Q|
q=1 tpq

m
(5)

Completeness, C , can be defined as: 1 if F(Q,P) = 0

1−
F(Q,P)
F(Q)

else
(6)

where,

F(Q,P) = −
|P|∑
p=1

|Q|∑
q=1

tpq
N
log

tpq∑|Q|
q=1 tpq

(7)

F(Q) = −
|Q|∑
q=1

∑|P|
p=1 tpq

m
log

∑|P|
p=1 tpq

m
(8)

3) RANDOM FOREST
The Random Forest can be classified under supervised learn-
ing. It is an ML algorithm which uses ensemble learning.
In ensemble learning, we combine the same or different types
of algorithms several times, to create a more robust prediction
model. RF uses multiple decision trees and is called a forest
for the same reason. It can be used for Classification and
Regression.

The RF Classifier randomly picks a certain number of
features from the entire database. A decision tree is then built
using these features. A large number of trees are constructed
in the same way, each selecting a random attribute subset
of equal size. Once the forest has been created, each tree
predicts the category to which the record belongs. The record
is allocated to the class with most number of votes.

B. METRIC RANKED FEATURE INCLUSION (MRFI)
MRFI is a two stage process, the first of which is rank-
ing the features, and the next stage is choosing the best
attribute subset from the ranking. The ranking stage is car-
ried out by employing K-Means and V-Measure. We split
the entire dataset into training and testing datasets in the
ratio of 4:1 with the standard scikit learn libraries [63]–[65].
Another dataframe to store the features in their ranked order
is declared, with two columns, Name and Importance. The
model selects a feature from the entire feature set, and
K-Means clustering is performed, using only that feature and
the target. The number of classes determine the value of K.
After clustering the training data, we find the V-Measure
Score of the clustering. V-Measure, being the harmonic mean
of completeness and homogeneity, gives us a good under-
standing of the quality of the clustering. The obtained score is
assigned as the importance of each feature. The entire process
is carried out for each feature individually. The features, along
with their importance, are then stored in the dataframe. That

dataframe is then sorted to obtain a feature ranking, frommost
importance to least importance.

The feature subset selection stage is performed using the
ranking of the features. We devise a novel algorithm for this
process. The first feature in the ranking is taken, and then the
accuracy of the RF classifier is calculated. The next feature
is combined with the other features in the optimal feature
subset from the feature ranking, and the accuracy of the same
classifier is recomputed. If the accuracy increases, we retain
the feature in the optimal subset. On the other hand, if the
accuracy decreases, we drop the attribute from the optimal
feature subset. This process is carried out iteratively for all
the attributes, to obtain the final, optimal feature subset.1

C. ACCURACY RANKED FEATURE INCLUSION (ARFI)
Just like MRFI, ARFI also involves ranking the features and
then choosing the best attribute subset from those ranked
features. To rank the features, a feature is taken, and the
accuracy of the random forest classifier is computed. The
importance of the feature is assigned with the obtained accu-
racy. We carry out this process for each feature, one at a
time and then add each feature with its importance to a new
dataframe called Features. This dataframe has two columns,
Name and Importance. The dataframe is then sorted as per
the importance of the attributes, in descending order.

The next phase is the same as the one used in MRFI.
This two stage process is followed to obtain the most

optimal attribute subset. The relevance of every feature is
computed by ranking them and this helps in picking the most
important features. Our feature subset selection method is
also a novel algorithm to choose attributes from the feature
ranking. This subset selection method helps us to pick fea-
tures with lesser redundancy, as it evaluates the subset with
the classifier to check the performance. Often, some features
may not be highly relevant when considered individually but
may perform really well when considered in unison with
other features. Our approaches take these factors into account
and give us the subset where the features perform extremely
well together and are not very redundant. Throughout all the
experiments spreading across the 12 datasets, the parameters
of the proposed models have remained the same and have
not been tuned. This has been performed in order to exhibit
the models’ capabilities on a level scale. We present the
diagrammatic flow of our proposed approach in Fig. 1.

The filter phase of MRFI has a time complexity ofO(n∗k∗
d ∗ i) where n is the number of data samples, k is the number
of clusters, d is the attribute count and i denotes the number of
iterations that occur. When it comes to binary classification,
the value of k is fixed as 2 and the time complexity then
becomesO(n∗d ∗ i). For multiclass datasets, the value of k is
the number of classes, which is generally a small value. The
time complexity of the learning stage of the RF classifier is
O(n∗logn∗d∗t) where t is the number of trees. Since we have

1The GitHub link for our MRFI and ARFI packages is available at
https://github.com/thejasgs/MRFI-ARFI
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FIGURE 1. A flowchart depicting the flow of various experiments, while including the framework of our proposed models.

fixed the number of estimators for the entire process, the time
complexity of the ranking phase of ARFI is O(n ∗ logn ∗ d).
The time complexity of the subset selection phase, which is
common to bothARFI andMRFI, isO(n∗logn∗d) for the best
case and O(n ∗ logn ∗ d2) when the worst case is considered.

IV. EXPERIMENT
In this section, we give the hardware description for our
experiment. We also give details about the datasets used and
how we cleaned them.

A. EXPERIMENTAL SETUP
All the experiments have been implemented in Python.
We made use of an Intel i7 8 Core CPU which has a 16GB
RAM and the Flounder Server (AMD Opteron Processor
6380 with 64 cores and 504GB RAM).

B. DATASETS
For our experiments, we make use of 12 datasets in total.
Firstly, we use the UNSW-NB15 Dataset [66], a standard
dataset for Intrusion Detection Systems. Three click fraud
datasets, Avazu [67], Criteo [68] and Talking Data [69] have
also been experimented on. The remaining datasets are stan-
dard, benchmark datasets which are available in the UCI
Machine Learning Repository [70]. This repository is a store-
house of databases, created by David Aha and other graduate
students from UCIrvine. We make use of the Abalone, Breast
Cancer [71], Heart Disease, Ionosphere, Gene Expression
Cancer RNA-Seq [72], Iris, Lung Cancer and Lymphography
datasets to evaluate and validate our models. The UNSW
dataset can be used as a binary dataset and a multiclass
dataset. The Abalone, Heart Disease, Iris, Gene Expression
Cancer RNA-Seq, Lung Cancer and Lymphography datasets
fall under the category of multiclass datasets, whereas the

TABLE 1. An outline of the various datasets used in our experiments.

Breast Cancer, Ionosphere, Avazu, Talking Data and Criteo
datasets fall under the category of binary datasets. Details
about the number of features, and the various types of datasets
considered, are shown in Table 1.

C. DATA PREPROCESSING
1) UNSW - NB15
The UNSW dataset initially has 2540047 rows. We use
43 out of the 47 features for classification. There are two
label columns, ‘attack_cat’ for multiple classification and
‘Label’ for binary classification. There are 9 types of attacks
which are considered for multiclass classification. We use
the entire UNSW dataset, for which we append the four
datasets given in [85]. Then, we manually assign the column
names mentioned in the information file of UNSW dataset.
We drop the first four columns, ‘scrip’, ‘sport’, ‘dstip’ and
‘dsport’, as they are just identification numbers and are not
significant. The column ‘attack_cat’ is used to perform mul-
ticlass classification. All the NaN values in the ‘attack_cat’
column are dropped to retain only the attack types. The
remaining NaN values in the dataset are filled with zeroes
as they are all numerical values which represent some count.

128692 VOLUME 9, 2021



G. S. Thejas et al.: Metric and ARFI: Hybrids of Filter and Wrapper FS Approaches

The same classes occur multiple times in the ‘attack_cat’
column, with different names and white spaces. These white
spaces are stripped, and the names are standardized. The
‘ct_ftp_cmd’ column has string representations of numbers.
We convert them back to numbers and encode the ‘service’,
‘proto’ and ‘service’ columns.We normalize the dataset using
the Standard Scaler. For the binary classification using the
same dataset, we do not consider the ‘attack_cat’ column and
all the remaining NaN values are dropped. The remaining
preprocessing of this dataset is carried out in the same way
as that of the multiclass classification version.

2) ABALONE
The Abalone dataset has a total of 4177 entries, categorized
into 28 classes. All 8 features are used. We perform encoding
to convert the column with genders into numbers.

3) AVAZU
The Avazu dataset is a click fraud dataset recorded over
10 days. We split the column called ‘hour of click’ into three
separate columns. The class ratio of the 200 million rows of
the original dataset is maintained when the rows are reduced
to 1million rows. The original dataset consisted of 16 features
and one label column.

4) BREAST CANCER WISCONSIN (ORIGINAL)
This consisted of 699 rows before the empty values were
dropped. There are 10 features that we make use of, along
with one target column. We replace the string representation
of numbers with the actual numbers in some columns.

5) CRITEO
The Criteo dataset is another click fraud dataset which we use
to validate our models. It has 756554 rows and 39 features.
We dropped all the rows which had NaN values.

6) CLEVELAND HEART DISEASE
The dataset providing information about Heart Diseases in
Cleveland has 303 rows. It consists of 13 features and one
target column with 5 classes. We dropped all the rows which
contained undetermined values and replaced the string repre-
sentations of all the numbers with the actual numbers.

7) IONOSPHERE
The Ionosphere dataset has 351 rows and 34 features that we
use.We perform label encoding on the target column and then
conduct our experiment.

8) IRIS
The famous Iris dataset consists of only 4 features and only
150 rows. The rows are classified into three labels. We per-
form label encoding on this dataset. We also shuffle the entire
dataset to get a good mix of all the classes.

9) LUNG CANCER
Another famous dataset called the Lung Cancer dataset has
been used. It is composed of only 32 rows of data but has

56 features. The number of rows is further reduced after
dropping the missing values. It has 3 classes into which the
rows can be categorized. We run the classification algorithms
after the data is shuffled to get a good mix of all three classes.

10) LYMPHOGRAPHY
The Lymphography dataset is composed of 148 rows and
has 18 features. The label column has 4 classes. We perform
random shuffling to get a uniform distribution of classes to
help the machine learn effectively.

11) TALKING DATA
Talking Data has a million rows, and they are denoted with
9 features. The column called ‘attributed time’ is dropped
because it consisted of a large number of NaN values. The
attribute ‘click time’ composed of the time-stamps, is split
into four new attributes: ‘day’, ‘hour’, ‘minute’, and ‘sec-
ond’. We randomly select 1 million observations from around
200 million, but the class ratio is kept constant [73], [74].

12) GENE EXPRESSION CANCER RNA-SEQ
The Gene Expression Cancer RNA-Seq consists of 801 rows,
and a massive aggregate of 20,531 variables. The elements
are categorised into five classes. We replaced the string class
names with numerical values, by performing label encoding.

V. RESULTS AND DISCUSSIONS
We present our results and make comparisons with previous
work after giving details about the classifier, the various
metrics used, and our method of analysis.

A. BASE CLASSIFIER
We use RF as our base classifier to carry out multiclass and
binary classification. A thorough working of the RF classifier
has been described in Section III.

B. EVALUATION METRICS
To gauge the efficacy of our classifier, we employ spe-
cific metrics, namely, Recall (Rec), Accuracy (Acc), Pre-
cision (Prec) and F1 Score. Furthermore, we evaluate the
AUC score for binary classification. These evaluation metrics
make use of: TPosi, which represents the correctly predicted
positives values, TNegi, which describes the correctly obtained
negative values, FPosi, representing the wrongly obtained
positive values and FNegi describing the wrongly predicted
negative values [75]. The metrics, as mentioned above, are
computed with the formulae given below:

Acc =
TPosi + TNegi

TPosi + FPosi + FNegi + TNegi
(9)

Prec =
TPosi

TPosi + FPosi
(10)

Rec =
TPosi

TPosi + FNegi
(11)

F1 Score = 2×
Rec× Prec
Rec+ Prec

(12)
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The Receiving Operator Characteristic (ROC) curve is a
plot of the TPosi rate against the FPosi rate. These values
are plotted for all possible cut-off values. A popular metric
used to cross check the above metrics and avoid overfitting
and underfitting, is the Area Under the Receiving Operator
Characteristic Curve (AUC). It can also be interpreted as the
average TPosi rate for all FPosi rates [76].

C. METHOD OF ANALYSIS
To compare the above metrics and validate our models,
we follow a standard order. After cleaning the dataset, we run
the base classifier, i.e., the RF classifier without any FS and
record the results. Then, we run MRFI to obtain an optimal
feature subset. We rerun the RF classifier with this new
feature subset and record the results. We conduct the same
experiment with ARFI. Once our algorithms have been evalu-
ated, we performRFE on the original dataset and compute the
above metrics. Various works [77]–[80] regarding FS, have
considered RFE as a benchmark FS algorithm, thereby mak-
ing it a yardstick for comparison.Moreover, RFE behaves like
a Hybrid FS model as it ranks the attributes based on feature
importances, and then recursively eliminates theworst feature
according to the ranking. The feature elimination takes place
after it evaluates the entire subset with the classifier. It has
also proven to be extremely efficient in the past. RFE requires
an external parameter which tells it how many features are to
be considered. The parameter is given based on the number
of features considered by our models. Next, we examine the
results of the original dataset, our algorithms, RFE and other
contemporaries. Our models have performed exceedingly
well, as can be seen from the results. Furthermore, we have
also conducted statistical tests to support and verify the results
obtained from our experiments. We have presented the results
of the experiments and the statistical analysis in the form of
tables and plots below.

D. DISCUSSIONS
Unlike RFE, our models do not need to know the number of
features beforehand. Our FS algorithms iteratively add fea-
tures and do not need a fixed, minimum or maximum number
of features. Figure 3 depicts the same. Only feature subsets
with a minimum accuracy of 83 percent have been shown in
the figure. Each point denotes a feature subset that is being
evaluated. As can be seen, subsets are evaluated immediately
after their creation. Only if the performance of the learning
model does not decrease, the most recently included feature
is considered in the final subset. The occurrence of multiple
points of the same FS algorithm, along one vertical line, rep-
resents subsets that do not perform as well as their immediate
predecessors. This happens due to redundancy. Even though
the attributes are ranked by their relevance, the redundancy
between them may cause the subset to underperform. ARFI
and MRFI overcome this issue in the second stage of their
algorithms. For the Avazu dataset, ARFI considers 8 features,
whereas MRFI considers 9, as the addition of any more
features reduces the accuracy of the learning model.

From Table 2, it is clear that both MRFI and ARFI give
us outstanding results for all six multiclass datasets. Both the
proposed models outperform RFE and even tend to improve
the performance of the predictor.

When compared to each other, ARFI performs better than
MRFI in three of the datasets, namely UNSW, Heart Disease
and Lymphography. In the other three datasets, they both give
similar levels of performance. From our results, it appears that
ARFI considers lesser redundant features, as it always selects
lesser or equal number of features compared to MRFI, and
performs better with those features.

For the binary datasets (Table 3), ARFI gives good results
when used with the Breast Cancer, Ionosphere and Avazu
datasets. The accuracy and the AUC of the classifier after
applying ARFI fall for the UNSW, Talking Data and Criteo
datasets. The reason for this can be explained after under-
standing the results proposed in [81]. When there is no
additional informational being extracted with the help of FS,
the evaluation metrics might not increase and may even get
negatively affected. Furthermore, when the sample size is big
enough, the classifier can get trained well enough to predict
values more accurately on its own. The effect of FS also
depends on the features and the degree of correlation between
them. The classifier used can also affect the improvement in
performance after applying FS, as some datasets tend to per-
form better with particular classifiers. MRFI gives us similar
results, as it performs well on the same datasets as ARFI.

ARFI tends to give us superior results when compared
with MRFI for four datasets, considering the accuracy. In the
Breast Cancer and Ionosphere datasets, they both render sim-
ilar levels of accuracy. MRFI gives a better AUC value for the
Avazu dataset but falls behind ARFI in all the other datasets.

Figure 2(a) portrays the change in accuracy after perform-
ing FS on theHeart Disease, LungCancer and Lymphography
datasets. The larger variations in accuracy are seen in this
figure. On the other hand, Fig. 2(b) represents the smaller
changes in accuracy observed on applying FS on the Iris,
UNSW and Abalone datasets. From the plots, we infer that
ARFI andMRFI perform considerably better than RFE, as the
changes in accuracy are preferable.

Figures 2(c) and 2(d) depict changes in accuracy on per-
forming FS on various datasets. It is evident that our mod-
els perform satisfactorily when compared to RFE for most
datasets.

Both our models’ results considerably outdo the results
obtained after applying RFE. Now, we compare our models
and their performance with other models previously applied
on the UNSW-NB15 dataset. We also compare them with the
Talking Data and Ionosphere Datasets.

Table 4 compares various results for the UNSW dataset for
Binary Classification. It compares the results on the basis of
accuracy. Our model obtains the highest accuracy and gives
the best performance. Another noticeable fact, is that our RF
performs much better than other RF models that have been
used before. This is traced to the method of preprocessing
the UNSW dataset, including normalization.
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TABLE 2. Experimental results of classification on multiclass datasets.

TABLE 3. Experimental results of classification on binary datasets.

Comparisons of our work with previous work concerning
the UNSW dataset for multiclass classification have been
shown in Table 5. Our model clearly outperforms the model
proposed in [84].

Table 6 portrays a comparison between thework performed
on the Ionosphere dataset. It is evident that both our models
outperform most of the other FS models. RBF-SVM and
J48 give better results than our base classifier and MRFI, but
ARFI outperforms both of them too.

When compared to the previous work of Qiu et al., our
models have higher precision, recall and F1 scores. The
dataset under consideration is the Talking Dataset. These
results can be seen in Table 7.
Hybrid FS techniques benefit from the advantages of the

filter and wrapper approaches. Ranking the features effec-
tively and then selecting an optimal subset is of prime

importance. The ranking phase of MRFI is very effective as
the score assigned to each attribute is based on the V-Measure
of the cluster, a metric created to gauge the true goodness
and validity of the clustering. The filter component of ARFI
is also extremely unique as it incorporates the classifier in
order to rank the features. This method of ranking the features
based on the accuracy of classification proves to be very
helpful with certain cases where FS is not generally effective.
The above can be observed in Table 8, where the results of
classification before and after applying MRFI & ARFI, for a
variety of base classifiers, have been presented. The experi-
ment has been carried out for the Heart Disease Dataset, and
it is evident that our algorithms increase the correctness of the
predictions for all types of classifiers.

Although clustering and classification are computationally
heavy, ranking the attributes with their help differentiates
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TABLE 4. Comparison of binary classification with previous works using
UNSW-NB15 dataset.

TABLE 5. Comparison of multiclass classification with previous works
using UNSW-NB15 dataset.

TABLE 6. Comparison of binary classification on Ionosphere dataset with
previous works.

MRFI and ARFI from their contemporaries, as the true rel-
evance of the features is brought to light. ARFI and MRFI
are even more distinguished because of their unique subset
selection process. The second stage of our proposed meth-
ods is crucial as redundant variables are not included in the
optimal feature subset. Some features tend to become more
relevant when grouped with other attributes. Our methods
account for this fact as well. In a nutshell, MRFI and ARFI
perform better than the current FS algorithms because of their
exceptional feature ranking abilities as well as their critical
subset selection phase.

E. STATISTICAL ANALYSIS
To further support the comparative analysis shown in Tables 2
and 3, statistical tests were performed to gauge the per-
formance of MRFI and ARFI in comparison with RFE.

TABLE 7. Comparison of binary classification on talking data dataset with
previous works.

TABLE 8. Performance of the proposed algorithms for varying base
classifiers on the heart disease dataset.

These tests were employed to confirm the significance of
the results obtained. They were performed using R Studio
(Version 1.3.1073).

Non-parametric tests were used to verify the significance
of the predicted values obtained from the classifiers for all the
datasets [90], [91]. As suggested in various articles [90]–[92],
we have used non-parametric methods of statistical analysis
due to the following reasons:

• They overcome the major limitation of parametric meth-
ods, where the data needs to be distributed normally.

• Non-parametric tests share the reliability of parametric
tests.

• Parametric tests can reliably reject a null hypothesis only
if some assumptions are not violated.

We present the results of the statistical tests for the binary
and multiclass datasets below.

1) BINARY DATASETS
In order to compare the FS methodologies, we processed the
predicted values obtained from the classifier after applying
FS. To evaluate the proposed models, we compared them
with existing FS algorithms. For this purpose, the require-
ment is to have a statistical test which is based on the chi
statistic distribution for goodness of fit in data with small
sample sizes. To assess the significance of the improvement
after applying the proposed FS methods, McNemar’s test has
been employed [92], [93]. Having a non-parametric nature,
the McNemar’s test is applied on a 2× 2 classification table,
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FIGURE 2. Changes in accuracy for different datasets using three feature selection models. (a) depicts larger changes in accuracy after
applying FS on the multiclass datasets. (b) depicts smaller changes in accuracy after performing FS on the multiclass datasets. (c) depicts
greater changes in accuracy after applying FS on the binary datasets. (d) depicts minute changes in accuracy after performing FS on the
binary datasets.

TABLE 9. McNemar’s table depicting the results of two FS algorithms.

as can be seen in Table 9, to quantify the dissimilarity between
the paired proportions [94].
Nff represents the number of times when both the FS

algorithms failed to classify instances correctly, while Nss
denotes the opposite. Sufficient information cannot be gath-
ered regarding the algorithms’ significance from these two
values, as there is no indication about the difference in their
performance. The two other values, Nsf and Nfs, denote situa-
tions where one of the FS algorithms succeeded and the other
failed, implying performance discrepancies.

The null hypothesis H0 in our experiment states that there
is no significant difference between the results obtained after
classification using various FS algorithms. We reject the null
hypothesis if the p-value of the test is less than 0.05 and accept
it if the p-value is greater than 0.05with an alpha value of 95%
and 1 degree of freedom. The results are recorded in Table 10.

Since the p-values for all the paired tests are less than 0.05,
the null hypothesis H0 is rejected for all the tests. Therefore,

TABLE 10. McNemar’s test: P-values from the comparison of FS
algorithms for binary datasets.

based on the results of the test, the performance difference
between RFE and the proposed algorithms has been proved
to be statistically significant.

2) MULTICLASS DATASETS
To statistically verify the results obtained for the multiclass
datasets, we have made use of the Friedman test as recom-
mended by various scholarly articles [95], [96]. This test is
a non-parametric approach which can be applied to multi-
class datasets. The results of the test have been presented
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FIGURE 3. Scatter plot of the accuracy of multiple feature subsets, that were created by ARFI and MRFI,
depicting the feature subset selection procedure for the Avazu dataset.

TABLE 11. Friedman’s test: P-values from the comparison of FS
algorithms for multiclass datasets.

in Table 11. The null hypothesis used for this test is that the
distribution of predictions made by the proposed algorithms
are the same as that of RFE. The tests have been performed
using the built-in functions of R [97].

As can be seen from Table 11, the p-values for all the tests
are lower than 0.05 and the null hypothesisH0 can be rejected
with a confidence of 95%. It can be concluded that the differ-
ence between the results of MRFI and ARFI when compared
to RFE are large enough to be statistically significant. Hence,
both the proposed models outperform RFE significantly.

VI. CONCLUSION
Feature Selection is an essential tool that is used to select a
feature subset using which the performance of the classifier
can be improved. FS is vital as it reduces the training time
of the model under consideration, reduces overfitting, and
more importantly, avoids the curse of dimensionality. In our

paper, we present two new FS methods, MRFI and ARFI.
Both the models are hybrids of filter and wrapper methods
of FS. MRFI employs K-Means and V-Measure scores to
rank the features, whereas ARFI ranks the features based
on the accuracy of the predictor (Random Forest). Both our
methods follow the same feature subset selection technique.
We compare our models with Recursive Feature Elimination,
a state-of-the-art FS technique, using 12 datasets. Further-
more, we gauge their performance with the help of previous
work carried out on the same datasets. We observe that our
models have performed well and have given superior results.
A noticeable limitation of both our algorithms, is that they
have a time complexity which sits on the higher end, but this
can be overcome if the computational resources are powerful.
After applying FS using our proposed methods, the evalu-
ation metrics improve drastically, and the accuracy of the
random forest classifier also increases considerably, thereby
overcoming the drawbacks of the current FS algorithms.
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