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ABSTRACT Palmprint has attracted increasing attention due to its several advantages in the biometrics
field. Deep learning has achieved remarkable performance in the computer vision area, so a large number of
deep-learning-based methods have been proposed by the research community for palmprint recognition. The
outputs of a deep hashing network (DHN) can be represented as a binary bit string, so DHN can reduce the
storage and accelerate the matching/retrieval speed. In this paper, DHN is employed to extract the binary
template for palmprint and palmvein verification. Spatial transformer network is used to overcome the
rotation and dislocation. Palmprint and palmvein can be acquired from visible-light spectrums, including
red (R), green (G), blue (B), and near infrared (NIR) spectrum, respectively. Since the features in different
spectrums are different, their complementary advantages can be exploited to the full by fusion. Image-level
fusion and score-level fusion are developed for palmprint-palmvein fusion recognition. The experiments
demonstrate that score-level fusion can improve the accuracy efficiently.

INDEX TERMS Biometric recognition, palmprint verification, palmvein verification, fusion recognition,

deep hashing network.

I. INTRODUCTION

Recently, biometric recognition has been applied in
numerous security applications [1]. Both palmprint and
palmvein have high discrimination, robustness and pri-
vacy, and have attracted increasing attention in recent
years. For different palmprint modalities, different meth-
ods have been proposed, e.g., 2D palmprint recogni-
tion [2], [3], 3D palmprint recognition [4], palmprint and
vein recognition [5], [6], etc. The existing methods can be
briefly divided into the subspace-based [7]-[9], statistic-
based [10]-[12], deep-learning-based [13], [14] and
coding-based methods [15], [16].

In texture coding-based methods, some filters are
typically employed to extract and encode the texture
features, and generate the binary code as the template.
The storage cost is low. In addition, the dissimilarity
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between two binary templates can be measured by
Hamming distance, so the XOR computation in matching is
fast.

Coding-based methods are suitable for ideal environments,
such as contact acquisition. However, coding-based methods
are not robust to some interferences in contactless acquisition,
such as deformation due to hand gesture, placement move-
ment, rotation, and tilt due to imperfect segmentation and
localization.

Deep learning has achieved remarkable performance in
many computer vision tasks. Deep learning models can
solve the aforementioned interferences. Deep hashing net-
work (DHN) is a state-of-the-art deep learning model, which
inherits the advantages of deep learning and the strengths of
coding-based methods, including strong robustness to inter-
ference, low storage cost, and fast matching speed. The size
of the binary template of DHN is much smaller than the tradi-
tional coding-based methods, so this paper employs DHN for
palmprint/palmvein recognition to further reduce the storage
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cost, accelerate the speed, but without accuracy degradation
even in severe environments.

The spectrums for palmprint acquisition include red (R),
green (G), blue (B), and their combinations. The spectrums
for the palmvein acquisition include Infrared (IR) and Near
Infrared (NIR). Palmprint and palmvein can be acquired
simultaneously, and they can use the same recognition algo-
rithms, so they are suitable for fusion recognition. Accord-
ingly, the main contributions of this paper are as follows:

(1) Spatial transformer network (STN) is embedded into
DHN to align the images. Since STN overcomes the prob-
lems of dislocation and rotation, the verification accuracy is
improved.

(2) Two image-level fusion modes, namely spatial concate-
nation and channel concatenation, are developed to improve
the accuracy of palmprint-palmvein fusion recognition.
Different combinations of the spectrums in the fusions are
compared and analyzed to confirm the optimal scheme.

(3) Score-level fusion is performed for the fusion
recognition of palmprint and palmvein. Compared with the
recognition of a single modality, the recognition accuracy is
greatly improved.

The rest of this paper is organized as follows: Section II
reviews the related work. Section III describes the proposed
method, and Section IV presents the experimental results.
Finally, the conclusions are drawn in Section V.

Il. RELATED WORK

Deep learning has achieved remarkable performance in
many computer vision tasks. A limited number of deep-
learning-based methods have been proposed for palmprint
and palmvein recognition, which can be briefly categorized
into four classes as follows:

A. DIRECT USAGE OF PRE-TRAINED NETWORKS

The pre-trained deep neural networks (DNNs) can be directly
used for palmprint/palmvein recognition. Tarawneh et al. [17]
compared different convolutional neural network (CNN)
models for contactless palmprint recognition, including
AlexNet [18], VGG-16 [19] and VGG-19. Their experiments
demonstrate that VGG-16 and VGG-19 outperform AlexNet.
Similarly, Ramachandra et al. [20] used AlexNet and SVM
for the newborns’ contactless palmprint recognition. Since
the pre-trained networks are directly used, they are not trained
specially for palmprint/palmvein recognition, so their accura-
cies are limited.

B. TRAINING NETWORKS FOR PALMPRINT/PALMVEIN
RECOGNITION

Svoboda et al. [21] trained AlexNet to enlarge the sep-
arability between the genuine and imposter distributions,
but it requires supervision training. Wen et al. [22]
proposed a novel loss function, which aimed to increase
the inter-class distances. Inspired by this work,
Zhong and Zhu [23] proposed centralized large margin cosine
loss on the benchmark structure in [24], which enhanced
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the intra-class compactness. Matkowski et al. [25] proposed
a CNN framework for palmprint recognition in an uncon-
trollable environment, which included two sub-networks for
segmenting region of interest (ROI) and extracting features,
respectively. Chai et al. [26] pre-trained a network with gen-
der soft biometric, and then trained the network for palmprint
classification. Du et al. [27] proposed a CNN-based regular-
ized adversarial domain model for cross-domain recognition.
Liu er al. [28] used fully convolutional network (FCN) to
develop soft-shifted triplet loss function to learn the discrim-
inate palmprint features.

C. COMBINATION OF SPECIAL FILTERS AND DEEP
LEARNING

Minaee and Wang [29] used deep scattering network and
a bank of special filters to extract palmprint features.
SVM was selected as the classifier. Genovese et al. [30]
proposed PalmNet, which combined CNN, Gabor filters and
principal component analysis (PCA). The significant advan-
tage of PalmNet is that it can be trained in an unsupervised
mode.

D. HASHING-BASED NETWORK

The classical CNN frameworks are suitable for classifica-
tion (identification), but they are not good at verification
(authentication). DHN was specially proposed for verifica-
tion to enlarge the inter-class variance and reduce the intra-
class variance. The outputs of DHN can be represented as a
binary bit string, so DHN can reduce the storage and acceler-
ate matching/retrieval speed.

Chen et al. [31] proposed discriminant spectral hashing
for compact palmprint representation. Cheng et al. [32]
combined supervised hashing with deep convolutional fea-
tures for palmprint recognition. Zhong et al. [33] recognized
hand-based multi-biometrics by using DHN and biometric
graph matching to separately extract the features of palmprint
and dorsal hand veins. A trained SVM was used as the clas-
sifier. Zhong et al. [34] employed deep hashing network for
palmvein recognition; their method was named as deep hash-
ing palmvein network (DHPN). The equal error rate of DHPN
was close to 0% on NIR. Li et al. [35] used softmax classifi-
cation loss and improved ternary losses to learn the hashing
code to maintain the consistency with high-dimensional fea-
tures. Liu et al. [36] used deep self-taught hashing to generate
pseudo labels and then used DHN to generate hashing code.

The deep-learning-based palmprint/palmvein recognition
methods are summarized in Table 1.

lll. METHODLOGY

A. SPATIAL TRANSFORMER NETWORK

CNN encounters some restrictions due to the lack of spatial
invariance. Jaderberg et al. [37] first proposed STN that can
be used in spatial transform and data alignment according
to specific tasks. STN is a differential module that can be
embedded into the existing convolutional structures to shift,
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TABLE 1. Deep-learning-based palmprint/palmvein recognition methods.

Ref. Year Network Class Description
AlexNet, VGG-16, Direct usage
[17] 2018 . . . .
VGG-19 of pre-trained ~ DNN for feature extraction, SVM for classification
[20] 2018  AlexNet DNNs
[21] 2016 AlexNet E'nla.rge Fhe separability between the genuine and imposter
distributions
23] 2020  C-LMCL Centralized large margin cosine loss (C-LMCL) for intra-class
compactness enhancement
[25] 2019  Two sub-networks Trained for Two sub-networks for ROI segmentation and feature extraction.
[26] 2019 CNN recognition Gender soft biometric recognition.
[27] 2020 CNN CNN—_based reg_u_larlzed adversarial domain model for cross-
domain recognition
[28] 2020 FCN Soft-sh}fted triplet loss function to learn the discriminate
palmprint features
Deep scattering Combination . .
[29] 2017 . Deep scattering network+special filters
network of special
[30] 2019  PalmNet g‘“ers and CNN+Gabor filters+PCA
eep learning
[31] 2013  DNN Discriminant spectral hashing
[32] 2017 DNN ) Supervised hashing+DNN
[33] 2019 DHN ?as}gng‘ DHN-+biometric graph matching
a
[34] 2018  DHPN n ef\fv ork Palmvein recognition
[35] 2019 DHN Softmax classification loss+ improved ternary losses
[36] 2019 DHN Deep self-taught hashing to pseudo labels

scale, rotate, and distort the feature maps while without
any additional training or optimization. STN can generate
the models that are invariant to translation, zoom, rotation,
and deformation [38]. STN consists of three parts, namely
localization network, grid generator, and sampler, as shown
in Figure 1. The localization network is a regression network,
which aims to generate the parameter 6. The input feature
map passes several layers of convolution operations and fully
connected layer regression to output 6. The size of 6 depends
on the transformation type, e.g. 6 is 6-dimension in affine
transformation. The grid generator uses the coordinates of the
target feature map to calculate the corresponding coordinates
of the target feature map 7 in the source feature map.

; X 011 612 6 %
x; | 11 012 013 '
(}’?) 0 (G)) 0 11 |:921 6> 923j| )i, (D

where (xf-, y}) are the source coordinates in the input feature
map, (x£, yﬁ) are the target coordinates, and 6 is the transfor-
mation parameter. The sampler samples the original feature
map according to the coordinates in 7'(G), and copies the
pixels in the source feature map S to the target feature map.

B. NETWORK ARCHITECTURE

CNN-F in [34] is selected as the backbone. The architecture
of the modified CNN-F is shown in Figure 2. The network
configuration is shown in Table 2. Compared with the net-
work in [34], the network structure in this paper adds STN
after the input layer, and the modified CNN-F uses 5 layers
of convolutional layers instead of 4 layers, and uses PReLU
as the activation function after each convolutional layer. In the
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FIGURE 1. Architecture of spatial transformer network.

TABLE 2. Modified CNN-F parameters.

Type Configuration Output size (CxHxW)
Input 1x128x128
STN 1x128x128
Convl 16x3x%3, st.4, pad 0, BN, PReLU 16x32x32
Max_pool 2x2, st.1, pad 0 16x31x31
Conv2 32x5x5, st.2, pad 2, BN, PReLU 32x16x16
Max_pool 2x2, st.1, pad 0 32x15x%15
Conv3 64x3x3, st.1, pad 1, PReLU 64x15%15
Conv4 64x3x3, st.1, pad 1, PReLU 64x15%15
Conv5 128x3x3, st.1, pad 1, PReLU 128x15%15
Max_pool 2x2,st.1, pad 0 128x14x14
Full6 2048 2048
Full7 2048 2048
Full8 64/128/256 tanh and sgn 64/128/256

last fully connected layer, three lengths, 64, 128, and 256, are
tested for experiments. Compared with the original CNN-F,
the modified CNN-F uses fewer channels and further reduces
the amount of calculation.
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FIGURE 2. Architecture of modified CNN-F.

STN module is embedded at the back of the network
input layer. STN module does not need to design a loss
function separately, its parameter learning can be real-
ized by using the loss function of the network. In order
to avoid the problem of the gradient disappearance when
the convolution result is negative, PReLU activation func-
tion is used following each convolution layer. Tanh func-
tion is used as the activation function of the output layer.
Sign function is used to quantize the output. Finally,
the hashing code with a binary value of —1 or 1 is
obtained.

C. LOSS FUNCTION

Controlling quantization error and cross entropy loss can
effectively improve network performance. Therefore, the pro-
posed loss function is based on two parts, namely distance
loss and quantization loss.

1) DISTANCE LOSS
The purpose of the distance loss is to enlarge inter-class
variance and reduce intra-class variance. The distance loss is

defined as:
Ls (xi. x5 Ij) Zl 12,_ (xi. ) + 3 (xi.g)] @)
$ (5.3) = 315D (5. 5) ®

§ () = 5 (1~ ) max (T =D (.f).0)

M is the number of palmprint images in the training set,
x; and x; are two input samples, f; and f; are their binary
hashing codes, and D(f;, f;) is the Hamming distance between
two hashing codes. If x; and x; are of the same class, [;; =1;
else [;j =0. T is the threshold. If x; and x; are of different
classes and D(f;, ;) > T, there is no need to further enlarge
the distance between the two samples. The value of T is
determined by the length of the hashing code output from the
network.
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2) QUANTIZATION LOSS

In the output of DNN, if the output of the last layer is ran-
domly distributed, binarization by the tanh and sgn functions
will inevitably lead to a large quantization error. In order to
reduce the quantization error, the quantization loss should
make each entry in the output closer to 1 or —1. The quanti-
zation error is defined as:

M 1
Lo=)__ 5 (IT=1ll) 5)
Ifi] is the absolute value of f;, ||-|| denotes the L2 norm.
Then the optimization is:
minL = aLs + Lo (6)

« is the scaling factor, whose empirical value is 0.5 according
to experiences.

D. IMAGE-LEVEL FUSION
Image-level fusion includes two modes, namely spatial con-
catenation and channel concatenation.

The ROI size of palmprint and palmvein is 128 x 128.
Assume Iy, I, I3 and I are the ROI images of R, G, B, NIR
spectrums of the same class. The images can be concatenated,
i.e., they are fused at image level.

1) SPATIAL CONCATENATION

Two spectral ROI images, I;, I;, of the same class, can
be concatenated as I=[I;, I;] with the size of 128x(2 x
128)=128 x 256;

Three spectral ROI images, I;, I;, I, of the same class,
can be concatenated as I=[I;, I;, I;] with the size
of 128 x(3 x 128)=128 x 384;

Four spectral ROI images, I;, I;, I, I; of the same class,
can be concatenated as I=[I;, I;, I, I;] with the size of
(2 x 128)x(2 x 128)=256 x 256.

2) CHANNEL CONCATENATION
Each spectral image can be regarded as a single channel in
channel concatenation.
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TABLE 3. Different databases.

Database Acquisition Number. of Number of samples ~ Total number
categories per category of samples
PolyU [39] Contact 378 20 7560
Red [39] Contact 500 12 6000
Green [39] Contact 500 12 6000
Blue [39] Contact 500 12 6000
NIR [39] Contact 500 12 6000
IITD [40] Contactless 460 5 2300
Tongji [41] Contactless 600 20 12000
Tongji Palmvein [41] Contactless 600 20 12000
(@) PoiyU . . .

(b) Red (c) Green (d) Blue

(h) Tongji Palmvein

(e) NIR (f) Tongji Palmprint

FIGURE 3. Samples in different datasets.

TABLE 4. EERs(%) of different methods on different databases.

Tongji

PolyU  Blue Green  Red NIR 1IITD Tongji Palmvein

PalmCode [43] 0.4082 03524 02774 02376 02230 62690 0.1255  2.5980
OrdinalCode [44] 0.2455 0.1716  0.1542  0.0723 0.1193 55144 0.1089  1.0815
FusionCode [45] 0.2915  0.2810 0.2147 0.1264 0.1700 6.5042 0.0753  1.1743
CompCode [46] 0.1530  0.0845 0.0952 0.0345 0.0562 63912 0.0151  0.8945

RLOC [47] 0.1543 0.0892 0.1020 0.0414 0.0727 5.7972  0.0248 0.7823
HOC [48] 0.1935 0.1837 0.1518 0.0113 0.0952 7.1563  0.1038 2.7471
DOC [49] 0.1839 0.1476  0.1175 0.0649 0.0598 7.5081 0.0416 1.1304
DCC [50] 0.1699 0.1048 0.0979 0.0447 0.0637 5.8401 0.0554 1.4377
DRCC [50] 0.1580 0.1211  0.1052 0.0678 0.0555 6.1882  0.0323 1.4352
BOCV [51] 0.1082 0.0526 0.0604 0.0242 0.0365 5.0312 0.0068 0.7754
DHPN [34] 0.0302  0.0213 0.0352 0.0369 0.0020 3.7316 0.0694  0.6569
PalmNet [30] 0.1110 0.0178 0.0087 0.0366 0.0871 4.2041 0.0332  0.7363
Ours 0.0227 0 0 0 0 3.1183  0.0001 0.1723
Three spectral ROI images, I;, I;, I, of the same class, The concatenated images can be input to DHN for
can be concatenated as I=[[I;], [I;], [Ix]] with the size training, which contain the multi-spectral information with
of 128 x 128x3. image-level fusion, so the accuracy can be improved.
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FIGURE 4. ROC curves on different contact palmprint databases. (a)-(e) represent Blue,Green, Red, NIR and PolyU, respectively.
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E. SCORE-LEVEL FUSION
The output of DHN is two-valued, —1 and 1, and the out-
put can be converted to binary, 0 and 1. The Hamming

distance can be fast computed by XOR operation on
each bit. The proposed model is trained on each spec-
trum sample independently. There are four spectrums
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FIGURE 5. ROC curves on different contactless palmprint(palmvein) databases. (a)-(c) represent Tongji-print, Tongji-vein and IITD, respectively.

in multi-spectral database, so four proposed models are
trained.

The dissimilarity between two deep hashing codes is mea-
sured by Hamming distance. Assume the Hamming distance
of one spectrum is k;, 1< i <4. In score-level fusion, the
weighted sum of Hamming distances is:

n n
Hy = Zi:l wihi, Zi:l wi =1 0

n is the number of spectrums in the fusion at score level,
n = 2,3 or 4. If all the weights are equal, w; =1/n.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. DATABASES

In order to confirm that the methods in this paper have satis-
factory performance, the experiments are conducted on four
public databases, which are PolyU [39], multi-spectral [39],
IITD [40] and Tongji [41], [42]. The left and right hands
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of one person are considered as two different classes. The
samples of some classes are removed so that each class
has the same sample number. Table 3 lists the informa-
tion of the databases. Figure 3 shows the image samples of
these databases. The palmprint and palmvein look dissimilar
because they are acquired with different devices.

B. VERIFICATION

When false rejection rate (FRR) is equal to false accep-
tance rate (FAR), their values are equal to error rate
(EER). The proposed method, namely DHN-+STN, is com-
pared with coding-based methods and deep-learning-based
methods. Coding-based methods include PalmCode [43],
OrdinalCode [44], FusionCode [45], Competitive Code
(CompCode) [46], Robust Line Orientation Code (RLOC)
[47], Half-orientation Code (HOC) [48], Double Orientation
Code (DOC) [49], Discriminative Competitive Code (DCC)
[50], Discriminative Robust Competitive Code (DRCC) [50],
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FIGURE 6. Matching distance distributions and FAR-FRR curvers using 128-bit and 256-bit encoding on Red.

and Binary Orientation Co-occurrence Vector (BOCV) [51].
Deep-learning-based methods include DHPN [34] and
PalmNet [30]. For all the deep-learning-based methods, the
ratio between the sample numbers in training set and testing
set is 3:1. The hashing code length is set to 128.

Table 4 compares the EERs of different methods on dif-
ferent databases. Our method yields the best results on all
databases. The accuracies on contact databases are better than
those on contactless databases since the acquisition condi-
tions can be controlled satisfactorily on contact databases.

The receiver operating characteristic (ROC) curves of
the proposed method and the state-of-the-art methods
on the contact and contactless databases are shown
in Figure 4 and Figure 5, respectively. The ROC curves of
the proposed method are almost always the highest.

To confirm that our method can yield zero EER,
Figure 6 shows the results on Red, including the intra-class
and inter-class matching distance distribution curves as well
as FAR-FRR curves using 128-bit and 256-bit encoding.
The ratio between the training set and the test set is 3:1.
In Figure 6(a), when the distance threshold is about 40,
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the two curves are not overlapped, at the same time,
FAR=FRR=0 in Figure 6(b). The same conclusions can be
drawn from Figure 6(c) and (d). The failure of other methods
to get EER=0 is possibly caused by the number of test
samples and the difficulty of network training. The test set
of the coding-based methods is the entire data set, while the
method in this paper and the deep-learning-based methods
are tested only on the test set. Obviously, the latter test set is
a subset of the former test set. The method in this paper takes
full advantages of fusion of multiple spectrums to enhance
the discrimination, so it can yield zero EER.

The data sizes of the outputs of the methods are compared
in Table 5. The size of all the outputs is measured by bit
number. The number of filter orientations is typically 6, so the
orientation index, an integer within the range of [0,5], can be
represented by 3 bits. Our method and DHPN require much
less storage than the other methods.

Table 6 compares the EERs of our method with differ-
ent ratios between the training and testing sample numbers.
Since the sample numbers per class are different in different
databases, the ratios are different in the databases. The longer
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TABLE 5. Data sizes of the outputs.

TABLE 6. EERs(%) of our method with different ratios between the
training and testing sample numbers.

PalmCode [43] OrdinalCode [44] FusionCode [45]
32x32x2=2048 32x32x3=3072 32x32x2=2048
HOC [48] DOC [49] CompCode [46]
32x32x2=2048 32x32x2=2048 32x32x3=3072
DCC [50] DRCC [50] BOCV [51]
32x32x2=2048 32x32x2=2048 32x32x6=6144
DHPN [34] PalmNet [30] Ours

128 15%25%2"15=12,288,000 128

(a) R+G (2 spectrums)

(b) R+G+B (3 spectrums)

(c) R+G+B+N (4 spectrums)

FIGURE 7. Spatial-concatenated image with different spectrum numbers.

the hashing code length is, the lower the EER will be. The
EER can be 0 in some databases with good acquisition
conditions.

C. IMAGE-LEVEL FUSION

Image-level fusion includes two modes, namely spatial con-

catenation and channel concatenation. Figure 7 shows the

spatial-concatenated image with different spectrum numbers.
Table 7 shows the EERs of spatial concatenation. The

ratio between the training and testing sample numbers
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Database Ratios
PolyU 1:1 3:2 3:1
256bits 0.2960 0.0345 0.0031
128bits 0.3310 0.0815 0.0227
64bits 1.060 0.3370 0.1981
Red 1:1 2:1 3:1
256bits 0.0545 0 0
128bits 0.1297 0.0016 0
64bits 0.4277 0.0414 0.0005
Green 1:1 2:1 3:1
256bits 0.1328 0 0
128bits 0.1959 0.0304 0
64bits 0.4410 0.0554 0
Blue 1:1 2:1 3:1
256bits 0.0568 0 0
128bits 0.1320 0.0019 0
64bits 0.5970 0.0117 0.0010
NIR 1:1 2:1 3:1
256bits 0.0122 0 0
128bits 0.0601 0 0
64bits 0.2864 0.0056 0
Tongji 1:1 3:2 3:1
256bits 0.1691 0.0021 0.00001
128bits 0.3991 0.0879 0.0001
64bits 1.5181 0.8182 0.4689
Tongji Palmvein 1:1 3:2 3:1
256bits 0.4875 0.2971 0.1458
128bits 0.7265 0.3005 0.1723
64bits 1.9472 1.5362 1.1422

is 1:1, i.e., 6 samples of each class are for training; while
the other 6 samples of each class are for testing. The hashing
code length is set to 128 and 64. The best results on one spec-
trum and two-, three-, four-spectrum spatial concatenation
are bold. For single spectrum, N outperforms the other three
spectrums. Spatial concatenation cannot remarkably improve
the accuracy.

Table 8 shows the EERs of channel concatenation. The
ratio between the training and testing sample numbers
is 1:1. The hashing code length is set to 128 and 64.
Compared with single spectrum, channel concatenation
improves the accuracy. In addition, channel concate-
nation is better than spacial concatenation according
to Tables 7 and 8.
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TABLE 7. EERs(%) of spatial concatenation.

Spectrum 128bit 64bit
B 0.1320 0.6970

G 0.1959 0.4410

N 0.0601 0.2864

R 0.1297 0.4276
B+N 0.0574 0.7339
B+G 0.1716 1.3670
B+R 0.0884 0.5280
G+N 0.1359 2.7196
R+G 0.1231 1.1396
N+R 0.0579 0.5389
R+G+B 0.1978 0.6701
G+B+N 0.1448 1.0175
R+B+N 0.1169 0.5952
G+N+R 0.1692 1.7160
G+R+N+B 0.1899 2.6921

TABLE 8. EERs(%) of channel concatenation.

Spectrum 128bit 64bit
B 0.1320 0.6970
G 0.1959 0.4410
N 0.0601 0.2864
R 0.1297 0.4276
R+G+B 0.1006 0.3303
G+B+N 0.0625 0.2546
R+B+N 0.0560 0.1608
G+N+R 0.0732 0.3382

D. SCORE-LEVEL FUSION

Table 9 shows the EERs of multi-spectral fusion at score
level. The ratio between the training and testing sample num-
bers is 1, i.e., 6 samples of each class are for training; while
the other 6 samples of each class are for testing. The hashing
code length is set to 128 and 64. n is the number of spectrums
in the fusion at score level, n = 2, 3 or 4. All the weights are
equal. n = 1 means single spectrum is used without fusion.

(1) All the results when 2< n <4 are better than those when
n = 1, i.e., any score-level fusion can yield better result than
that of any single spectrum.

(2) The best results appear when n = 3, but the results
when n = 3 are unstable, the results are different when
different spectrums are fused. Thus, it is not easy to select
the spectrums when n = 3.

(3) The results when n = 4 are highly close to the best
results.

VOLUME 9, 2021

TABLE 9. EERs (%) of multi-spectral fusion at score level.

Spectrum 128bit 64bit
B 0.1320 0.5970
G 0.1960 0.4410
N 0.0601 0.2864
R 0.1297 0.4277
B+N 0.0198 0.0936
B+G 0.0583 0.1264
B+R 0.0213 0.0799
G+N 0.0135 0.0782
G+R 0.0294 0.0387
N+R 0.0096 0.0613
B+G+R 0.0260 0.0492
B+G+N 0.0016 0.0657
B+N+R 0.0013 0.0550
G+N+R 0.0023 0.0248
G+R+N+B 0.0013 0.0253

TABLE 10. EERs (%) of Tongji-print and Tongji-vein fusion at score level.

128bit 64bit
Tongji 0.3991 1.5181
Tongji Palmvein 0.7265 1.9472
Tongji+Tongji ¢ 1484 0.5063
Palmvein

Table 10 shows the EERs of Tongji palmprint and Tongji
palmvein fusion at score level. The ratio between the training
and testing sample numbers is 1:1, i.e., 10 samples of each
class are for training; while the other 10 samples of each class
are for testing. The hashing code length is set to 128 and 64.
The weights of palmprint and palmvein are set to 0.5. From
the experimental results, the score-level fusion improves the
accuracy significantly.

V. CONCLUSION AND FUTURE WORK

In this paper, DHN is employed to extract the binary
template for palmprint and palmvein verification. Spatial
Transformer Network is used to overcome the rotation and
dislocation, and accordingly improve the accuracy. The spec-
trums include R, G, B and NIR. Palmprint and palmvein can
be acquired from visible-light spectrums and NIR spectrums,
respectively. Since the features in different spectrums have
different information, their complementary advantages can be
exploited to the full by fusion. According to our investigation,
image-level fusion of channel concatenation and score-level
fusion can improve the accuracy. In our future work, we will
try to select the discriminative bits from the hashing code to
reduce the data size while without degrading the accuracy,
and will explore a deep hash network recognition framework
for open data sets.
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