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ABSTRACT Speech quality is often measured via subjective testing, or with objective estimators of mean
opinion score (MOS) such as ViSQOL or POLQA. Typical MOS-estimation frameworks use signal level
features but do not use language features that have been shown to have an effect on opinion scores.
If there is a conditional dependence between score and language given these signal features, introducing
language and rater predictors should provide a marginal improvement in predictions. The proposed method
uses Bayesian models that predict the individual opinion score instead of MOS. Several models that test
various combinations of predictors were used, including predictors that capture signal features, such as
frequency band similarity, as well as features that are related to the listener, such as a language and rater
index. The models are fit to the ITU-T P. Supplement 23 dataset, and posterior samples are drawn from
distributions of both the model parameters and the resulting opinion score outcomes. These models are
compared to MOS models by integrating over posterior samples per utterance. An experiment was conducted
by ablating different predictors for several types of Bayesian hierarchical models (including ordered logistic
and truncated normal individual score distributions, as well as MOS distributions) to find the marginal
improvement of language and rater. The models that included language and/or rater obtained significantly
lower errors (0.601 versus 0.684 root-mean-square error (RMSE)) and higher correlation. Additionally,
individual rater models matched or exceeded the performance of MOS models.

INDEX TERMS Bayesian models, causality, culture, language, mean opinion score, speech quality estima-

tion, subjective testing.

I. INTRODUCTION

Measuring and estimating speech quality is an important
task for many fields. For example, in speech synthesis and
coding [1], subjective measurements of quality can be used
to validate novel designs, and may be especially useful when
traditional objective metrics like SNR diverge from human
perception. The absolute categorical ranking (ACR) test asks
raters to measure the quality of speech utterances under
various test conditions by assigning a score from 1 (bad)
to 5 (excellent), with recommendations for conducting the
test in ITU P. 800 [2]. Typically, each utterance has multiple
listeners. The mean opinion score (MOS) can be calculated
by aggregating the scores over each utterance or all the utter-
ances within a given condition. MOS is a standard measure-
ment that is used in research and development of many speech
applications such as codecs and speech enhancement [3].
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Because it is expensive and logistically challenging to
conduct a subjective experiment, researchers and developers
often use estimates of MOS that do not require running a
subjective test. Some MOS estimation techniques estimate
MOS using a model of the effects of different psychologically
pertinent factors (e.g. echo, delay, SNR, language, gender),
without looking at the actual signal [4], [5]. Tools such as
ViSQOL [6]-[8], POLQA [9], [10], PESQ [11], [12], and
the E-model [13], [14] provide immediate and objective esti-
mates of MOS using an intrusive method that looks mainly
at the signal as opposed to these factors (by considering both
the reference and degraded signal). These models obtain a
MOS by fitting a mapping function using features from the
signals and MOS extracted from datasets such as ITU-T P
Supplement 23 [15] by aggregating all listeners over each
utterance.

Additionally, there are deep learning methods for estimat-
ing MOS non-intrusively, which learn latent features that
are mapped to MOS [16] by looking even further into the
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lower level aspects of the signal. Deep learning requires
significant data, and some work has been done to bootstrap
by augmenting the data [17] or by clustering [18]. Another
approach may be to use data more efficiently, by looking at
the causes of measurement and sampling error in individual
scores. The trend in research is to use machine learning to
extract increasingly useful information from the signal. The
vast majority of MOS estimation tools use only-signal level
predictors, which effectively treats all populations of human
raters as identical, which is clearly not the case.

Identifying and employing interesting information in the
data is important to be able to design a good model. When
the listeners are aggregated for fitting a mapping function to
MOS, (e.g. by taking the arithmetic mean of all listeners),
information about the variance of the scores with respect
to the utterances is discarded, as well as information about
the individuals. The resulting models are therefore unable
to describe the effect of the presence of individual listeners.
As an extreme example, if a very optimistic rater rated
everything a ‘5’, such a model is not able to capture the fact
that the presence of the rater causes a slightly higher mean
score and will instead have a higher error in predictions. The
result is that the individuals that are outliers have an oversized
effect on the mapping.

Proper handling outliers properly is increasingly impor-
tant with crowd-sourced data, e.g. listening tests that are
conducted over a web service such as Amazon Mechanical
Turk. In these cases the quality of ratings can be worse than
traditional lab tests and may require additional pre-screening
and restrictions [19], (e.g. raters that always give the high-
est or lowest score due to any number of reasons includ-
ing bad headphones or malicious ratings), and outliers will
have an undesirably large influence on the mapping. The
ITU provides post filtering recommendations that filter based
on deviation from normal behavior, which generally works
well. However, the filtering process is sensitive and can have
undesirable consequences. Such filtering has the potential to
remove genuine scores and leave undesirable ratings in the
data.

A model of the distribution of individual rater scores that
is aware of the bias that a particular rater has over multiple
utterances should provide the ability to exclude undesirable
raters in a more systematic fashion, as well as extracting more
information in raters that have significant bias. Post filtering
will exclude some raters that simply have a positive or neg-
ative bias, although their relative ratings match the overall
trends. Modelling the individual listener score will allow for
the model to be able to take into account this rater data,
accounting for the rater bias. Additionally, many researchers
have pointed out issues with using MOS as the primary qual-
ity metric and have proposed alternatives [20]-[22]. Mod-
eling the individual rater score allows using the model
for other metrics that are alternatives or complements
to MOS.

There are numerous other biases at work in a subjective
audio quality test, including many biases that are related to
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how the test is conducted [23]. Besides the audio signal,
test environment, and individual listener bias, the effect of
language and culture may have a causal relationship with
opinion scores. Some languages and cultures rate the same set
of test conditions higher or lower than others. For example,
Japanese listeners tend to rate the quality of speech lower
on average [24], and have less variance in their ratings than
listeners with other native languages. As another example
where Japanese means are lower, Figure 3 depicts Japanese
and French ratings in the ITU-T P Supplement 23 dataset with
the same test conditions. This effect appears to be cultural,
or at least it is not exclusively attributable to phonetic differ-
ences in languages, as other quality of experience (QoE) rat-
ings from other non-speech domains (e.g. restaurant ratings)
for the Japanese seem to follow this trend [25]. To further
confound this issue, the quality labels recommended in [2]
(such as ‘excellent’/’good’/*fair’/’poor’/’bad’) may not imply
a linear progression of quality within a language, and further-
more, it is not likely that each level has equivalence between
two different languages [23].

All of these factors suggest that for the same set of condi-
tions, a certain difference in scores is expected for different
languages. This difference means that a model that does not
have language as one of the model’s predictors will produce
a larger error on the predicted MOS when compared to a
similar model that has the language predictor. Furthermore,
for users of a MOS estimation tool, it may be more desirable
to estimate the MOS for the language that is being tested,
as opposed to the global MOS for all listeners from any
language. Typically MOS tests require that the listeners and
utterances use the same language, so it should not be expected
of the model to perform well across languages unless extra
consideration or data is provided. Lastly, it should be consid-
ered that language, culture, technology and perception are not
frozen objects, but are constantly evolving and interacting.
This hints that a model should consider more than the signal
alone, such as attributes of the raters.

Opinion score data is scarce for quality assessment prob-
lems compared to other fields such as speech synthesis,
because human rating data does not occur as naturally as raw
speech and usually must be collected manually by conducting
expensive tests. Bayesian models provide a solution to deal
with limited and outlying data by using prior distributions
to provide a baseline that can be updated instead of fully
depending only on the observations. For example, there are
often 24 listeners per utterance. If all of them happen to rate
the score as a ‘5, it is not reasonable to assume there is zero
variance and all future raters will rate ita ‘5’ as well with total
confidence. To handle these problems, we propose to use a
Bayesian hierarchical model of an ordered categorical distri-
bution to model individual opinion scores based on speech,
listener, and language features.

The experiments for this paper use a Bayesian model on
individual rater score instead of a MOS-based model with
no loss of generality. That is, such a model can be used to
compute anything that a MOS-based model can. In addition,
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to provide models that are closer to real-world MOS esti-
mators, we propose to fit models that include signal level
predictors, to provide an indication of the marginal benefit
of adding language and rater predictors.

The main contributions of this paper are as follows:

« We fit a Bayesian model with ordered categorical dis-
tributions and truncated normal distributions to model
individual scores, and compare these to mean opinion
score models.

« We measure the effects of language and listener in the
observations and the posterior samples.

o We compare various models and show that a language
and listener-aware model have significantly lower error
than the model without it, even after adding signal
features.

An explicit non-goal should be stated: this paper is not
concerned with finding the best model and predictors that
produce the lowest error. Instead, it uses relatively simple
models that can be easily compared. The findings from this
paper should be useful for model design and input feature
selection in other frameworks including existing MOS esti-
mation tools and deep learning-based models that attempt to
find the most accurate model.

This paper is presented as follows: first, related work is
described. The next section describes the model, including
the choice of individual scores, a causal model, and the spe-
cific Bayesian models that are considered. The next section
describes the experiments, dataset, and results. A concluding
section summarizes the paper.

Il. RELATED WORK

There has been work on using hierarchical Bayesian models
of MOS that consider the heterogeneity of the data, evaluating
the effect of speaker gender across multiple languages [5] and
loudness patterns [26]. This work showed the effectiveness of
Bayesian modelling given no signal level predictors. Signal
predictors have allowed existing frameworks like ViISQOL or
POLQA to predict MOS with an even higher accuracy. The
next question to ask is whether there is a marginal benefit to
adding language predictors.

Previous work has explored using multinomial models to
model the distribution of all rater scores [20]. The multi-
nomial distribution has advantages over modelling MOS
directly and is suitable for certain applications such as using
the distribution directly as a quality measure instead of MOS
(and is able to generalize to a MOS-model). However, it does
not capture information about the individual raters.

As mentioned in previous work [8], [20], point estimates
are strictly less useful than distributions of the scores, which
provide a measure of uncertainty. The uncertainty is useful
for both the end user, who may wish to know the range of
scores to expect, but also to conduct statistical tests or com-
pute probabilistic metrics. This is a separate question from
whether or not to use individual scores or per-utterance MOS
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data in the model. Bayesian models are always probabilistic,
so they always have a notion of uncertainty.

Ill. MODEL DESIGN

In this section, the properties of a desirable model for opinion
scores are discussed. The design of the model includes not
only considering the type of model (e.g. Bayesian, deep
learning, or linear regression), but also the options for what
quantity to model (e.g. individual score or mean score), and
what predictors to use (e.g. signal-level features and language
metadata) given a hypothetical causal relationship between
both the predictors and the outcomes.

A. INDIVIDUAL OPINION SCORE VS. MEAN OPINION
SCORE

A model of individual opinion score is strictly more useful
than a model of mean opinion score, because a mean opinion
score can be calculated by grouping the posterior samples of
the individual score model. The inverse, transforming a mean
opinion model into an individual score model is not possible
without a very lossy pseudoinverse.

The drawbacks of modelling an individual opinion score
are twofold. The first one is that it requires and uses more
data and parameters, since the model will be trained on many
raters per utterance instead of a single mean score. For more
interesting models, individual raters might be modelled to
learn their biases, which increases the number of parameters
in the model. The other drawback is that the user must aggre-
gate the individual scores to compute a MOS or median score,
which requires some additional design and computation.

B. BAYESIAN MODELS

1) PARAMETER UNCERTAINTY

In some frameworAks, the model parameters 6, such as mean
{i and variance o2 are fit without a notion of uncertainty
about each parameter. In other words, a point estimate i of
a MOS implies that the model does not indicate a degree
of uncertainty or expected error between [ and the true
. This missing uncertainty is not to be confused with the
observed sample variance 6% which is also a point estimate
with undefined uncertainty for the true variance 2. Other
frameworks consider the standard error of the sample mean
and variance by assuming a given distribution that may or
may not match the data. Point estimation of MOS is popu-
lar in existing frameworks (e.g. POLQA, and PESQ). Well-
calibrated uncertainty is a useful quantity for the user. For
example, the user may want to know the bounds of MOS, that
is, what MOS value is unlikely to be exceeded for a given
utterance for a specified quantile. Additionally, these point
estimate models often fit a mapping function by minimizing
mean squared error, which means that outliers are penalized.
This causes the distribution of the predicted MOS to be
under-dispersed when compared to the observed distribution
of MOS. That is, extreme MOS values closer to 1 or 5 will
be seen less often in the predictions than in the real data. This
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compression effect of the true distribution into the narrower
predicted distribution will increase as the prediction error
increases for point estimate models. Alternatives to models
fit with MSE include maximum likelihood or quantile regres-
sion [27], which are useful and practical solutions, but have
issues with the observed variance problem described below.

When subjective tests are performed, it is common to see
the results reported with the sample mean j1 specified along
with a 95% or 99% symmetric confidence interval [[1 — ¢&,
[+ c6] where 6 is the sample standard deviation of the opin-
ion score and c is a constant. This provides a basic uncertainty
estimate about the MOS, but again, this uncertainty assumes
that i and & have no error. Additionally, for the discrete
5-point scale used in subjective testing there are problematic
properties of this formulation of uncertainty. For example,
the symmetry of the confidence interval is not appropriate
near the extremes of ‘1’ or ‘5°. It can also be seen that the
confidence interval is difficult to use with a smaller number
of ratings, because the variance becomes less reliable. For
example, if the study has only 5 raters and they all rate a ‘5’,
the variance will be zero, and the confidence interval will also
be zero. This problem of variance estimation still exists if the
raters give different scores with non-zero variance, although
it is less obvious.

Bayesian models resolve the issues seen in the point
estimate models and confidence interval analysis. In the
Bayesian framework, the appropriate model will provide
uncertainty estimates that are tailored to the 5-point outcome
space by looking at the distribution of posterior samples. This
means they will produce asymmetric credible intervals if the
data requires it. The model will also start with a prior selected
by the system designer that contains a reasonable distribution
for each parameter (with non-zero variance), which handles
the problem of sampling limited data where the sample vari-
ance does not capture the true variance.

2) ENTROPIC RATIONALE FOR LANGUAGE PREDICTORS
Next, we consider the basis in Bayesian models that sug-
gests that adding language as a predictor will produce more
accurate estimates. Given observed scores and any collection
of observed features and latent (e.g. learnable) parameters,
Bayes’ formula provides a description of the uncertainty of
each opinion score value as
P(features|score)P(score)

P(scorelfeatures) = Peatures) . (1)

Note that this can also be written using the joint distribution
on the right hand side as
P(features, score
P(scorel|features) = u 2)
P(features)

By modelling the joint distribution of features and scores
the probability of each score can be inferred. A Bayesian
model is able to model a joint distribution of the features
(including features that are parameters and hyperparameters),
and is therefore able to give a probability estimate that is
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precise to the extent that the joint distribution of features and
scores has a low entropy.

Previous studies have shown that there is an effect of
language on scores [5], [24], so it seems reasonable to infer
that score and language are not unconditionally independent,
and that the mutual information /(S; L) between score and
language is positive. However, score and language may be
conditionally independent given the input features (which
may contain language information). It follows then that
models that only use features with signal-level information,
without information about the language will have a strictly
higher entropy unless the score is conditionally independent
of them given the signal-level features, since for variables S
as score, F as some chosen set of features, and L as language,

H(S|F)=H(S|F,L)+1(S; L) 3)
from which it follows that
H(S|F,L) < H(S|F), 4)

with equality when the features are chosen such that scores
are conditionally independent of language information given
these features. A higher entropy in score conditional on fea-
tures that do not contain language information means that
the accuracy of the predictions should be worse, because the
lowest error a model conditional on these features can achieve
will be higher due to the increased uncertainty.

The language information may be present in fine-grained
signal features, but typically for opinion score estimation,
the signal features are coarse (e.g. a one-dimensional scalar
representation of similarity between the degraded and ref-
erence signals), and furthermore, the signal only contains
the language of the utterance and not necessarily that of
the rater (although for the purposes of this paper the main
focus is on native language testing). The simplest way to
obtain conditional independence between score and language
is to add information about the language to the feature set.
Alternatively, depending on the causal assumption (described
in subsection III-D) that other variables fully contain the
language information, such as rater identifiers, it can be
sufficient to simply include information about each individual
rater without pooling them by language, although including
both may be desirable for other reasons.

C. MODEL OUTCOMES

An individual rater score is represented by a discrete value
from 1 to 5. These values are ordered by perceived qual-
ity. Other Bayesian models have used normal distributions
to model MOS [5]. A normal distribution does not model
the boundaries at 1 and 5, and further, is continuous, while
individual rater scores are discrete. Another work uses multi-
nomial distributions to model histograms of scores for each
utterance [20]. The multinomial model has the advantage of
capturing a distribution of each of the five scores discretely
per utterance, but is not able to model an individual rater’s
bias over multiple utterances, which is necessary for the
experiments involving individual raters. There are several
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options for the model that are reasonable given the individ-
ual rater problem. Here we consider three different types of
models based on their outcomes.

1) ORDERED CATEGORICAL OUTCOMES

The ordered categorical distribution, also known as the
ordered logit or ordered logistic distribution, describes an
ordered categorical (discrete) variable (such as an opinion
score that has categories such as ‘bad’, ‘poor’, “fair’, ‘good’,
and ‘excellent’ with a notion of order). Given N categories,
there will be N — 1 log-cumulative odds k1, k2, ..., ky—1,
from which the linear categorical probabilities p1, pa2, . . ., pN
can be derived via softmax. Each individual logit is made
cumulative by using the probability that the outcome is less
than a given cutpoint n, and is given as

Pr(y; < k)
1 —Pr(y; <k)
= ax — ¢;, (%)
where k is the category index and i is the observation, and ¢;

is any model based on predictors x, such as a simple linear
model with one parameter j:

¢i = Bx;. (6)

Additional (possibly non-linear) terms will result from
adding more predictors. For the opinion score dataset, the fea-
tures and model of ¢ depends on language, individual rater,
and signal similarity and is discussed in section III-E.

ki = log

2) TRUNCATED NORMAL OUTCOMES

The normal distribution is not bounded, which can be a
problem for opinion scores. Rounding the outcome of a
normal distribution to the opinion score range can produce
undesirable results. An alternative to the ordered logistic
distribution that is appropriate for the opinion score prob-
lem is the truncated normal distribution, which specifies a
PDF that has support entirely within a desired range. This
is similar to the normal distribution, but has a lower and
upper bound (which would be 1 and 5 for the MOS problem)
that asymmetrically truncates the outcome. The probabilities
after truncation are normalized by the truncated density so
that the resulting PDF sums to 1.0. The main advantage of
the truncated normal distribution over the ordered logistic is
that it is difficult to formulate an ordered logistic distribution
that allows for regression on more than the ¢ parameter.
That is, the cutpoint parameters that control the thresholds
of each category are typically not indexed per group (e.g.
all raters share the same cutpoints, and only differ by their
individual ¢ offset). The truncated normal should provide a
more flexible model for opinion score estimation, since some
raters may have more or less variance but the same mean. The
disadvantage is that the truncated normal distribution outputs
continuous scalars, which will not match the discrete nature
of the opinion scores. As a result, the truncated normal is
more useful for applications involving prediction as opposed
to simulation.
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FIGURE 1. A plausible causal DAG for individual ratings. The acoustic
properties of the test signal are only a part of the process that determines
the score.

3) MOS OUTCOMES

A third option is to model the mean of the opinion score
per utterance directly. Here, the data is aggregated before
the model is fit, so there is no concept of individual rater.
However it is still possible to use language predictors with
this type of model. The formulation of this model is very
similar to the truncated normal outcome model of individ-
ual scores, using the utterance MOS instead of individual
scores.

D. CAUSAL MODEL OF OPINION SCORE

For pure prediction problems, it is not strictly necessary to
have a thorough understanding of the causal model when
designing a regression model. That is, the system designer
will generally achieve a more accurate prediction by adding
as many predictors as possible, without needing to worry
about causation versus correlation, or confounders. Deep
learning presents many useful examples of this by using
as many input features as possible. However, many popu-
lar MOS estimation frameworks use only signal level fea-
tures, which ignore information about the rater and their
environment.

It may be useful to consider a plausible causal DAG
such as the one in Figure 1 to entertain potential non-signal
predictors. In the DAG, several variables independent of
the speech signal are considered. ‘Culture’ contains many
attributes, and is an unobserved variable, but since culture
usually determines (native) language, language may serve
as a proxy for culture, which may include rating tenden-
cies. The ‘Environment’ variable pertains to the listening
environment that the rater conducts the test in, and contains
many potentially unobserved attributes, such as the listening
equipment and presentation order of the signal (which may
cause listening fatigue), and even the weather during the test.
The score description labels, which are text in the native
language presenting along with each rating level (e.g. “poor’
in English, ‘warui’ in Japanese, or ‘médiocre’ in French for
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the score ‘2’), also affects the likelihood of a certain score,
because the text may imply different qualities in different
languages. Furthermore, the choice of labels may imply a
nonlinear scale within a single language if the labels are not
perceived to be equidistant. The culture and language prob-
lem has been studied to a considerable degree, for example,
in [23], with some solutions using models specific to a certain
language [28], [29].

If unlimited computing capacity is available, it would be
desirable to add as many of these predictors to the model to
obtain the highest accuracy. But in practice, compute and data
are scarce resources. Furthermore, the causal process is noisy,
and it is unclear to what extent each feature is actually useful
in a predictive model without experimentation. For exam-
ple, neither culture nor region uniquely determines language.
An experiment is needed to see to what extent information
about language improves the accuracy of the model, and so
on for the other variables.

E. FEATURES AND PARAMETERS

MOS estimators typically will include features that are
extracted from the speech waveform. For this problem it is
appropriate to use the neurogram similarity index measure
(NSIM), which is a 1-dimensional indicator of similarity
over all frequency bands and time between the reference and
degraded signals. NSIM has shown to be useful for early
versions of ViSQOL [30], and the one-dimensional property
allows for a relatively simple model with a single param-
eter related to the signal. Signal predictors which provide
more modelling power and less aggregation certainly exist
(e.g. multiple frequency band NSIM [31], mel-spectrogram,
or WARP-Q [32]). However, the purpose of this study is not
to find the most useful signal-level descriptors, but instead to
find the effects of features that are external to the signal, such
as the individual rater and language bias. To this purpose, it is
desirable to keep the signal level features minimally complex.
Figure 2 illustrates the features that are used by the Bayesian
model as predictors.

As previously mentioned, individual raters have a bias
and variance that differs from other raters. A rater identifier
feature that is unique for each rater is added to the model to
allow it to be aware of this bias. Similarly, language identi-
fiers can be a feature that uniquely identifies the language.
Because the raters of a given language forms a group, it is
sensible to apply a hierarchical model to share information
between individual raters. For the purposes of this study, this
‘language’ feature will be a laboratory identifier where the
native language is used to test, and also encompasses other
factors in the entire test environment such as the culture
of the laboratory, the listening equipment, and so on. Each
rater and language identifier is used as an index variable
with normal priors that linearly influence the ¢ offset for the
ordered logit model, and an exponential model for NSIM,
as was found to be useful in [7]. The prior for ¢; can be
described for individual observation i, rater j, and language k,
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FIGURE 2. A system diagram showing the features that are used as
predictors in the model. The dashed arrows represent optional predictors.

and NSIM observation x; as

$i =ity
aj = Normal(i, z)
ur = Normal(a, b)

y = PGi=0)
B = Normal(c, d)
6 = Normal(e, f), 7)

with user-defined constants a, b, ¢, d, e, f (to be found with
prior predictive checking). Note that the priors with subscripts
denote that there is one prior for each item in the group,
e.g. the puy indicates multiple Normal priors, one for each
of the k languages, so the model will fit each item of the
group separately. The truncated normal model is formulated
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similarly, with ¢; being used as the mean for the truncated
normal distribution, with an additional prior for variance.

F. COMPUTING MOS FROM INDIVIDUAL SCORE MODELS
An individual score model as described above outputs a dis-
crete score for each utterance and rater. MOS is often used
as the mean aggregated over utterances, or a collection of
utterances within a certain test condition. Given an individual
rater’s score probability p,(s|x), the true MOS over a set of
utterances X and raters R can be computed as

MOS(X, R) = E[s]|X, R]

- A L T ®

xeX reR seS

where s is the score in the set S = {1,2,3,4,5}. For
example, the utterance MOS uses X with a single element
(a single utterance), and the condition MOS uses X with all
the utterances in the condition.

pr(s|x) is an unknown quantity that must be estimated. In a
Bayesian model each posterior sample is a sample from the
joint distribution of all the parameters, so multiple samples
will produce different likelihoods for the same utterance and
rater pair. So in practice estimating p,(s|x) requires multiple
samples. One way to do this is to sample the model’s joint
distribution many times to obtain the probability by convert-
ing the histogram into a probability. However, since we are
interested in the expectation over X and R, the process can
be further reduced by simply taking the mean of the posterior
scores as the estimated MOS. In other words, although the
observed data ratings have each listener rate each utterance
once, in the posterior samples each listener ‘rates’ each utter-
ance hundreds or thousands of times, and the MOS can be
estimated by taking the average of all samples.

IV. EXPERIMENTS
In this section, an appropriate dataset is analyzed, and exper-
iments that use proposed models are presented.

A. DATASET

The ITU-T P. Supplement 23 dataset (experiments 1 and 3)
is well-suited for this experiment. It is conducted across four
different languages and laboratories with all listeners being
native speakers of the language used in the utterance. Addi-
tionally, the recording conditions, and the signal processing
chain including the pre- and post-processing of the signals
are well-documented, and each lab conforms to the shared
procedures. Lastly, all of the labs in a given experiment
tested the same conditions (e.g. street noise at 6dB SNR),
so the results between the labs should be comparable. These
properties of the dataset enable this experiment to measure the
effect of language. There are 24 listeners in each experiment
and laboratory combination, and each listener rates many
utterances, with the order of presentation randomized accord-
ing to 4 different randomization patterns. All of the data for
individual raters is recorded in the dataset (i.e., the data is not
aggregated into MOS).
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FIGURE 3. Distribution of individual rater scores in the ITU P

Supp. 23 dataset for different languages. Each laboratory conducted the
experiment under the same conditions in the native language. ‘BNR' is
Bell Northern Research in Ottawa and uses English.

1) ANALYSIS OF DISTRIBUTIONS BY LANGUAGE

In the P. Supplement 23 dataset, experiment 1 tests the per-
formance of low bitrate codecs with transmission standards.
Experiment 3 tests the effects of channel degradations. It may
be useful to consider the distribution of the observed data for
both of these experiments.

Figure 3 compares the observed distribution of each rating
between labs and experiments. There are remarkable differ-
ences between the different languages. Japanese raters tend
to rate with very few ‘fives’, and many ‘ones’. French raters
are the opposite, being the least likely to rate as ‘ones’, and
the most likely to rate ‘fives’. It is expected that the content
of the experiment affects the distribution of scores. So while
it is expected that the score distributions within a language
change in different experiments, it is interesting to note that
the distribution preserves some properties, such as the relative
biases of the languages.

2) ANALYSIS OF INDIVIDUAL RATER DISTRIBUTIONS
Looking at the individual rater distributions within each lan-
guage naturally contains all of the information to describe
the distribution of the language, since the language data is
simply the set of all raters of the language. But it also contains
some additional information pertaining to each individual
rater’s tendencies that is not in the language information
alone. In figure 4 it can be seen that there are language-level
biases, and within a language that there are individual rater
biases. So it appears to be reasonable to construct a model
that captures both language and rater information.
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B. MODEL SPECIFICATION

Several models are considered to show the effects of differ-
ent predictors. These models and the features they use are
described in table 1. The most basic model ‘Baseline’, uses
no predictors (i.e. no input features) to predict a score. This
model will obviously not be able to predict the scores of
individual listeners or utterances accurately, but it should be
able to model the overall distribution of the input. It serves
both as a control that other models can be compared against,
as well as to test whether the distribution of observed ratings
has a dispersion that is captured by an ordered categorical
model with the provided priors.

The most complicated model ‘LangRaterNSIM’ is the one
that uses the features described in III-E that we expect to con-
tain information about the outcome score. More specifically,
the predictors are listener and language identifiers (indices)
along with a scalar NSIM predictor that indicates signal
similarity between the original reference and the degraded
utterance that the rater has scored. Additionally, a model
called ‘Order’ with a single predictor uses the logarithm of
the presentation order of the utterance to predict the score.

TABLE 1. Models and predictors.

Predictors
Name || Language | Rater | NSIM | Order
Baseline
Order v
Lang v
LangRater v v
NSIM v
LangNSIM v v
LangRaterNSIM v v v
RaterNSIM v v

Additionally, we fit two models (NSIMMOS and
LangNSIMMOS) that have the same predictors as NIM and
LangNSIM, but are fit to pre-aggregated utterance MOS
data directly instead of using individual rater score, and a
truncated normal model (LangRaterNSIMTrunc) that has the
same predictors as LangRaterNSIM. All models that do not
end with either ‘MOS’ or “Trunc’ are ordered logistic models.

C. MOS RESULTS

We use the method described in section III-F to estimate
MOS for each utterance, condition, and lab-specific condi-
tion. Table 2 shows the error and correlation coefficients
for each model for three types of aggregation. The most
common of these in the literature is aggregation by condi-
tion, which generally produces the lowest error and highest
correlation, followed by aggregation by utterance, which pro-
duces a higher error due to the smaller number of samples.
To better understand the effects of language, an aggregation
by condition within each language is also presented. The
models that add language predictors have a relatively large
improvement for the aggregation by language and condition
(0.562 vs 0.464 RMSE for NSIM vs LangNSIM), and the
differentiation of language is evident in figure 7. Addition-
ally, figure 6 visualizes the predictions in joint plots with the
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FIGURE 4. Distribution of scores for each of the 24 raters in the ITU P
Supp. 23 dataset for Japanese and French amongst the two different
experiments. Japanese and French raters are the most different from each
other in that they tend to rate low and high respectively. The distributions
are different enough to be visually apparent, but have enough variance
that there is overlap - the highest rating Japanese rater tends to rate
higher than the lowest rating French rater.

ground truth MOS at the utterance level, where the language
effect is also evident.

The ‘Baseline’ model has no predictors at all and its MOS
predictions naturally converge on the MOS over all utter-
ances, which is a value just below 3.0. The distribution of the
unaggregated individual score predictions matches the input
distribution well. This can be seen in figure 5.

For comparison purposes ViSQOL exponential and PESQ
are added as anchors that should align with the Bayesian
NSIM model, as they are models that map a single dimen-
sion of physical similarity (e.g. mean similarity across all
frequency bands and time) to quality that is analogous to
the NSIM predictor used by the Bayesian models. POLQA
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is added as a state of the art model that is known to per-
form especially well on this dataset. The Bayesian NSIM
model performs on par or slightly better for RMSE than
PESQ and ViSQOL exponential [7], indicating that it makes
reasonable usage of the information in the signal predictor.
It is worth noting that PESQ has a relatively high correlation
for the condition aggregated cases even when its error is
higher. As mentioned earlier, the purpose of this study is not
to compare a simple Bayesian model with state of the art
models that have complex predictors (e.g. multi-dimensional
predictors with similarity for multiple frequency bands), but
to exploit the simplicity of the Bayesian model to test the
marginal benefit of adding language features on top of signal
features. For this reason the POLQA scores are not directly
comparable, and it is not surprising to see that POLQA has
lower RMSE across the board.

D. MODEL VALIDATION AND COMPARISON
Model design, validation, and comparison of Bayesian mod-
els goes beyond looking at error and correlation. It involves
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an interactive process that is facilitated with prior predictive
checks, posterior predictive checks, and verification that the
posterior samples are useful. For example, inspecting the
posterior samples against the observed appears to be reason-
able at the global outcome level in figure 8a. These posterior
samples can also be used to create a measure of uncertainty
if the models are reasonably calibrated by confirming that
for a certain quantile, approximately that many samples are
underestimates (e.g. the median quantile should have half
of the posterior estimates above the observed median.) The
estimates at the global and language level appear to be rea-
sonably calibrated, but this is not so for all individual raters,
so the uncertainty should only be useful when aggregating
over utterances, as is the practice with MOS.

Bayesian models are typically fit on the entire dataset,
unlike deep learning models that split the data into a train and
a test set. There are several reasons for this. Bayesian models
are always probabilistic models, and other metrics that rely
on this property can be used to check that the model is not
invalid and that it is able to predict out of sample data, such
LPPD, PSIS, WAIC, 7, and visual inspection of the chains and
the posterior predictive distribution. It is common to compute
estimates of ‘leave one out’ cross-validation (LOOCYV) to
check for out of sample predictive accuracy without dividing
the dataset into train and test splits. PSIS and WAIC are pop-
ular estimates for this purpose. These metrics also measure
predictive power, i.e. how accurately it will predict an out of
sample observation.

Since some of the models in this experiment have different
outcomes (i.e. MOS models versus individual score models),
not all models are suitable for relative comparisons of WAIC
and PSIS. For select models where the comparison is sensible,
table 3 shows the values for WAIC and PSIS, which converge
on the same values within a decimal point. Here, higher
values indicate more accurate out of sample predictions. The
ranking matches the original models RMSE rankings. If the
two models have the same predictive power the model with
a language predictor is preferable to allow for predicting
language effects.

The statistical significance of these results should be dis-
cussed. ITU-T Rec. P. 1401 [33] provides statistical tests
for comparing the significance of model differences in
RMSE. Under these tests, the RMSE difference is signifi-
cant between ‘Baseline’ and ‘Lang’ (p = .0395), between
‘Lang’ and ‘NSIM’(p = 8.01e-8), and between ‘NSIM’ and
‘LangNSIM’(p = 2.58e-5), but not between ‘LangNSIM’,
and ‘LangRaterNSIM’ (p = 0.254). This is more evidence in
favor of language being a useful predictor on top of a signal
predictor like NSIM, and that rater information may be useful,
but not significant under this test. However, the significance
of predictive power can also be looked at on the outcome scale
of individual rater scores instead of aggregating the raters into
a single value. For this purpose, the PSIS/WAIC analysis also
provides the function of a statistical test for the significance of
the out of sample predictive performance. It is also important
to point out the relatively small standard errors in table 3
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TABLE 2. Model comparison.

Utterance Language+Condition Condition
Name | RMSE | Pearson | Spearman | RMSE | Pearson | Spearman | RMSE | Pearson | Spearman

Baseline 0.829 0.043 0.035 0.778 0.106 0.090 0.705 0.151 0.123

Order 0.829 -.0326 -0.033 0.779 -0.029 -0.035 0.706 -0.039 -0.033

Lang 0.790 0.303 0.295 0.734 0.333 0.321 0.707 -0.050 -0.023

LangRater 0.785 0.321 0.319 0.729 0.362 0.351 0.704 0.105 0.136

NSIM 0.684 0.568 0.551 0.562 0.717 0.700 0.431 0.858 0.856

NSIMMOS 0.681 0.570 0.554 0.560 0.712 0.699 0.427 0.858 0.856

LangNSIMMOS 0.613 0.674 0.664 0.457 0.821 0.812 0.404 0.850 0.840

LangNSIM 0.612 0.670 0.659 0.464 0.822 0.813 0.415 0.851 0.843

RaterNSIM 0.603 0.687 0.678 0.446 0.840 0.839 0.407 0.861 0.853

LangRaterNSIMTrunc 0.603 0.686 0.677 0.444 0.839 0.836 0.405 0.858 0.859

LangRaterNSIM 0.601 0.689 0.679 0.446 0.839 0.837 0.409 0.859 0.852

ViSQOL Exponential 0.740 0.498 0.488 0.652 0.685 0.676 0.562 0.838 0.836

PESQ 0.665 0.771 0.760 0.607 0.809 0.804 0.486 0.910 0.935

POLQA SWB 0.524 0.783 0.756 0.430 0.837 0.808 0.182 0.970 0.972

TABLE 3. Predictive power and significance. V. DISCUSSION
Name | WAIC/PSIS(LOO-CV) | Standard Error A. EFFECT OF LANGUAGE AND RATERS ON OPINION
Baseline -48109 74.30 SCORES

NLSZ}%% 32(2)51;; gég? In table 2 it can be seen that adding language predictors
LangNSIM 43717 97.56 improved RMSE over a baseline model with no predictors
RaterNSIM -40487 110.07 (from 0.829 to 0.790) and correlation (from 0.043 to 0.303).
LangRaterNSIM ~40485 110.49 Adding rater information improves it further. Furthermore,

due to the large amount of data. This shows that most of the
models do not overlap within three standard errors, and that
there is a real benefit to predictive power from including each
of the features in this order. The exception is the overlapping
LangRaterNSIM and LangRaterNSIM, which is expected
due to the rater data fully containing the language data.

Another difference from deep learning is that in Bayesian
models, there are fewer parameters which make overfitting
less of a risk, and models that have too many parameters are
often non-identifiable (which would fail the 7 test, or would
be so specific as to not be useful (e.g. a separate model for
each observation). The hyperparameters of a Bayesian model
are the distribution parameters of the root level priors, and
these are typically set at model creation time, or interactively,
by looking at the prior predictive distribution (which does not
involve the data). Some of the more accurate models in this
experiment have very few parameters (LangNSIM only has
10 parameters: 4 for the cutpoints, 4 for the language offsets,
and 2 for NSIM slope and intercept).

The models were fitted using Hamiltonian Monte
Carlo (HMC) which efficiently samples the posterior distri-
bution with a No-U-Turn sampler [34] using the TensorFlow
Probability framework [35]. Multiple chains are used in
HMC, and the typical check of involves visual inspection of
the chains as well as verifying that 7 values are reasonable
(i.e. near 1.0) to check that the chains converge and do not get
stuck on some values, which would indicate that the posterior
was not well-explored. For the models studied in this paper
these checks have passed, and the posterior distributions of
the parameters and their chains appear healthy as shown for
the LangRaterNSIM model in figure 9.
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the improvement when adding language and rater information
is still significant on models that have signal level predictors
(from 0.684 to 0.601 RMSE, 0.568 to 0.689 Pearson), which
indicates that coarse signal predictors (of the type used in
typical MOS estimation tools) cannot tell the full story about
opinion scores. This is consistent with the observed opinion
scores grouped by language in the data that compare the same
degradations in figure 3.

The findings of this study show that a correlation between
language and score exists, which agrees with previous work,
but also shows the increase in modeling power when includ-
ing language as a predictor. It has not been concluded
whether the differences in scores between languages are cul-
tural responses or related to perceptual quality. The causes
behind the bias are related to general item response the-
ory and psychology, and requires more complicated experi-
ments such as cross language studies with bilingual listeners
to resolve, as well as studies that consider ratings that
are completely unrelated to speech quality (e.g. restaurant
ratings).

For example, the finding of a lower bias in Japanese scores
does not reveal whether the ‘true’ quality of Japanese speech
is lower, or that Japanese raters tend to rate a given quality
lower than other raters. That question remains unanswerable
with the current study. It is plausible that the distribution
of phonemes in the language influences the score, just as
it is plausible that there is a culture to rate things lower.
In other words, the subjective test only measures the cat-
egorical ratings from 1 to 5, and how a different quality
level is mapped to these numbers is unobserved. However,
leaving the elusive unobserved ‘quality’ aside, it is possible
to infer equivalencies between scores for different languages
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FIGURE 6. Joint plots of per-utterance mean opinion scores for select
ordered logistic models. Because the LangRater model has no signal
predictor, it can only estimate language and rater means. The NSIM model
has only a signal-level predictor and is not able to capture the differences
in languages. LangRaterNSIM with signal, language and rater predictors
improve on the NSIM model differing modes of each lab, showing the
marginal improvement over NSIM.

and signals. For example, for a certain kind of degradation,
the expected Italian score is X, and for Canadians it is Y.
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FIGURE 7. Joint plots of per-language-and-condition mean opinion
scores for select ordered logistic models. Aggregating over conditions,
which are a larger group than utterances, reduces the error and increases
the correlation. The effect of language and rater can still be seen in the
marginal distributions as in figure 6.

This does suggest that opinion scores should not be com-
pared absolutely between different languages. The ITU-T
specifications for P.800 listening tests [2] also gives strict
recommendations for comparing MOS that excludes the
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FIGURE 8. Posterior samples from the LangRaterNSIM ordered logistic model compared to the observed scores for the
overall data and different subgroups. The posterior overlaps well for the global (a) and language group (b), and reasonably
for (c). The individual rater B (d) is an imperfect fit, presumably because the model uses shared cutpoints for all raters and is
not able to increase the mean without increasing the likelihood of the ‘5’ score.

cross-language case. It should be noted that while the
model that was fit in this study has the ability to answer
cross-language counterfactual questions such as ‘what score
would an Italian rater assign to this English utterance?’.
However, there are zero occurrences of cross-language rat-
ings in the particular dataset used in our experiments,
so it should only be used with the due amount of
apprehension.

Both individual rater models and MOS models can be
made language aware, as has been done in the experiment.
The findings with improved accuracy for language based
models suggest that language predictors should be added
to a scoring model, unless there is only a single language
present in the data, and the model will never be used to
predict scores for other languages. Since language is being
used here as a proxy for culture, it may be useful to include
other cultural covariates such as region and year if there is
variation within languages in the data. To test the hypotheses
of this experiment it was sufficient to use one laboratory
per language at a single point in time. This also means that
the resultant models may not generalize to other popula-
tions within the same language. As mentioned previously,
the purpose of this paper is not to obtain the most generally
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useful and most accurate model, but to answer the questions
about the effect of language and raters in opinion score
data.

The RaterNSIM model performed similarly to the
LangRaterNSIM, which has additional parameters for lan-
guage. This is consistent with the causal model DAG given
in figure 1, because the individual rater blocks the path
between language and score, so score and language are con-
ditionally independent given the rater information. However,
the advantage of the model with language parameters is that it
is straightforward to simulate or answer counterfactual ques-
tions about new raters in the same language or to ‘translate’
raters into other languages.

B. INDIVIDUAL SCORE VERSUS MOS MODELS

For the purposes of this paper, we are only concerned with
identifying the distribution of each rater’s scores with a model
that is given information about each rater, by also fitting
a distribution of raters. Having fit such a model, it is then
possible to predict the behavior of each rater with a higher
accuracy. Two types of individual rater models were consid-
ered: the ordered logistic model and the truncated normal
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model. The truncated normal model achieved a lower error,
presumably because in the truncated normal, the variance
and mean are modeled as parameters for each rater, but in
the ordered logistic model this is not the case because of
the cutpoint formulation (only a logit offset, or ‘location’
parameter is modeled at the individual level). The ordered
logistic distribution may still be useful, depending on the
application. For example, unlike the truncated normal distri-
bution, the ordered logistic distribution captures the discrete
nature of categorical opinion scores, which may be desir-
able if the goal is to generate simulated data for individual
raters.

The experiment compared models fit to MOS data as
well as individual rater data. The experiments found that
individual rater models are able to match and exceed the
accuracy of MOS models because of the extra information
they have, although the difference is not very large (.613 vs
.601 utterance RMSE). The variance of individual raters is
an important piece of information that is discarded in most
MOS models, but is accounted for in individual rater models.
Additionally, the bias or expected rating for individual raters
is discarded by MOS models. This means that the MOS model
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will spuriously attribute individual rater bias to other predic-
tors, increasing the error, although for this experiment it was
not significant (the MOS models performed similarly to the
individual rater models). For example, suppose there are two
utterances of equivalent quality, and a rater that consistently
gives low scores. If the rater rates the first utterance, but does
not rate the other, it should be expected that the MOS for
the first utterance will be lower than the second. The MOS
model, which does not have access to individual rater infor-
mation, will not be able to recognize that the first utterance’s
lower score is due to the pessimistic rater’s presence and will
instead will attribute it to the signal predictors, or produce a
wider uncertainty on all utterances of this quality. In contrast,
the individual score model will handle this case by attributing
the difference in scores to the pessimistic rater.

If a distribution of the individual rater is modeled,
the model can answer questions that a MOS model cannot,
such as ‘what would the median rater score this utterance?’.
Depending on the application, the median rater’s expected
score may be desirable over the MOS because the overall
variance will be reduced. The individual rater model can be
used to post-screen outliers even after being fit on them by
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sampling raters from a truncated distribution that excludes the
extreme values (e.g. raters within the 5 to 95 percentile).
The drawbacks of the individual score model must be
considered. To compute a mean score with an individual score
model, multiple samples must be taken and aggregated. This
aggregation has computational cost, but the time it takes is
relatively quick compared to the time it takes to fit a model.
Lastly, this experiment was concerned with speech data,
but the findings may be relevant to non-speech audio as
well. The causal DAG in figure 1 proposes that culture and
language of the rater, which is independent of the content of
the audio signal, affect scores. In this case the individual rater
model has the potential to become more valuable because a
given test signal may be more readily listened to by people
from different languages and cultures, especially with online
testing. An experiment to verify this would be prudent.

VI. CONCLUSION

This paper has shown that language-aware models provide
a significant improvement over models that do not consider
language, and that models of individual scores are able to
match and exceed MOS models (in all aspects other than com-
putational cost) while providing additional functionality. The
experimental results validate the theory for these arguments.

The findings were over a single dataset, ITU-T P. Sup-
plement 23, which was chosen because of the breadth of
data it contains and the thorough process used to create
it. However, the dataset is over 20 years old, and enough
time has passed that subjective quality may have changed.
Additionally, subjective tests are now conducted in a wider
variety of environments, such as crowd-sourced tests at home
conducted over the internet. It would be interesting future
work to re-evaluate the same data in new tests in the same
regions, to see how raters have changed since the creation of
the P. Supp 23 data was created.

Real world subjective test data does not often have equally
balanced experimental conditions over multiple languages as
P. Supp. 23 does. However, one of the strengths of individ-
ual score Bayesian models is that they are able to handle
unbalanced data (e.g. different numbers of listeners for each
utterance). In this case, since the utterance quality might be
different between languages, score comparisons between the
languages may not be useful to look at, but the improvement
in accuracy due to the language and rater metadata predictors
can be measured. Based on the current results, further studies
and applications for this type of data seem like a good next
step.

Lastly, the findings about language and individual scores
imply a causal model that should apply to non-Bayesian
models. For example, deep learning models of speech quality
could consider taking into account individual ratings and
language metadata in the feature set. Bayesian models are
relatively difficult to fit as the data or parameter size grows
to very large sizes (because typically the probabilities are
computed over all the data), while deep learning can use
mini-batches to handle virtually unlimited amounts of data.
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Given the recent advances in deep learning, it may be inter-
esting to evaluate a model with many input features including
language and individual rater score.
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