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ABSTRACT With the rise of LED (light-emitting diode)-based luminaires, artificial lighting has become a
technology platform, which, besides providing illumination, also provides communication and positioning
functionalities. Apart from this, most recently Visible Light Sensing (VLS), in which lighting is used for
sensing purposes, emerged as another embodiment of functionalities lighting could take over in the future.
Here we show that machine learning assisted VLS has promising potentials to become a meaningful enabler
for the Industrial Internet of Things. We show that the rotation of a robotic arm can be accurately monitored
by VLS simply by equipping the robotic arm with sequences of colored retroreflective foils. Moreover,
we show that the sensing task is compatible with a modulation of the light. This paths the way that sensing and
communication tasks can be performed in parallel with one and the same low-complexity infrastructure, that
apart from this also could take over the task of the obligatory room lighting. We demonstrate the capability of
the approach even if the overall illumination conditions change. Therewith, VLS accentuates as an alternative
option for industrial robot monitoring in combination with optical wireless communication.

INDEX TERMS Lighting, visible light communication, visible light sensing, machine learning,

Industry 4.0.

I. INTRODUCTION

With the invention of LED-based lighting [1]-[3], artificial
lighting has evolved from a simple provider of illumination
to a technology platform that, based on its ability of control-
ling light intensity and spectral power distribution, allows to
consider also non-visual effects of light, which can support
the physiological behavior of humans, plants or animals [4].
Other functionalities that gained more and more interest dur-
ing the last years rely on the use of artificial lighting for com-
munication and positioning tasks, commonly referred to as
Visible Light Communication (VLC) and Visible Light Posi-
tioning (VLP) [5]-[9]. VLC provides illumination and com-
munication at the same time [10] and takes advantage from
the possibility of LED-based luminaires to encode data into
light intensity modulations with frequencies that are beyond
the flicker perception level of humans [11]. A receiver, typi-
cally a photodiode, again records these modulations. Further-
more, VLC distinguishes by a high bandwidth, immunity to
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Radio frequency (RF)-based interferences and its low latency.
VLP has also promising capabilities, which can be used for
indoor positioning, where systems like the Global Positioning
System (GPS) are less effective. Different techniques, such
as Triangulation, Fingerprinting, Angle of Arrival and so on,
can be used to determine the position of a receiving object
accurately [12].

Most recently, another functionality, which uses the same
infrastructure as VLC and VLP, gained notable momentum:
(backscattered) visible light sensing (VLS) [13]. VLS relies
on the analysis of the reflected light from an object or a sur-
face. To extend the potentials of VLS, these surfaces can be
coated with codes, this means sequences of surface areas with
different reflectivity values or different colors. This supports
the identification of an object, its position or a movement
of the object [14], [15]. Applications of VLS range from
presence detection [16], pose detection [17] occupancy esti-
mation [18], and hand gesture recognition [19], [20] to vital
sign monitoring [21]. Especially in scenarios in which human
beings are involved, VLS has the advantage that it does
not cause privacy concerns. Moreover, the implementation
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of VLS does not necessitate notable effort since it can be
easily integrated into the obligatory lighting infrastructure.

The concepts of VLC [22] and VLP [23] still have found
their ways into considerations to support the needs of Industry
4.0 and the Industrial Internet of Things (IloT) [24]-[28]. For
instance, the large number of devices that have to be con-
trolled and coordinated in IIoT, pose some problems for RF
wireless communication, in particular problems with interfer-
ence and spectrum limitations [25]. Because of the progress
of VLC in the last years, the International Telecommunication
Union has identified it as a mature technology for offloading
the RF spectrum [29].

In the following, we demonstrate the promising role VLS
could play in future IIoT applications in addition to VLC by
discussing its ability to determine the rotation of a robotic
arm on the base of machine learning (ML) approaches.
We name this combination of machine learning and VLS as
machine learning assisted VLS. The corresponding experi-
mental set-up is shown in Figure 1.

VLS unit 2.0 -

100 cm

Robotic Arm

™~

Retro-reflective foils

FIGURE 1. Overall sketch of the experimental set-up.

An LED mounted on a printed circuit board (PCB), which
is a part of the VLS unit 2.0 (see later), illuminates a
robotic arm. The robotic arm is equipped with a sequence of
three or more retroreflective foils of different colors. Eight
colored retroreflective foils named 3M_Red, 3M_Green,
3M_Blue, 3M_Yellow, 3M_White, Ora_Red, Ora_Yellow
and Ora_White are used for this study [30], [31]. The abbre-
viations Ora and 3M in the foil names refer to their manufac-
turers, 3M and Orafol respectively. Some portion of the light
that is reflected from these foils impinges on a photodiode
that is also mounted on the same PCB, nearby the LED.

In addition, we demonstrate that the light used for illu-
minating the robotic arm for sensing purposes can also be
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modulated in parallel. This means that such an approach has
the potential to communicate with the robotic arm by VLC
and in parallel sense its motion by VLS, using the same
infrastructure.

Such a system would have tremendous potential in indus-
trial environment applications where robotic arms are very
frequently used. In our work, we will show that our proposed
solution can overcome some of the problems on the horizon
for IIoT applications by establishing a system, where no
active sensors on the robotic arm for motion detection and
control are necessary. Furthermore, we will show that by
combining the VLS task of sensing the rotation of the robotic
arm with the functionality of data transmission by the means
of VLC, an RF-free infrastructure is introduced, which allows
to avoid the before mentioned problems with interferences
and spectrum limitations predicted for RF communication in
future. We will additionally show that with machine learning
assisted VLS, a system that requires only minimal training
effort for the ML model generation can be established, that
facilitates high accuracies in the determination of the rotation
of the robotic arm. With the experimental data presented in
this work we will demonstrate that our solution approach is
also resilient against environmental changes (e.g. additional
ambient light) to a notable extend, without the need for
repeating the training phase.

Il. SOLUTION APPROACH

In many applications, such as activity recognition, localiza-
tion or movement detection, machine learning (ML) algo-
rithms are nowadays widely used [32].

Key factors that determine the achievable results as well
as the overall complexity are the feature selection and the
amount and quality of the required training data. In this
regard, a “feature” means a measureable value of a situation
or an event, e.g. sensor readings or calculated values based on
sensor readings.

The term ‘‘training data” describes an aggregation of
such features that are used to generate a model of the
underlying scenario. The established model predicts the out-
come in case that new and unknown data are added to the
model. Supervised learning algorithms, which are a subset
within the broad range of available ML algorithms, generally
yield good results [33], whilst rendering low computational
complexity.

In the field of supervised learning algorithms, decision tree
algorithms are a suitable choice for implementations in the
industrial area, because their structure favors a direct imple-
mentation in source codes. Since modeling of the training
data is a difficult and time-consuming task, the way in which
the training data are generated is one of the key aspects in
applying ML for movement detection.

One approach for modeling movements in the training data
would be to apply time-domain and/or frequency domain
methods to generate features that map out the character-
istics of the respective movements. In [34], it is shown
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how different activities such as walking, sit-to-stand, etc.,
performed by a human being and measured with Inertial Mea-
surement Unit (IMU) sensors can be detected with such time-
and/or frequency domain methods. When applying such an
approach, the generation of the training data is a complex task
since every variation of the scenario, such as different walking
speeds, etc., has to be trained separately in order to generate
a meaningful training phase. Conferred to our scenario at
hand, which is the detection of the rotation of a robotic arm
equipped with retroreflective foils of different size and color
configurations, this would lead to the very time-consuming
task of training all potential scenarios for all applicable
speeds and all directions (clockwise/counterclockwise) of
potential robotic arm rotations. Substituting for example only
one foil of the sequence would result in the necessity to redo
the complete training procedure again.

Our solution approach in this regard is based on the theo-
rem that, although a movement occurs, during the movement,
phases for which only one foil is reflecting the light back to
the VLS unit 2.0 can be determined. When only one foil is
reflecting the light back, we reason that this foil can be deter-
mined accurately based on the spectral composition of the
light impinging on the photodiode. It is clear that during the
movement for a certain time-period multiple foils will reflect
light back to the VLS unit 2.0 and therefore the impinging
light will be a mixture of the reflections from multiple foils.
We name such a time-period during which light from multiple
foils is reflected toward the photodiode a transition period.
This leads to the second theorem of our approach, that these
transition periods, although unavoidable, can be filtered out
and consequently the resulting sequence of detected foils is a
series of phases in which only one foil is reflecting the light
back to the VLS unit 2.0.

With these assumptions, we infer that the training effort
will be minimal since we do not train with respect to time-
dependent data, but merely with respect to the reflected light,
which is a similar approach to the one we presented in [35].
Due to the fact, that there is no time-dependency in the
training data, we can infer the following:

« The sequences of the foils placed on the robotic arm will
not deteriorate the results

o The detection of the foils will not depend on the speed
of the movement.

e The direction of the movement (clockwise/
counterclockwise) will not affect the achievable results.

In the following, we will show the applicability of our
approach for various scenarios, such as differently colored
foils placed on the robotic arm, a varying number of foils,
diverse rotational speed values as well as the resilience of
our system against ambient light and a tilt of the robotic arm.
Finally, we will also show that the incorporation of a modu-
lation of the light source in order to enable VLC in parallel
does not interfere with the task of the rotation detection and
its accuracy. A graphical overview of the proposed solution
approach and its integral parts is given in Figure 2.
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FIGURE 2. Overview of proposed solution approach.

Il. VLS UNIT 2.0

An industrial environment poses several challenges for appli-
cations in the domains of VLS and VLC. For the design of
such systems, aspects such as robustness, size, low main-
tenance effort, low-complexity and low-cost for both hard-
ware and software as well as the necessary installation effort
regarding supply voltages, backend communication, etc.,
must be taken into account. Furthermore, aspects to guarantee
precise synchronization between multiple of such nodes must
be also considered already in the design phase. Considering
all these requirements, a VLS unit 2.0, which is an enhance-
ment of the VLS unit discussed in [35], was designed to fulfill
these challenging requirements.

The VLS unit 2.0 consists of two main components,
an Ultra96-V2 board of the vendor AVNET Inc. [36] and a
self-developed PCB establishing an optimized analog fron-
tend as well as the Analog to Digital conversion stage. This
self-developed PCB design is named PCB board in the fol-
lowing. A detailed description of this analog frontend is given
in sections A and B of this chapter.

The chosen Ultra96-V2 board relies on an Arm-based,
Xilinx Zynq UltraScale+™ MPSoC processing unit. This
development board has a small form factor (85 mm x 54 mm)
and offers multiple built-in communication interfaces (WiFi,
USB, Ethernet etc.) amongst other functionalities, for further
details please see [37]. The main advantage of utilizing an
MPSoC platform is that whilst all time-critical aspects of the
system, such as Analog-to-Digital converter (ADC) control,
etc., can be implemented in the FPGA part of the process-
ing unit, all functionalities with lower time-dependency can
be implemented in the System-on-a-chip (SoC) part. In the
SoC part, all the advantages of having the possibility of
using higher-level programming languages (e.g. C) as well as
higher-level access to the peripherals can be exploited. The
possibility of assigning certain tasks to the two parts of the
processing unit is a huge benefit of the system, whilst keeping
the software implementation effort small.

Our in-house developed analog frontend (PCB board),
which is directly attachable to the Ultra96-V2 board as
a piggyback extension, contains two main subsystems
(see A. and B.) along with other subsidiary parts, such
as power rail regulator units, level translators for the LED
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driver, an I2C temperature sensor and a MEMS based
high-performance 3-axis digital accelerometer, respectively a
3-axis digital gyroscope inertial sensor module. Although, for
example, the inertial sensor module is not used in this work,
we already can point out that the design is capable of enabling
future works also for other VLS application scenarios.

A. TRANSMITTER SUBSYSTEM (LED DRIVER)

The transmitter module is build-up of a CREE RGBW MCE
LED [38] and a GaN based LED driver circuit. The LED
consists of four separate dies (for Red, Green, Blue and
White), which can be controlled individually. For the mod-
ulation of the individual LED dies, the EPC2040 GaN power
transistor was chosen [39]. This transistor has a small form
factor and can handle a high current at high switching fre-
quencies. To control this FET, the LMG1020 GaN low-side
gate driver [40] was selected, since it can source and sink
a large amount of current to the gate of the FET, which
is a requirement for fast rise and fall times at high-speed
LED current modulations. The gate driver works with a 5 V
logic level. Since the Ultra96-V2 board can only provide a
3.3 V level, an additional voltage level translator was used for
conversion. The driver design was done in such a way, that
each die can carry 350 mA individually. A current limiting
resistor was used to keep the LED current of each die at a
maximum of 350 mA. All resistors were chosen with proper
wattage class rating to carry 350 mA of current without any
thermal issue. An extra heatsink is attached to these resis-
tors to provide a proper thermal design. The input stage of
the logic level translator is connected to dedicated General-
Purpose Inputs/Outputs (GPIOs) of the Ultra96-V2 board.
One channel of the GaN based LED driver module is shown
in Figure 3. The GPIOs are part of the FPGA and can be
easily controlled via the ARM Cortex of the Xilinx MPSoC.
The PCB footprint of the LED was done in such a way,
that proper heat dissipation, with a standard heat sink on the
bottom side of the PCB, is possible. A temperature sensor was
placed close to the LED to monitor the thermal performance
of the PCB design. The thermal behavior can be changed with
a controllable fan at the heatsink, regulated by a software
implemented PID unit.

B. RECEIVER SUBSYSTEM

The receiver module is based on a Kingbright APS5130PD7C-
P22 RGB color sensor [41], consisting of a 3-Channel/1Chip
(R, G, B) Si photodiode. Each photodiode of this color sensor
has its own individual amplifier and data-sampling channel.
The weak photocurrents generated by the photodiodes are
amplified via transimpedance amplifiers (TIA). LTC6268-
10 op-amps [42] from Linear Technology Cooperation were
used as transimpedance amplifiers, since this op-amp has
very low parasitic capacitance, very low bias current, and a
high bandwidth of up to 4 GHz, which enables high switching
frequencies. Dark current compensation has been imple-
mented using a second identical color sensor, connected to the
respective non-inverting inputs of the operational amplifiers.
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This second color sensor is covered with a black tape, so that
no light impinges at the active area and only dark current
is generated. Thus, the offset voltage caused by the dark
current of the regular circuit will be cancelled out at the
transimpedance amplifier output. The second color sensor
is placed right below the main color sensor on the bottom
side of the PCB. With this, the lengths of the tracks and
the temperatures at the photodiodes are almost the same,
which causes them to generate the same dark current and thus
helps in canceling out any kind of offset respectively noise
at the outputs of the transimpedance amplifiers. Due to the
internal build-up of the RGB photodiodes, the outputs of the
transimpedance amplifiers are negative and in the range of
GND to negative supply (V-) of the op-amp supply voltage.

Extra stages of op-amps are required for inverting the sig-
nal back and converting it to a differential one. One stage of
the LTC6229 dual op-amp [43] from Analog Devices is used
to invert the output signal of the transimpedance amplifier
via an inverting amplifier circuit, and pre-amplifies the signal
itself. The next op-amp stage, with the same type of op-
amps, is used for single-ended to differential conversion of
the signal. This op-amp stage, along with a low pass filter, acts
as the input driver of the ADC. In Figure 4, the RC low pass
filter right before the ADC inputs, along with the complete
ADC driver circuit including the transimpedance amplifier of
a single channel, is shown.

Each of the three channels was build up in the same way.
The ADC used in this circuit is the LTC2387-16 from Lin-
ear Technology Cooperation [44] and has analog differential
inputs. This ADC has a common-mode output voltage of
nominal 2.048 V to set the common-mode of the analog
inputs. This common-mode voltage is buffered via the free
and unused op-amp of the first LTC6229 op-amp stage. The
complete analog ADC design was done in such a way that
an analog pulse-switching rate of 100 kHz and data sampling
rate of 1 MHz can be achieved.

Communication between the Ultra96-V2 board and the
ADCs of the VLS unit 2.0 is done via LVDS signals at
100-ohm differential transmission lines. Positive and nega-
tive 5 V rails are provided to the VLS unit 2.0 for smooth
operation. Positive and negative 2.5 V rails, needed for
the transimpedance amplifiers, are provided from the low
noise low dropout linear regulators circuitry included in the
PCB design. A 3.3 V power rail, needed for the tempera-
ture and the inertial sensors, is obtained directly from the
Ultra96-V2 board.

There is also the possibility of powering the entire VLS unit
2.0 from the Ultra96-V2 board via the onboard connectors,
but an additional external 5 V supply is needed to power the
LEDs and the driver circuit. The raw PCB was manufactured
by Wuerth Electronics and the component assembly was done
by Astron Electronics Gmbh. A housing for the PCB was
fabricated using an in-house 3D printer. It includes holes for
fixation to easily mount the complete unit on an aluminum
construction, build-up for the experiments. Figure 5 shows
the 3D model of the complete VLS unit 2.0 with the 3D

VOLUME 9, 2021



K. Madane et al.: Machine Learning Assisted VLS of the Rotation of a Robotic Arm

IEEE Access

PWR_LED_5V _~<
f=1
. 7
a
-
JEZ c3
1uF, 16V "TI00nF, 25V
|| C4
— — 1 [10pF, 50V
GND GND
R12
ERJ2RKF1 002X<:R 11 ERJ—ivG'EJ 100X
1 Ul TP2 l
C5
z Al | vpp OUTH gg RI3 F Ml ==
PWM Red 1 OUTL = 7§ JGaNFET - opF, 50V
[ PWM_Input € S N+ . ERJ-2GEJ100X ]
——{ IN- GND '
C6 LMG1020YFFR ||1C7 ERJ-2GEJ100X
—_— 10pE. 50V AN
10nF,]25v 1 [10pF, 50 T
<
b
GND GND GND GND
FIGURE 3. Single channel GaN FET-based LED driver circuit.
i
PULSE(10n 500n 0 1n 1n21u 2u) ot
L R1
JO 500k
in
N|
>
L u1
- RS R10
5 andﬁ
. 100 25
//@zss-m e
n R3 82p
o~
X vemi—\/\—
> 400
R12
100
o i
% §
> > __C4
v4 V5 __82p
-2.5 2.048 R11

Vci

.tran 50u

FIGURE 4. ADC driver circuit including transimpedance amplifier.

printed housing. Please note that the Ultra96-V2 board is
attached on the bottom side and therefore not visible in the
3D model.

C. FPGA AND SOFTWARE IMPLEMENTATION

Our design approach of utilizing a processing unit that offers
an FPGA subsystem for time-critical functionalities along-
side a SoC part that supports higher level programming and
various easy to access interfaces as outlined before, is also
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reflected in the assignment of the implemented software to
these subsystems.

Most of the control software, such as for LED control,
timer implementation for time keeping, thermal control, and
decision tree processing is done with the ARM Cortex proces-
sor of the Xilinx MPSoC on the Ultra96-V2 Board. We like
to point out that in the initial set-up the LED is switched con-
tinuously on and therefore the control can be done by the SoC
part. Later we will show that in case that the LED is aimed
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FIGURE 5. 3D model of the VLS unit 2.0 with the 3D printed housing.

to be modulated, this control functionality can be transferred
to the FPGA in order to guarantee a precise time behavior.
The important peripherals to fetch the data from the ADC,
using LVDS signaling, are implemented on the FPGA. The
SoC side accesses the ADC data via an implemented AXI bus
interface. A shift register is implemented, which stores the
serial data from the ADC to a 16-bit AXI register. Each of the
three color channels has a separately implemented AXI bus.
Figure 6 shows a block diagram of the implemented software
components and their assignment to the FPGA respectively
the SoC parts, as well as the used interfaces.

PCB Board Zynq SoC (Ultra96-V2 Board)

Relative parameter SoC
calculation
Relative features
LED [« Driver GPIOs Decision tree |—|Foil
decision
FPGA
AXI
Dark current Register
compensation T
Data
Photodiod. N :
RGB  Lf Photodiod ADC (2O ADC control Timing
Photodiode amplification CLK control

FIGURE 6. Block diagram of the FPGA and SoC implementations and the
interfaces between the PCB board and the Ultra96-V2 board.

As shown in Figure 6, the established decision trees as well
as necessary calculations to create additional features for the
decision trees is done in the SoC part of the processing unit.
The process of feature selection and the generation of the
decision trees is described in detail in the next section.

IV. FEATURE SELECTION AND DECISION TREE
GENERATION

For every machine learning approach the process of feature
selection is one of the most crucial tasks. The most straight-
forward approach in selecting the features to describe a foil
is to use the raw values measured with the RGB photodiode
for the three color channels, Red, Green and Blue. This
means that when a certain foil reflects the light, the RGB
photodiode yields certain values. These values are affected
by (modifications of) the amount of light that impinges on the
foil, the size of the reflective area and the distance between the
foil and the VLS unit 2.0. Since we therefore anticipate that
utilizing these absolute numbers as features is problematic,
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we devised an approach where features representing relative
characteristics of the reflected light are used. By utilizing
relative features, we basically use the spectral composition of
the received reflections to characterize a foil instead of raw
values. The devised relative features are given in Table 1.

With this easy to calculate relative parameters it is possible
to delineate the impinging light without having to rely on
absolute numbers. The calculation of the relative features is
done in the SoC part of the processing unit. In the Experimen-
tal results chapter we will compare the achieved results for a
decision tree based on the raw values with the achieved results
for a decision tree based solely on the described relative
features.

TABLE 1. Relative parameters.

Relative parameter Calculation from raw values

Red_Green =Red - Green
Red Blue =Red - Blue
Green_Blue = Green - Blue
Div_Red_Green =Red + Green
Div_Red Blue =Red + Blue

Div_Green_Blue = Green + Blue

With these two sets of features established, we can generate
the decision trees that will perform the task of identifying
the foil that is currently reflecting the light towards the VLS
unit 2.0. These decision trees are generated using a machine
learning-based tool called Waikato Environment for Knowl-
edge Analysis (WEKA) [45]. For this, first, offline data of all
the foils are created. These data are stored in the form of a
CSV file, which contains all the raw values (raw features),
the computed relative features and the label resembling the
class needed for the supervised machine learning method of
decision trees. To create such a file, the following procedure
was undertaken.

First, a foil is placed around the cylindrical area of Joint
4 on the robotic arm. The foil placed on this arm now can
be rotated around its axis up to 350 degrees. The area used
on the robotic arm where the foil is attached has a width
of 5.1 cm while the circumference of the arm is 11 cm.
In order to form the training data for this foil the white die of
the LED is turned on, and the reflected light from this foil is
measured by the VLS unit 2.0 with 5 Hz sampling frequency.
As will be discussed later on, one of the advantages of our
approach, to not train with respect to time-dependent data, is
that the sampling rate utilized during the training phase can
differ from the utilized sampling rates during the experiments.
Therefore, we deliberately chose a different sample rate for
the training phase, compared to the experiments. To account
for imperfections of the used foils, the arm was rotated six
times and the measurements are repeated. Please note that
the measurements were recorded when the arm had reached a
standstill, to guarantee that only stable reflections are present.

Overall, by following this procedure for every utilized
foil, 2400 datasets (300 datasets per foil) were generated.
These datasets contain the raw values from the three ADC
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channels and the six relative parameters (Red-Green, Red-
Blue, Green-Blue, Red/Green, Red/Blue, Green/Blue). These
measurement results were printed on the terminal along with
the timestamp and the temperature of the LED lamp for
monitoring purposes. The 300 datasets of each foil were then
stored in a CSV file with the necessary class identifier, which
is the respective foil name. This was repeated for all eight
foils and the data were finally concatenated into a single file.
This file was then imported into the WEKA tool and
subsequently used to generate the decision trees. By a sim-
ple checkbox selection, the features to be used were set.
The first decision tree generated used only the raw value
based features, whilst the second one utilized the six relative
features described earlier. For both of the decision trees,
the J48 classifier was used in the WEKA tool. The generated
decision trees were stored in a text file. In Figure 7 and
Figure 8, the resulting decision trees for the raw features
and the relative features are visualized. It is important to
emphasize that this process is done only once for each of the
foils and does not require any repetition when further on the
area on the robotic arm is segmented into multiple foils.

Ora_White (300.0) ‘ | 3M_Yellow (300.0) ‘

3M_White (300.0) I

2 b soa
3M_Blue (300.0) | I 3M_Green (300.0) ‘ @

<= 5042 \> 5042

| 3M_Red (300.0) |

Ora_Yellow (300.0) |

FIGURE 7. Decision tree obtained for the raw features.

26 \> 3426
Ora_Yellow (2.0) | | Ora_White (7.0)

FIGURE 8. Decision tree obtained for the relative features.

The decision trees shown in Figure 7 and Figure 8 were
then translated into nested if-statements in C code, thus
showing that the implementation can be done in a very
straight-forward manner and requires only low technical
complexity and low time effort for the realization. As shown
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in the software/hardware block diagram (Figure 6) the deci-
sion trees are implemented in the SoC part of the processing
unit. For every measurement, the two trees outputted their
decisions, which foil “caused” the respective reflections.
This decision was then printed on a terminal window.

V. EXPERIMENTAL SET-UP

The measurement set-up established for our experiments
consists of the VLS unit 2.0 mounted on a fixed aluminum
construction and a Niryo One robotic arm, from the vendor
Niryo [46], placed at a fixed distance on the floor beneath
the VLS unit 2.0. Special care was taken that the construc-
tion holding the VLS unit 2.0 was reinforced properly and
remained immobile during the measurements. The height
distance between the VLS unit 2.0 and the area on the
robotic arm where the retroreflective foils were placed is 1 m.
An external power supply was used to power both elements of
this set-up. The set-up was assembled in one of our laboratory
rooms, where the shades can be closed completely to block
sunlight. In this laboratory room artificial lighting is supplied
by 4 luminaires (each holds 2 fluorescent tubes) placed on
the ceiling of the room. These luminaires were off during
the training and the tests described in chapter VII, except the
subchapter VII — I, where the influence of ambient light on
the system performance is discussed. The movement of the
robotic arm was controlled wirelessly by a Graphical User
Interface (GUI) provided by the manufacturer of the robotic
arm. The robotic arm has seven joints, out of which Joint ‘3’
and ‘4’ are relevant for our experiments. Joint ‘4’, where the
foils are placed, was used to rotate the arm up to 350 degrees
around its cylindrical axis. Joint ‘3’ was used to move the
arm up to 90 degrees in up and down directions, resulting in
a tilt of the reflective area with respect to the plane of the
VLS unit 2.0. A black mat was placed under the robotic arm
so that the reflections from the floor were minimized. The
walls of the laboratory room are painted with white color.
The whole set-up was built-up in a corner of the room with no
furniture or other objects in the vicinity of the experimental
set-up. Figure 9 shows a picture of the final set-up with the
main components labelled such as the VLS unit 2.0 and the
area on the robotic arm where the retroreflective foils were
placed.

A GPIO interface was used to interface between the robotic
arm and the VLS unit 2.0, which is a prerequisite in order
to process the results effectively. The GPIO signal level
was set to ‘1’ for performing a clockwise movement and
to ‘0’ for a counterclockwise movement. For the performed
measurements only the white die of the LED was turned
on, leaving the other three dies of the LED switched off.
The illuminance value at the surface of the reflective area
was ~265 lux, measured with a handheld MK350S PRE-
MIUM spectrometer. The temperature of the LED was reg-
ulated actively by controlling the FAN PWM mounted on
the heat sink of the LED. This was done by implementing
a proportional controller in the software that samples the
temperature sensor placed close to the LED at 5 Hz. The
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FIGURE 9. Experimental set-up.

set-point of this controller was set at 35 degrees centigrade,
but the actual temperature of the LED most probably was
higher than this value, since the temperature sensor is placed
5 mm away from the LED. The temperature regulation took
around 20 min to reach the stable temperature set-point, and
the observed temperatures after stabilization were oscillating
within 0.2 degrees from the set-point, which is sufficient to
guarantee an almost stable radiant flux from the LED. All the
measurements were recorded after temperature stabilization.

VI. MEASUREMENTS

With the generated decision trees (see Figure 7 and Figure 8),
based on either the raw values or the computed relative values,
the online phase in order to determine the respective foil
that faced upward, toward the VLS unit 2.0, was conducted.
As described above, the decision trees were implemented
in C and performed in the SoC part of the Ultra96-V2 board.
The workflow of the measurements can be divided into two
independent actions performed by the robotic arm and the
VLS unit 2.0.

The robotic arm performed a 350° rotation in either clock-
wise or counterclockwise direction. As mentioned before,
in order to enable the determination if an achieved result
is correct or incorrect, the direction of the movement was
signaled to the VLS unit 2.0 via a GPIO pin. One 350°
rotation is considered as one run of a scenario.

Within the overall workflow, the ADC samples the light
impinging on the RGB photodiode after the TIA stages. The
acquired raw values were then transferred to the SoC part of
the board via the described AXI bus. The raw values were
subsequently used on the one hand to calculate the relative
parameters and on the other hand were directly supplied to
the decision tree utilizing the raw values. After the calculation
of the relative parameters, these were also supplied to their
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respective decision tree, utilizing the relative values as the
input. So, for each acquired sample the implemented decision
trees outputted which foil was facing upward toward the
VLS unit 2.0 as a classification result in each case. The two
classification results were then timestamped and displayed
on a terminal window along with the status of the GPIO
connected to the robotic arm, showing in which direction
the movement was performed (clockwise/counterclockwise).
This text output of one run was then stored to a text file and
processed further on by applying filtering and consequently
the assessment, whether the result of this run could be qual-
ified as correct or incorrect, was done. The descriptions of
the filtering process and the results assessment are given in
chapter VII — subchapter A and subchapter B.

For a better descriptiveness of the following parts, a nam-
ing scheme is introduced. The term segmentation means that
different retroreflective foils are placed on the robotic arm
in identical sizes, subdividing the 11 cm circumference. So,
for example, Segmentation type 3 means that the cylindrical
shape of the robotic arm is divided into 3M_Red, 3M_Blue
and 3M_White foils. Figure 10 shows an image how these
foils were placed on the robotic arm. Table 2 summarizes the
applied segmentation types, given in the order of a clockwise
movement.

FIGURE 10. Foil segmentation on the robotic arm.

TABLE 2. Foil types and dimensions of the segmentations.

Segmentation . . Segment
type Segmentation dlmensmr.l of
each foil
3M_Red, 3M_Blue & 3M_White 5.1 cmx 3.66 cm
3M_Yellow, 3M_White, 3M_Red 51 emx 275 cm
& 3M_Blue : :
5 Ora_Red, 3M_Blue, Ora_White, 5.1 emx 2.20 em

3M_Yellow & 3M_Red
Ora_Red, 3M_Blue, Ora_White,
6 3M_Yellow, 3M_Red
& Ora_Yellow

5.1cmx 1.83 cm
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A naming scheme is also introduced for the rotational
speed of the movement of the corresponding joint of the
robotic arm. Since the maximum rotational speed of this
joint is given by the vendor with 2.5 rad/s, the applied speed
refers to percentages of this maximum speed. So, for exam-
ple, setting the rotational speed to 100% corresponds to the
maximum of 2.5 rad/s. 50 % corresponds to 1.25 rad/s and
so forth. Table 3 summarizes the applied speed settings and
their corresponding naming used further on.

TABLE 3. Rotational speed settings.

Speed setting Speed in rad/s
25% 0.625

50 % 1.25

75 % 1.875

100 % 2.5

In order to show the capabilities of the approach for sensing
the movements of and communicating with robotic arms,
the following experiments have been conducted:

o Comparing the achievable results of the two imple-
mented decision trees for 3 segmentations and 4 segmen-
tations

o Segmenting the foils placed on the robotic arm into 3 to
6 segments of different foils at a constant rotational
speed of 25 % (~0.625 rad/s).

« Increasing the rotational speed to the described distinct
levels for the different segmentations.

o The impact of the sampling rate of the ADC is discussed.
While for the first experiments the sample rate of the
ADC is 20 Hz, it further on is increased.

« Showing the influence of a tilt of the robotic arm on the
achievable results for a 3-segmentation scenario.

o After incorporating an OOK modulation scheme for
LED operation, its impact on the performance of foil
determination is shown.

« Finally, the performance of the approach under the pres-
ence of ambient light is discussed.

VII. RESULTS

In order to assert the correct determination of the rotation
direction, the output of the decision trees alongside the times-
tamp and the GPIO status was stored in a text file and
transferred to a standard laptop for processing and analysis
in the GNU/Octave tool. In a first processing step, the text
file was imported and based on the given GPIO status the
different runs of the movements were separated. Each run was
then processed in two filtering stages, necessary to remove
the classifications done during the transition period, when
one foil moves out of the detection area and the next foil
is moving into the detection area. These transitions must be
filtered since the classification results are invalid during this
transition, because our training of the decision tree does not
include the signals acquired during the passage from one foil
to the next. As outlined before, the training of these transitions
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would be very time-consuming, since every possible combi-
nation of foils would have to be trained for the clockwise and
counterclockwise rotations in such an approach. Additionally,
the transition is a transient process, which is highly influenced
by the rotational speed of the arm. This would result in the
necessity to train all the transitions at all the different speeds.
As outlined before, in our approach the training effort is
aimed to be a minimum, by training only single foils without
any time-dependency.

A. FILTERING

The filtering process consists of two main stages. In the first
stage, all classification results that yield foils, which are not
used in this particular scenario, are removed. So for example
in the 3-segmented scenario, having 3M_Red, 3M_Blue and
3M_White, all classification results that differ from these
three types of foils are removed. To illustrate this, Fig-
ure 11 shows the unfiltered classification results for the 3-
segmented scenario over time given in incrementing num-
bers (x-axis), and the classification output on the y-axis.
The movement was clockwise, therefore the correct sequence
of foils is 3M_Red, 3M_Blue, 3M_White and 3M_Red.
Since the rotation is a 350° turn, at the end of the rotation,
the 3M_Red foil is again facing upward toward the VLS unit
2.0. The transition periods are highlighted with red circles.

Ora Yellow

i [ IAA N
(I \) [ ] [

3M Yellow \
3M White \ l /
| NZ Y

0 10 20 30 40 50 60 70
Incremental samples

Retro-reflective foils

3M Red

FIGURE 11. Raw results of the 3-segmented scenario with the transition
periods highlighted (red circles).

As can be seen from Figure 11, at the beginning of the
movement the 3M_Red foil is determined correctly. When the
transition period from 3M_Red to 3M_Blue begins, the clas-
sification output is becoming invalid (leftmost red circle).
When the arm has rotated further, the classification output
becomes stable at the correct output of 3M_Blue, until the
next transition period begins. Since the used foils in this
scenario are considered to be known, we can remove all
classification results that yield other foils than the described
ones, such as Ora_Red, Ora_White etc.

The second stage of filtering removes non-stable classifi-
cation outputs by removing classifications that are not steady
for at least six consecutive classifications at a sampling rate
of 20 Hz. With Figure 11, we can already show the validity of
our two theorems, the one that although a movement occurs,
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stable phases of detection can be achieved and second, that
the transition periods can be filtered out of the sequence of
determined foils.

B. DETERMINATION OF CORRECT RESULTS
After the filtering stage, each run was analyzed if the rotation
direction was determined correctly. In order that a run is

considered to be correct, the following specifications must
be fulfilled:

o All the foils used in the scenario must be determined

« The foils must be determined in the correct sequence of
the respective movement (clockwise/counterclockwise)

e The total number of transitions from one stable foil
determination to the next must coincide with the number
of the used foils in the scenario + 1

With these strict evaluation factors, whether the rotation
direction of each run was determined correctly or not, we can
substantiate that the complete rotation must be correctly
determined and a single failure in determining one of the
segments, causes the run to be counted as incorrect. These
strict assessment criteria give reason to argue that in scenarios
where not a rotation of 350° is performed, still the respective
foils are determined correctly.

In the following subsection C, the achieved correct deter-
minations are given for the implemented decision trees (raw
features vs. relative features) for the two scenarios of segmen-
tation type 3 (three segments) and segmentation type 4 (four
segments).

C. COMPARISON OF RESULTS FOR RAW AND RELATIVE
FEATURES

In order to determine which set of features yields better
results, the achieved percentages of the correct rotation direc-
tion determinations are compared for the 3-segmentations
scenario and the 4-segmentations scenario for the rotational
speed of 25 %. In this setting 20 runs in total (10 clock-
wise/10 counterclockwise) for each segmentation type have
been performed. As will be shown by the results of these
experiments, the performed 20 runs are sufficient in order
to give a clear statement which features outperform the
others. Table 4 shows the achieved percentages of correct
determinations. Please note that the decision trees have been
implemented to run in parallel to guarantee an unbiased
comparison.

TABLE 4. Comparison of correct determinations for raw features and
relative features.

Percentage of correct rotation direction determinations

Scenario Raw features Relative features
3 segments 50 % 100 %
4 segments 0% 95 %

Table 4 shows that the utilization of relative features out-
performs the classification based on raw features. Whilst the
determination with relative features achieves 100% correct
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results for the 3-segmentations scenario and 95 % correct
results for the 4-segmentations scenario, in contrast the raw
features only achieve 50 % and 0 %. As anticipated during the
design of our solution approach, utilizing the raw features,
which are only depending on the intensity of the reflected
light, is not applicable. This is because of the obvious reason
that reducing the size of the reflective area of one foil will
have a strong impact on the intensity of light reflected from
this foil. Therefore, this approach is predestinated to fail.
On the contrast, the spectral composition of the reflected light
is anticipated to be stable, since, although the magnitude of
the impinging light has changed due to the smaller size of
reflective area of the foil, this change in magnitude is present
in all the three channels equally and consequently, the relative
characteristics remain stable. Based on this comparison and
well founded by the shown results, we can deduce that the
raw features can not be used. Consequently, we will only
present the results for the relative features in the following
discussions of the results.

D. RESULTS FOR DIFFERENT SEGMENTATIONS

In order to demonstrate the capabilities of our approach,
we evaluated the results for the different segmentation types
at the slowest applied rotational speed of 25%. With these
experiments one can evaluate if our conclusions drawn in
section II — Solution approach - can be verified, such as
that the sequence of the foils does not have an influence
on the achievable results and that the movement direction
(clockwise/counterclockwise) does not have an effect on
the correct determination process as well. Figure 12 shows
the achieved results for the different segmentation types
described in Table 2.

Correct determinations in %

3 segments

4 segments 5 segments 6 segments

Segmentations

FIGURE 12. Correct determinations for different segmentations.

Figure 12 outlines that for three segments the direction of
the rotational movement can be determined with 100% accu-
racy. For the scenario of having four different foils attached
on the robotic arm, the achieved accuracy is 95 %. Increasing
the number to five segments still showed the excellent result
of 100 percent correct determinations. However, for a sce-
nario with six segmentations only in 1.66 % of the performed
rotations, the scenario was determined correctly.

This is because with the increase of the number of dif-
ferent foils, the sizes of the respective foils are decreasing

VOLUME 9, 2021



K. Madane et al.: Machine Learning Assisted VLS of the Rotation of a Robotic Arm

IEEE Access

and consequently the time span the respective foil is in the
spot of the LED and the detection area of the photodiode is
reduced. This leads to shorter intervals between stable outputs
of the classification and the transition periods described in
Section A. For the 6-segmentations scenario, the effect of
the transition period is overwhelming, because the time a
single foil is reflecting the light towards the photodiode is
minimal. These results show that our designed system fulfills
the expectation that the sequences of the foils are not affecting
the results negatively, regardless whether 3, 4 or 5 different
foils are placed on the robotic arm.

Furthermore, since the movements were carried out in
clockwise and counterclockwise directions, the results prove
that the same highest accuracy can be achieved, regard-
less of the respective direction. The scenario of having
6-segmentations on the robotic arm shows the current lim-
itation for our solution approach. The deterioration of the
performance is due to the effect of overlapping reflections
from the applied foils, caused by the decreased area size.
Anyhow, up to this limit we can show that, without having
to adapt the underlying algorithms, highest accuracy can be
achieved in the determination of the movement direction as
well as the used foils since a result is only considered as
correct when the sequence of determined foils is in accor-
dance with the actual sequence and all the used foils have
been determined correctly. To put this into the perspective of
a350° rotatable arm, this means that in the scenario of having
5-segmentations, for every movement that exceeds about 70°
degrees, the direction of the movement can be determined
accurately.

E. INFLUENCE OF ROTATIONAL SPEED ON THE
ACHIEVABLE RESULTS

Increasing the rotational speed of the robotic arm reduces
the time period for which a respective foil is in the detec-
tion area of the photodiode. In the following we discuss the
impact of different rotational speed settings, namely 25 %,
50 %, 75 % and 100 % (maximum) on the achieved results.
Table 5 summarizes the results for correct determinations of
different segmentation types for these four speed settings.
Please note that in the scenarios of having 5-segmentations
and 6-segmentations the experiments were done for 60 runs
instead of 20 runs, since these two scenarios were anticipated
to be more challenging for our system and therefore more
runs would cause a better statistical evaluation for these two
scenarios.

TABLE 5. Comparison of correct determinations for different rotational
speeds and segmentations.

Speed 3 4 5 6
settings segments  segments  segments * segments *
25% 100 % 95 % 100 % 1.66 %
50% 100 % 95 % 96.66 % 0%
75% 100 % 95 % 76.66 % 0%

100 % 100 % 100 % 56.66% 0%

*60 runs of measurements
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With the 20 runs conducted for the scenarios of three
segments and four segments our system is achieving the same
perfect results for all speeds. This shows that the rotational
speed has no major impact when three or four segments
are used, which is the main intention of these experiments,
clearly deductible already after 20 runs. At higher numbers
of segmentations, a negative effect on the accuracy of the
determinations can be observed with increasing speed. This
is because of the additional intensification of the problem
related to the transition periods. Since at higher rotational
speeds the time span where only one foil is present in the
detection area is decreasing also the number of correct deter-
minations decreases. For 6 segments no correct estimation
can be achieved. In order to increase the correct estimation
rate for the 5-segmented scenario in accordance with our
solution approach, it would be necessary to enable the system
to detect the stable periods of a foil detection procedure with
higher accuracy. A straightforward approach to enable this
is to increase the sampling rate of the ADC from 20 Hz to
1 kHz. This simple solution is set to relief this problem, since
a higher number of samples will be acquired during the time
span a single foil is in the detection area. It is clear that this
would also result in more samples being acquired during the
transition period and consequently leading to more invalid
classifications, but as shown in Section A, these transition
periods between two respective foils can be filtered to a large
extend.

F. INCREASE OF THE SAMPLING RATE TO 1 kHz

In order to verify the assumption that a higher sampling rate
would cause better results for larger numbers of segmen-
tations, the 5-segmentations scenario was repeated with a
higher sampling rate of 1 kHz. Due to our flexible system
design, only the ADC control and the control mechanism to
access the AXI bus registers had to be adjusted in order to
enable a higher sampling rate. All the other software com-
ponents including the decision trees, as well as the hardware
components remained unchanged, which is one more bene-
fit of our solution approach. Especially for time-depending
training data an increase of the sampling rate would lead to
the necessity of retraining the model. However, since we use
only features inferred from stable reflections, we do not have
to perform this time-consuming process again.

After these minor adjustments in the ADC control and
the AXI bus control, overall 60 runs were conducted with
the new sampling rate of 1 kHz. The achieved results are
given in Table 6, where in the left column the numbers of
correct determinations at 20 Hz are repeated, whilst in the
right column the achieved numbers of correct determinations
for 1 kHz can be found.

The comparison in Table 6 illustrates the huge improve-
ment realizable by increasing the sampling rate. Especially
at the highest applicable rotational speed of 100 %, the per-
centage of correct determinations can be almost doubled from
56.66% to 96.66 %. We would like to point out again that
this major improvement was realized by a simple adaption

130731



IEEE Access

K. Madane et al.: Machine Learning Assisted VLS of the Rotation of a Robotic Arm

TABLE 6. Comparison of correct determinations for different rotational
speeds for five segmentations at 1 kHz sample rate.

5 segments at 5 segments at

Speed settings

20 Hz 1 kHz
25% 100 % 98.33 %
50% 96.66 % 98.33 %
75% 76.66 % 91.66 %
100 % 56.66 % 96.66 %

in the ADC control and AXI bus, without the need for any
other modification of the system. The results achieved with
the higher sampling rate for the 5-segmentations scenario
furthermore also proves the fulfillment of the requirement
that the speed of the movement does not deteriorate the
achievable performance of our system significantly. Another
conclusion that can be drawn from these results is that, since
the approach is proved to be almost unaffected by the applied
speed, any movement within speed settings of 25 % to 100 %
can be considered to be detected accurately.

G. INFLUENCE OF THE TILT OF THE ROBOTIC ARM

Since a perfect horizontal alignment of the robotic arm cannot
be guaranteed, especially in an industrial environment where
the robotic arm also has to perform actions that require the
arm to tilt up and down, we evaluated the effect of a possible
tilt of the robotic arm on the results. For these experiments,
we applied a tilt by moving the robot arm at joint 3 in a
3-segmented scenario with the rotational speed set to 50 %.
The experiments were repeated for different tilting angles
with both a positive tilt as well as a negative tilt. With the
tilt of 0° the robotic arm is in horizontal direction parallel
to the VLS unit 2.0. A positive tilt in this regard, describes
that the robotic arm is tilted toward the VLS unit 2.0, whilst
a negative tilt describes a tilt away from the VLS unit 2.0.
The experiments have been repeated at the distinct tilting
angles of —20°, —15°, —10°, —5°, +5°, +10°, +15° and
+20°. Table 7 lists the results for the respective tilting angles
and the corresponding percentages of correct determinations.

TABLE 7. Achieved correct determinations at different tilting angles.

Tilting angle in degree Correct determinations in %

-20° 35%
-15° 35%
-10° 100 %
-5° 100 %
5° 100 %
10° 100 %
15° 0%
20° 0%

A closer look on the results of Table 7 shows that in the
range from — 10° to + 10 ° tilting angles all of the performed
movements for the chosen 3-segmentation scenario have been
determined correctly. The comparison of the results at —15°
and +15° shows a significant difference. The explanation
why still 35% of the runs can be determined correctly when
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the tilt is negative, compared to no correct results for a
positive tilt larger than 10°, is based on the direction of
the movement. Whilst with a negative tilt (away from the
VLS unit 2.0) the reflective area remains in the main beam
direction of the LED, at a positive tilt the reflective area
moves out of this main beam direction. Furthermore, when
a positive tilt is applied, the front part of the robotic arm,
since it is moved toward the VLS unit 2.0, is reflecting more
light toward the photodiode and therefore affects the spectral
composition of the impinging light.

With the presented results, we can show that our system,
in a 3-segmentations scenario, is resilient to the application
of a tilting angle between —10° and +10°. This leads to
the big advantage that even when the arm is not perfectly
horizontally aligned, our solution approach proves to be valid
and can therefore relieve the requirement regarding a perfect
alignment of the robotic arm in relation to the receiving
elements of our proposed system.

H. INCORPORATING VISIBLE LIGHT COMMUNICATION
As outlined in the introducing chapter of this work, visi-
ble light communication offers some certain advantages in
the area of Industry 4.0, especially in industrial environ-
ments where bandwidth limitations or interferences between
wireless RF communication methods can occur. In order to
unleash the potentials of utilizing VLC in this context, it is
of utter importance to guarantee the operation of both VLC
and VLS functionalities in parallel without any deterioration
of the performance. In this section, we will show how our
system can be easily adapted to enable also visible light
communication via the LED on the VLS unit 2.0, without any
influence on the accuracy of movement determination.

As mentioned, in the FPGA and software implemen-
tation section, our design choice for the processing unit
offers us the possibility to implement a VLC functionality,
whilst the VLS task is not affected. This can be achieved
by transferring the LED control from the SoC part of the
Ultra96-V2 board to the FPGA part. Since the ADC control
logic is already implemented in the FPGA fabric, we can now
extend this particular entity to perform also the modulation of
the LED in a closely time-coupled way with the ADC control.
Therefore, we realized the straightforward solution that the
LED/ADC control block must guarantee that the LED is on
during the acquisition phase of the ADC. This however also
clearly defines the time span during which VLC communi-
cation can be realized, namely when the ADC is idle. For
the modulation, we choose a simple OOK modulation. The
corresponding block diagram is shown in Figure 13.

The tight coupling of the ADC control with the modula-
tion of the LED for communication purposes is shown in
Figure 14, with the guaranteed ““Fixed LED ON period” (dur-
ing which the sensing task is performed) labelled as well as
the time slot in which the communication can be performed.
This time slot is labelled as “Modulation bits” (during which
the sensing task is off and any desired modulation of the light
can be conducted).
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FIGURE 13. Block diagram for enabling VLC and VLS in parallel.
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FIGURE 14. Data transmission scheme of the VLS unit 2.0.

With this time division multiplexing between the task of
VLS and VLC, we can demonstrate that the combination
of VLC and VLS in our designed VLS unit 2.0 is not only
doable, but again can be realized with only minor adaptions
of the whole system and especially there is no need for any
modification of the decision trees. It is obvious that due to
the implemented modulation of the LED, also the measured
illuminance on the experimental setup will change, since the
LED is not always on. In the presence of the modulation
scheme, the illuminance measured by the handheld MK350S
PREMIUM spectrometer on the area where the retroreflective
foils are placed is decreasing to 160 lux, compared to the
measured 265 lux without modulation.

To substantiate our anticipation that our implemented com-
bination of VLC and VLS will not deteriorate the achievable
performance we repeated the measurements with the modu-
lation present for a 5-segmentations scenario with the before
described improvement of increasing the sampling rate to
1 kHz. The measurements were done for all the four speed
levels and overall 60 runs were conducted. Table 8 shows the
results without modulation in the left column, whilst the right
column gives the percentage values of correct determinations
when the light source is modulated.

These results highlight that the combination of VLC and
VLS shows the same high accuracy as the scenario with-
out the communication task. Furthermore, two other big
advantages can be realized by the modulation of the light
source without any major effort. First, the results show that
our solution approach is also applicable in scenarios where
dimming of the light source is a requirement (the measured
illumination decreased by around 100 lux for the scenario
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TABLE 8. Comparison of correct determinations for different rotational
speeds for five segmentations with and without a modulated light source.

5 segments without 5 segments with

Speed settings modulation modulation
25% 98.33 % 96.66 %
50 % 98.33 % 100 %
75 % 91.66 % 100 %
100 % 96.66 % 100 %

including the communication task). Second, we observed
during the experiments that by modulating the light source
the thermal behavior of the LED becomes better and con-
sequently, the amount of time the VLS unit 2.0 needs to
be actively cooled by the fan decreases. Yet, the biggest
improvement validated by the achieved results is that the tasks
of VLC and VLS can be performed in parallel without any
deterioration of the accuracy. This is a big step towards the
vision of utilizing visible light based technologies in parallel
for communication and sensing in the area of industry 4.0.

I. INFLUENCE OF AMBIENT LIGHT

Finally, the influence of ambient light on the performance of
our system is of great interest, since in the envisioned appli-
cation scenario (e.g. factory setting), the complete absence
of ambient light cannot be taken for granted. Unlike in the
previous measurements, in the following experiments the
installed fluorescent tubes in the utilized laboratory room
were switched on during the online test. Please note that
we did not change any parameters of the VLS unit 2.0,
both in software or hardware. Especially we would like to
emphasize that the decision tree established, based on train-
ing data acquired in the absence of ambient light, remains
also unchanged. In order to illustrate the effect of ambient
light in terms of the spectral composition of the light that
impinges on the reflective surface, we used the handheld
MK350S PREMIUM spectrometer to measure the respective
spectra. Figure 15(a), Figure 15(b), and Figure 15(c), show
the spectral compositions of the light at the surface of the
reflective area for three different cases. Figure 15(a) shows
the spectral composition for the case that only the CREE LED
light source from the VLS unit 2.0 is on, while Figure 15(b)
shows the spectral composition for the case that only the
fluorescent tubes of the artificial room lighting are on. Finally,
Figure 15(c) shows the spectral composition of the impinging
light in case that both the LED and the fluorescent tubes are
turned on.

For the demonstration of the influence of ambient light,
we choose the 5-segmentations scenario. In order to obtain
comparable results with the previous conducted experiments,
we also performed 60 runs for the four speed settings of 25%,
50%, 75% and 100%. Table 9 shows the achieved rate of
correct determinations for the conducted experiments in this
regard.

On overall, we can observe that the rate of correct determi-
nations is decreasing compared to the previous experiments
with only the LED of the VLS unit 2.0 as the light source.
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FIGURE 15. Spectral power distributions at the surface of the
retroreflective foils mounted on the robotic arm: a) only the LED of the
VLS unit 2.0 is on, b) only the fluorescent tubes of the artificial room
lighting are on c) both LED and fluorescent tubes are on.

TABLE 9. Correct determinations for different rotational speeds for five
segmentations under the presence of ambient light.

Speed settings Correct determinations

25% 70 %

50% 83.33 %
75% 91.66 %
100 % 83.33 %

Nevertheless, even in the worst performing scenario, with
the speed set to 25%, in 42 out of the 60 runs our system
is able to determine not only all foils placed on the robotic
arm, but also in the correct order of the movement direction.
These promising results were achieved without any need to
retrain the system for the new lighting conditions. Further-
more, it must be pointed out that the applied ambient light
is very challenging, since a completely different type of light
source (fluorescent tubes) is used for ambient lighting. This
shows that the utilization of relative parameters as the features
for the decision tree generation shows a high potential for
visible light sensing even under the presence of ambient
light.

VIIl. CONCLUSION AND FUTURE WORK

In this work, we showed that the determination of the rotation
direction and the rotation characteristics of a robotic arm
can be achieved by only placing retroreflective foils on the
robot, without the need for any kind of active sensors. The
successful application of machine learning utilizing decision
trees is demonstrated for this purpose, without the require-
ment of extensive time-consuming training of combinations
of the retroreflective foils. Based on the achieved results we
substantiate, that with our implemented system approach high
accuracies in the determination can be achieved for various
conditions such as different rotational speeds and different
tilting angles, without the need for retraining. Furthermore,
we showed that the usage of relative features, resembling the
spectral composition of the reflected light, outperforms the
usage of raw (absolute) features, depending on the intensities
of the reflected light. Overall for scenarios where up to 5 dif-
ferent foils are placed on the robotic arm, the detection of the
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foils as well as the correct sequence of the foils were demon-
strated to be performed with correct determination rates well
above 90 %. One of the main advantages of our proposed
system and the designed solution approach is that the tasks of
VLS and VLC can be combined without any negative impact.
This means that sensing and communication can be done in
parallel with one and the same low-complexity infrastructure
and without the need for active sensors and devices placed
on the robotic arm (despite the need for a photodiode to be
mounted on the robotic arm for the acquisition of the VLC
data). Our successful combination of VLS and VLC outlines
that also the integration of VLP functionalities that depend
on the broadcast of data by the light source, by the means
of VLC, would be possible. The combination of VLC, VLS
and VLP shows the potential for future scenarios in Industry
4.0, where for example a mobile robot can accurately move
to a position and then performs the task of rotation, which is
accurately monitored by VLS.

Concluding our experimental investigations, we also
showed that our proposed system is still operable even in
case that additional artificial lighting sources are switched
on. All this was achieved without the need for retraining
or other major adaptions, thus rendering our proposed solu-
tion to be reliable, with the major advantages of utilizing
low-complexity methods and no necessity to perform time-
consuming and consequently costly training measurements.

Other contactless methods measuring rotations are in par-
ticular based on optical and magnetic sensors. Magnetic
based sensors are sensing the strength of a magnetic field and
usually consist of one or multiple magnet(s) mounted on the
rotating device and a sensor placed in close vicinity of the
rotating device. The main drawback of this method is that
the magnet and the sensor have to be placed in close vicinity
to each other and that an additional sensor has to be placed in
the infrastructure, whilst in our approach the receiving device
(RGB photodiode) can be integrated into the obligatory room
lighting.

Optical based sensors that are applied in this regard range
from laser diodes or LEDs to camera based systems. In com-
parison to our work, we showed that no additional special
transmitters such as laser diodes have to be introduced, but
that a common LED that in addition can be used for room
lighting can be utilized for determining the rotation of the
robotic arm. In general camera based systems, in comparison
to our proposed solution, have higher requirements in terms
of computational power to process the algorithms and further-
more camera based systems are often associated with privacy
concerns.

The scenario in which 6-segmentations of different foils
were used on the robotic arm, demonstrates the current
limit for our solution approach. The thorough inspection of
the results in the 6-segmentations scenario shows that the
designed filtering stages need to be adapted in the future
for these higher segmentation numbers. In future work we
will pursue two approaches in order to enable higher seg-
mentations with our system. First, we will incorporate the
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known order of the segmentation into the filtering stages to
determine if a transition from a stable foil classification to the
next is plausible or if this transition is caused by the already
explained mixture of the reflected light from different foils
during the transition period. In the current filtering stages,
only the knowledge if a foil is used in this scenario is applied.
The second approach is to enhance the classification done by
the decision tree by extending the training data to different
light levels during the acquisition of the reflected light and
consequently modulating the LED between these light levels
also during the online phase.

Furthermore, although a correct determination of the
movements failed for larger tilting angles, this also opens the
possibility for further options. The measurements and results
reported here in this regard were done without retraining.
In more sophisticated approaches, in which the system is
trained for different tilt angles, it should be therefore possi-
ble also to determine and differentiate between different tilt
angles of the robot arm.

Nevertheless, the achieved results prove that the applica-
tion and combination of Visible Light Sensing and Visible
Light Communication can become a key player in the context
of Industry 4.0. In particular, it also can be a strategy toward
one of the key goals of 6G strategies, which is to amalgamate
sensing, positioning and communication [47].
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